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In this paper we construct a novel discretization of the Cahn-Hilliard equa-

tion coupled with the Navier-Stokes equations. The Cahn-Hilliard equation

models the separation of a binary mixture. We construct a very simple time

integration scheme for simulating the Cahn-Hilliard equation, which is based

on splitting the fourth-order equation into two second-order Helmholtz equa-

tions. We combine the Cahn-Hilliard equation with the Navier-Stokes equa-

tions to simulate phase separation in a two-phase fluid flow in two dimensions.

The scheme conserves mass and momentum and exhibits consistency between

mass and momentum, allowing it to be used with large density ratios. We

introduce a novel discretization of the surface tension force from the phase-

field variable that has finite support around the transition region. The model

has a parameter that allows it to transition from a smoothed continuum surface

force to a fully sharp interface formulation. We show that our method achieves

second-order accuracy, and we compare our method to previous work in a va-

riety of experiments.

© 2024 Elsevier Inc. All rights reserved.

1. Introduction

Phase-field models have been widely used to study many problems involving multiphase incompressible flows,

including two-phase flows in a microtube [27], viscoelastic flows [61, 62], multiphase flows with soluble surfactants

[45, 54, 63], phase separation and coarsening [64, 2], jet pinch-off [60, 38], multicomponent systems with three or

more phases [39, 36, 59], tumor growth [58], microfluidics [50], and other physical phenomena. In these methods, the

phase field represents the concentration of one of the components of the mixture, and fluid interfaces are represented

by a smooth transition region between bulk regions of the different phases. One popular choice for the governing

equation for the evolution of the phase field is the Cahn-Hilliard equation, which acts to minimize the free energy of

the system, leading the mixture to segregate into separate regions [8, 15].
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Many methods have been developed for the numerical simulation of the Cahn-Hilliard equation, including Fourier

spectral methods [64, 28, 41], finite difference methods [19, 42, 23, 9, 31], and finite element methods [16, 5, 4, 17,

57, 26]. For example, Zhu et al. [64] examines properties of coarsening using a Fourier spectral solver, and He et al.

[28] developed a Fourier spectral solve which allows for large time steps. Schemes supporting adaptive time step sizes

were presented in Li et al. [43] and the second-order accurate Guillén-González and Tierra [22]. Guillén-González

and Tierra [21] presented two linear schemes derived through special treatment of the double-well potential function.

Lee et al. [41] gives an overview of the mathematical derivation of the Cahn-Hilliard equation, discusses several

methods for its numerical solution, and provides a Matlab implementation for a pseudospectral method.

A model of immiscible two-phase flows coupling the Cahn-Hilliard equation to the incompressible Navier-Stokes

equations for the case of matching densities was described in Hohenberg and Halperin [29]; a derivation from first

principles was given in Gurtin et al. [24]. Badalassi et al. [3] devised numerical simulations of this coupled system.

For varying densities, some studies have used the Boussinesq approximation where the momentum equation is solved

using a background density and the variable density appears only in additional buoyancy terms [32, 44, 2]. The more

general case of the Cahn-Hilliard-Navier-Stokes (CHNS) equations with different densities and viscosities presents

additional challenges, and Shen and Yang [52] devised a model which admits an energy law and developed an as-

sociated projection-type [10] numerical scheme. Shen and Yang [51] developed an unconditionally energy-stable

numerical scheme which reduces the problem to the solution of a sequence of decoupled elliptic solves. Phase-field

models of two-phase incompressible flow with large density ratios were simulated in Kim [35] and Ding et al. [12],

which involved the solution of time-dependent variable coefficient linear systems. Dong and Shen [14] devised a

scheme for large density and viscosity differences with improved efficiency through the use of constant coefficient

matrices. Yue et al. [61] coupled the Cahn-Hilliard equation to non-Newtonian flows. Guo et al. [23] devised a quasi-

incompressible scheme with mass conservative and energy stability for the CHNS equations. Kim [38] provides a

review of phase-field models and numerical methods for their approximation.

Consistency of mass and momentum transport was first addressed on the discrete level for two-phase interfacial

flows in volume-tracking methods [7, 47] and the level set method [48]. For the coupled Cahn-Hilliard-Navier-Stokes

equations, Huang et al. [31] formulated a set of consistency conditions in the continuous setting and furthermore

devised a second-order accurate finite difference scheme with numerical consistency of mass and momentum flux.

Huang et al. [30] similarly addressed consistency of mass and momentum transport in the Allen-Cahn equation and

also devised a conservative redistribution scheme to maintain the physical bounds of the concentration.

In this work, we construct a novel conservative, second order accurate finite difference scheme for the simulation

of the Cahn-Hilliard-Navier-Stokes equations for two phase flows with large density and viscosity differences. Fol-

lowing Huang et al. [31], we enforce discrete consistency of the mass and momentum fluxes. In contrast to Huang

et al. [31], which used collocated grids for pressure, concentration, and velocity, our method uses a staggered MAC

grid [25] to conveniently solve the pressure Poisson equation. We construct a very simple time integration scheme

for simulating the Cahn-Hilliard equation, which is based on splitting the fourth-order equation into two second-

order Helmholtz equations. Our splitting results in the solution of two Helmholtz equations with identical coefficient

matrices. In our splitting, we use a stabilizing term introduced in Shen and Yang [51, 52].

The Cahn-Hilliard equation is coupled to the Navier-Stokes equations in part through the surface tension force,

which depends on the gradient of the concentration phase field and the geometric curvature of the interface. Kim

[35, 38] and Acar [1] discuss several models of surface tension for phase-field multiphase flows. The numerical

simulation of surface tension can be challenging due to stability and accuracy issues including the formation of

spurious currents about the interface. One common treatment of surface tension is the Continuum Surface Force

(CSF) approach introduced in Brackbill et al. [6], where typically a discrete approximation to a smoothed delta

function is used to spread the surface tension force over a small number of grid cells about the interface. Kim [37]

used a continuum surface force combinations for more than two fluid phases. Another set of approaches treats the

interface in a sharp manner, capturing the pressure jumps across the interface that balance the surface tension force

[34]. Francois et al. [18] enforced exact force balance at the interface for both CSF and sharp interface schemes,

eliminating one of the sources of spurious currents at the interface. In this work, we propose a novel discretization

of surface tension that gives exact force balance at the interface and unifies the CSF and sharp interfaces schemes.

A similar relationship between the CSF approach and the sharp interface approach was noted by Lalanne et al. [40]

for level set methods. Our method is based on taking the gradient of a smoothed Heaviside approximation, similar

to CSF approaches. Notably, the degree of smoothing is controlled by a parameter and the sharp interface method is

directly recovered as the smoothing is decreased.
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2. Governing equations

2.1. Cahn-Hilliard Equation

The Cahn-Hilliard equation, initially proposed by Cahn and Hilliard [8] and widely utilized to describe the phase

separation process in a mixture of two fluids, is expressed as follows:

∂γ

∂t
+ ∇ · (uγ) = ∇ · (M∇ξ) + S γ (1)

ξ = λ(F′(γ) − ∇2γ) (2)

F(γ) =
1

η2
γ2(1 − γ)2 (3)

λ =
3

2
√

2
ση. (4)

The phase-field function γ ∈ [0, 1] is the volume fraction of fluid phase 1 (with density ρ1 and viscosity µ1). 1 − γ
is the volume fraction of fluid phase 0 (with density ρ0 and viscosity µ0). u is the velocity, M is the mobility, ξ is

the chemical potential, S γ is the source term for γ, λ is the mixing energy density, F is the double well potential

function, F′ is the derivative of F with respect to γ, η characterizes the thickness of the transition region between the

two phases, and σ is the surface tension coefficient. The effective density and viscosity at a certain location is given

by

ρ = ρ0 + (ρ1 − ρ0) γ (5)

µ = µ0 + (µ1 − µ0) γ. (6)

2.2. Navier-Stokes equations

The incompressible Navier-Stokes equations are given by

∂ρ

∂t
+ ∇ ·m = S m (7)

∇ · u = 0 (8)

∂(ρu)

∂t
+ ∇ · (m ⊗ u) = −∇p + ∇ · (µ(∇u + (∇u)T )) + ρg + σκ∇(g (γ)) + S u. (9)

σ, ρ, and u are as defined in Section 2.1, m is the mass flux, S m represents an external source of mass, σκ∇g(γ) is

the surface tension force, κ is the estimated interface curvature, g(γ) is a regularized Heaviside function (see Sec-

tion 3.2.3), p is the pressure, g is gravity, and S u is the source term for momentum. Similar to [31], the mass flux m

can be inferred from the γ evolution equation (1) and equations (7) and (5). Defining S m = (ρ1 − ρ0) S γ, it can be

shown that a consistent definition of m is m = ρu − (ρ1 − ρ0) M∇ξ. This is discussed in detail in Section 3.2.2.

3. Discretizations

In this section we describe the temporal and spatial discretizations of the Cahn-Hilliard and Navier-Stokes equa-

tions.

3.1. Cahn-Hilliard equation

Although the overall form for the splitting of the CH equations follows the same general strategy as prior dis-

cretizations, we achieve a discretization that is significantly simpler than existing discretizations while not sacrificing

desirable features of the discretization. Our discretization of the Navier-Stokes equations was designed to be as similar

to a standard second-order MAC-grid discretization as possible while still achieving favorable numerical properties

when coupling with the Cahn-Hilliard equations.
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3.1.1. Cahn-Hilliard equation temporal discretization

We begin by combining (1) and (2) as the base Cahn-Hilliard equation to discretize.

∂γ

∂t
+ ∇ · (uγ) = Mλ∇2(F′(γ) − ∇2γ) + S γ (10)

We discretize the time derivative as
αγ̂n+1−αγBD

∆t
. To achieve second-order accuracy, we use a backwards-difference

scheme with α = 3
2

and γBD = 4
3
γn − 1

3
γn−1. For the first time step we use a first-order single-step scheme with α = 1

and γBD = γn. Explicit quantities for u and γ are discretized using an Adams-Bashforth scheme, where γAB = γn,

uAB = un in the first order case and γAB = 2γn − γn−1, uAB = 2un − un−1 in the second order case. Since in practice

α and ∆t always occur together, we let ∆t = α∆̂t. γ̂n+1 represents an estimate of the final γ obtained by solving this

discretized equation; it will be later updated to the final γn+1 bounded to the range [0, 1] using the method described

in Section 3.1.2.

Following Shen and Yang [52], we introduce a term 2τ
(
γ̂n+1 − γAB

)
to help with splitting the equation. The choice

of τ is discussed below. Since both γ̂n+1 and γAB are estimates of γn+1, this term vanishes rapidly under refinement.

γ̂n+1 − γBD

∆̂t
+ ∇ ·

(
uABγAB

)
= Mλ∇2

(
F′

(
γAB

)
− ∇2γ̂n+1 + 2τ

(
γ̂n+1 − γAB

))
+ S n+1

γ (11)

Next we split out the advection term as an update from γBD to γ∗:

γ∗ − γBD

∆̂t
+ ∇ ·

(
uABγAB

)
= 0 (12)

γ̂n+1 − γ∗

∆̂t
= Mλ∇2

(
F′

(
γAB

)
− ∇2γ̂n+1 + 2τ

(
γ̂n+1 − γAB

))
+ S n+1

γ . (13)

We group all explicit terms under the Laplacian into a new term A:

A =
1

τ
F′

(
γAB

)
− 2γAB (14)

γ̂n+1 − γ∗

∆̂t
= Mλ∇2

(
τA − ∇2γ̂n+1 + 2τγ̂n+1

)
+ S n+1

γ (15)

Grouping together γ̂n+1 with ∇2γ̂n+1 on both sides of the equation:
(
γ̂n+1 − τMλ∆̂t∇2γ̂n+1 + A

)
− γ∗

∆̂t
= τMλ∇2

(
γ̂n+1 − 1

τ
∇2γ̂n+1 + A

)
+

A

∆̂t
+ S n+1

γ . (16)

For the two parenthesized expressions to match, we need τ2Mλ∆̂t = 1. We achieve this by letting

s =

√
Mλ

∆̂t
τ =

1

Mλ
s (17)

and define

γ′ = γ̂n+1 − s∆̂t∇2γ̂n+1 + A. (18)

With these definitions, equation (16) becomes

γ′ − γ∗

∆̂t
= s∇2γ′ +

1

∆̂t
A + S n+1

γ . (19)

Observe that (18) and (19) are implicit Helmholtz equations for γ̂n+1 and γ′, respectively. Note that while differing

from the stabilizing term introduced in Shen and Yang [52], our choice of τ results in a conditionally stable scheme,

as shown in Section 4.1. With our choice of τ, the overall term is formally 1.5 order accurate (although within the

resolutions studied below, our method exhibits second-order convergence). While the first-order stabilizing scheme

in Shen and Yang [52] uses the difference γn+1 − γn, we also note that [52] additionally introduced a second-order

stabilizing term based on γn+1 − γAB as part of a second order scheme.
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3.1.2. Cahn-Hilliard bounds-respecting redistribution scheme

When solving the Cahn-Hilliard equation, numerical errors or sufficiently large time steps can result in γ outside

the range [0, 1]. Given a large density ratio between the fluids, this can result in negative densities from (5). In order

to prevent this, we use a redistribution scheme for γ as detailed in Huang et al. [30] adapted for the range [0, 1].

First γ̂n+1 is clamped to the feasible range at each index i, j:

γb∗
i, j =



1, if γ̂n+1
i, j
≥ 1

0, if γ̂n+1
i, j
≤ 0

γ̂n+1
i, j
, otherwise.

(20)

The total difference between γb∗ and γ̂n+1 is then redistributed among all indices using a weight function:

Wb(γ) = 4γ − 4γ2 (21)

γn+1
i, j = γ

b∗
i, j +

Wb

(
γb∗

i, j

)

∑
r,s

Wb

(
γb∗

r,s

)
∑

r,s

(
γ̂n+1

r,s − γb∗
r,s

)
. (22)

The indices r, s are over the entire computational domain, and a uniform grid is assumed. Since this update is globally

conservative, we can express the change in the final quantity γn+1 as the divergence of an unknown weighted gradient

term Wb

(
γn+1

)
∇Q with no-flux boundary conditions. This results in a Poisson equation for Q:

γn+1 − γ̂n+1

∆̂t
= ∇ ·

(
Wb

(
γn+1

)
∇Q

)
, (23)

n · ∇Q = 0 (24)

which we solve and use to compute the density flux m (See Section 3.2.2).

3.1.3. Cahn-Hilliard boundary conditions

In this paper, we consider two types of boundary conditions for γ: periodic and Neumann (n · ∇γ̂n+1 = 0). Since

the Cahn-Hilliard equation is fourth order, we require another boundary condition; Noting (13)

γ̂n+1 − γ∗

∆̂t
= Mλ∇2

(
F′(γAB) − ∇2γ̂n+1 +

2s

Mλ

(
γ̂n+1 − γAB

))
+ S n+1

γ (25)

we define ξ∗ to be a discrete version of the chemical potential from (2) as

ξ∗ = λ

(
F′

(
γAB

)
− ∇2γ̂n+1 +

2s

Mλ

(
γ̂n+1 − γAB

))
(26)

= λ
(
τA − ∇2γ̂n+1 + 2τγ̂n+1

)
(27)

= τλ

(
γ̂n+1 − 1

τ
∇2γ̂n+1 + A + γ̂n+1

)
(28)

=
s

M

(
γ′ + γ̂n+1

)
. (29)

Following [31] we use the boundary condition n · ∇ξ∗ = 0, which leads to n · ∇γ′ = 0. This gives us the necessary

boundary conditions for both of our Helmholtz systems.

3.2. Navier-Stokes equations

3.2.1. Navier-Stokes temporal discretization

As in Section 3.1.1, we discretize the time derivative as
αρn+1un+1−α(ρu)BD

∆t
. For the first time step, α = 1 and

(ρu)BD = ρnun. To achieve second-order accuracy, we thereafter use a backwards-difference scheme with α = 3
2

and

(ρu)BD = 4
3
ρnun − 1

3
ρn−1un−1. Explicit quantities for u are discretized using Adams-Bashforth, where uAB = un in the

first time step and uAB = 2un − un−1 afterwards. As before, we use ∆t = α∆̂t to simplify the equations.
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In addition to these terms, uv is an intermediate estimate of un+1 using an approximation for pressure, which is

computed in an intermediate implicit solve, and m is the total density flux detailed in Section 3.2.2. With these, (9) is

discretized as

ρn+1un+1 − (ρu)BD

∆̂t
+ ∇ ·

(
m ⊗ uAB

)
= −∇pn+1 + ρn+1g + σκ∇

(
g
(
γn+1

))
+ ∇ ·

(
µn+1

(
∇uv +

(
∇uAB

)T
))
+ S n+1

u . (30)

The intermediate u∗ is introduced to represent the result of the momentum advection and also the evolution of density

through the Cahn-Hilliard equation. When the Cahn-Hilliard equation causes mass to move around, the momentum

carried by that mass must move with it. Otherwise mass and momentum may become inconsistent. Following [31]

this is accomplished through the mass flux term m, which we derive in Section 3.2.2.

ρn+1u∗ − (ρu)BD

∆̂t
+ ∇ ·

(
m ⊗ uAB

)
= 0 (31)

ρn+1un+1 − ρn+1u∗

∆̂t
= −∇pn+1 + ρn+1g + σκ∇

(
g
(
γn+1

))
+ ∇ ·

(
µn+1

(
∇uv +

(
∇uAB

)T
))
+ S n+1

u . (32)

After updating momentum according to equation (31), we divide the result through by ρn+1 and formulate equa-

tion (32) as updates to velocity, beginning with explicit forces and pressure. We split pressure here into predicted and

correction parts as pn+1 = pn + p′.

u∗∗ − u∗

∆̂t
= − 1

ρn+1
∇pn + g +

1

ρn+1
σκ∇

(
g
(
γn+1

))
+

1

ρn+1
∇ ·

(
µn+1

(
∇uAB

)T
)
+

1

ρn+1
S n+1

u (33)

un+1 − u∗∗

∆̂t
= − 1

ρn+1
∇p′ +

1

ρn+1
∇ ·

(
µn+1∇uv

)
(34)

Finally, we compute the effects of viscosity implicitly and then project the velocity to be divergence free:

uv − u∗∗

∆̂t
=

1

ρn+1
∇ ·

(
µn+1∇uv

)
(35)

∇ ·
(

1

ρn+1
∇p′

)
=
∇ · uv

∆̂t
(36)

un+1 − uv

∆̂t
= − 1

ρn+1
∇p′. (37)

3.2.2. Momentum flux

Since we are solving the Cahn-Hilliard equation, we do not directly evolve density. Instead, γn → γn+1 is evolved

according to the Cahn-Hilliard equation, and then (5) is used to compute ρn+1. The discrete γ evolution in Section 3.1.1

implies a density evolution of the form

ρn+1 − ρBD

∆̂t
+ ∇ ·m = S n+1

m , (38)

where m includes advection and Cahn-Hilliard separation, and S m takes the effects of the forcing term S γ. Using (5),

we express m in terms of γ:

∇ ·m = −ρ
n+1 − ρBD

∆̂t
+ S n+1

m (39)

= − (ρ1 − ρ0)
γn+1 − γBD

∆̂t
+ S n+1

m (40)

= − (ρ1 − ρ0)

(
γn+1 − γ̂n+1

∆̂t
+
γ̂n+1 − γ′

∆̂t
+
γ′ − γ∗

∆̂t
+
γ∗ − γBD

∆̂t

)
+ S n+1

m . (41)
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Fig. 1: g(γ) vs γ for different values of a

Using the update rules (12), (19), (18), and (23), defining S n+1
m = (ρ1 − ρ0) S n+1

γ , and canceling terms, this becomes

∇ ·m = (ρ1 − ρ0)
(
∇ ·

(
uABγAB

)
− ∇ ·

(
s∇γ′ + s∇γ̂n+1 +Wb

(
γn+1

)
∇Q

))
(42)

Note that this definition of m is only well-defined up to a divergence-free shift. To determine what shift is

necessary, we consider the case of ρ0 = ρ1, in which case Cahn-Hilliard has no affect on the density evolution and the

mass flux is purely comprised of advection. This suggests the shift ∇ ·
(
ρ0uAB

)
so that

∇ ·m = ∇ ·
(
ρ0uAB

)
+ (ρ1 − ρ0)

(
∇ ·

(
uABγAB

)
− ∇ ·

(
s∇γ′ + s∇γ̂n+1 +Wb

(
γn+1

)
∇Q

))
, (43)

which is consistent with the shift in [31]. Observe that ρ0 is a constant and uAB is discretely divergence free, so adding

this term does not affect the value of ∇ ·m. This leads to a definition of

m = ρ0uAB + (ρ1 − ρ0)
(
uABγAB − s∇γ′ − s∇γ̂n+1 −Wb

(
γn+1

)
∇Q

)
. (44)

To ensure consistency with the discretization of the Cahn-Hilliard equation, uABγAB is replaced by the flux computed

by the WENO advection described in Section 3.3.

3.2.3. Surface tension discretization

For surface tension, we use a Continuum Surface Force [6, 18] formulation:

σκ∇(g(γ)), (45)

where κ is the estimated interface curvature:

κ = −∇ ·
(
∇γ
||∇γ||

)
. (46)

We formulate g(γ) to ensure that the surface tension force has finite support about the interface value γ = 0.5. In

particular, for some value a ∈ [0, 0.5], the surface tension force is exactly 0 for γ < [a, 1 − a]. We choose a piecewise

cubic approximation of a Heaviside function for g(γ) whose transition occurs between a and 1 − a. Since g (γ)

approximates a Heaviside function, ∇g (γ) approximates a delta function times the normal. This is similar to the

method used in [40], but it differs in that they use a level set function to track the interface rather than the phase-field

approach used here and in the choice of Heaviside approximation.

As depicted in Figure 1, we define g(γ) as

g(γ) =



1, if γ ≥ 1 − a

0, if γ < a
(−γ+a)2(2γ+4a−3)

(2a−1)3 , otherwise.

(47)
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In practice, we’ve found a = 0.2 works well, and at a = 0.5 we recover a sharp interface force, as used in [34].

We can see that this surface tension formulation is consistent with the standard one by considering a path that

crosses the band near the interface where the force is nonzero. Given any path C (see Figure 2), with discretization

i = 0, ...,N, that crosses the fluid interface, the total force per unit area is:

∫

C

σκ∇g (γ) · dl ≈ σ


N∑

i=1

κi (g (γi) − g (γi−1))

 . (48)

Assume that g (γN) = 1 and g (γ0) = 0, so that the curve crosses completely from one phase to the other. Let κI denote

the curvature at the interface. If we assume the path is localized and approximate the curvature as constant, so that

κi = κI , (48) reduces to:

σ


N∑

i=1

κi (g (γi) − g (γi−1))

 = σκI (g (γN) − g (γ0)) = σκI , (49)

which is the ideal pressure jump caused by surface tension. In reality, the curvature will not be constant, but when the

interface width is small and the curvature is sufficiently smooth, we can write κi = κI +O (∆x), so that the approximate

pressure jump is

σ


N∑

i=1

κi (g (γi) − g (γi−1))

 = σκI + O (∆x) . (50)

This suggests that smearing the pressure jump over a transition region using g (γ) can give a consistent discretization

of the surface tension force. We next show this explicitly for our discretization of the pressure Poisson equation (36).

For the pressure projection equation, we solve ∇· (β∇p′) = ∇·uv with β = ∆̂t
ρn+1 . The standard five-point discretiza-

tion of this equation in two dimensions is given by

βi+ 1
2
, j

(
p′

i+1, j
− p′

i, j

)
− βi− 1

2
, j

(
p′

i, j
− p′

i−1, j

)

∆x2
+
βi, j+ 1

2

(
p′

i, j+1
− p′

i, j

)
− βi, j− 1

2

(
p′

i, j
− p′

i, j−1

)

∆y2
= (∇ · uv)i, j . (51)

Following [34], an interface can be treated in a sharp manner by incorporating the pressure jump J across the interface

into the equation. Incorporating a jump term (which may be 0) across every difference in the stencil, the discretization

becomes

βi+ 1
2
, j

(
p′

i+1, j
−

(
p′

i, j
+ Ji+ 1

2
, j

))
− βi− 1

2
, j

(
p′

i, j
−

(
p′

i−1, j
+ Ji− 1

2
, j

))

∆x2

+
βi, j+ 1

2

(
p′

i, j+1
−

(
p′

i, j
+ Ji, j+ 1

2

))
− βi, j− 1

2

(
p′

i, j
−

(
p′

i, j−1
+ Ji, j− 1

2

))

∆y2
= (∇ · uv)i, j .

(52)

γ0

γN

Fig. 2: Example path γ0 → γN . The triangles represent the pressure jumps along this path.
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Moving all terms with jumps to the right hand side, we get

βi+ 1
2
, j

(
p′

i+1, j
− p′

i, j

)
− βi− 1

2
, j

(
p′

i, j
− p′

i−1, j

)

∆x2
+
βi, j+ 1

2

(
p′

i, j+1
− p′

i, j

)
− βi, j− 1

2

(
p′

i, j
− p′

i, j−1

)

∆y2

= (∇ · uv)i, j +
βi+ 1

2
, jJi+ 1

2
, j − βi− 1

2
, jJi− 1

2
, j

∆x2
+
βi, j+ 1

2
Ji, j+ 1

2
− βi, j− 1

2
Ji, j− 1

2

∆y2
.

(53)

With the central difference discretization of divergence

(∇ · uv)i, j =

uv

i+ 1
2
, j
− uv

i− 1
2
, j

∆x
+

vv

i, j+ 1
2

− vv

i, j− 1
2

∆y
, (54)

and with Ĵ =
(

Jx

∆x
,

Jy

∆y

)
, Equation (53) becomes

βi+ 1
2
, j

(
p′

i+1, j
− p′

i, j

)
− βi− 1

2
, j

(
p′

i, j
− p′

i−1, j

)

∆x2
+
βi, j+ 1

2

(
p′

i, j+1
− p′

i, j

)
− βi, j− 1

2

(
p′

i, j
− p′

i, j−1

)

∆y2
=

(
∇ ·

(
uv + βĴ

))
i, j
. (55)

We define the pressure jump at
(
i + 1

2
, j

)
to be

Ji+ 1
2
, j = σκi+ 1

2
, j

(
g
(
γi+1, j

)
− g

(
γi, j

))
. (56)

The discretization of the x component of the surface tension force (45) is then

σκi+ 1
2
, j

(
∂g

∂x
(γ)

)

i+ 1
2
, j

≈ σκi+ 1
2
, j

g
(
γi+1, j

)
− g

(
γi, j

)

∆x
=

1

∆x
Ji+ 1

2
, j, (57)

which is similar to [18]. Therefore

βĴ =
∆̂t

ρn+1
σκ∇g (γ) , (58)

which shows that solving the Poisson equation with the above defined pressure jumps is equivalent to applying surface

tension with other explicit forces:

∇ ·

∆̂t

ρn+1
∇p′

 = ∇ ·
uv +

∆̂t

ρn+1
σκ∇g (γ)

 . (59)

Therefore we apply surface tension as in (59), and we can recover the sharp formulation of [34] by choosing a = 0.5

in the definition of g (γ).

3.3. Spatial Discretization

We use a uniform MAC grid (Figure 3) with γ and pressure stored at cell centers. Velocities are split by compo-

nents and stored on cell faces. Unless otherwise specified, all divergences are central differences from faces to cells

and all gradients are central differences from cells to faces. All Poisson equations are discretized using the standard

five-point central difference stencil, with standard treatment of axis-aligned boundary conditions.

3.3.1. Advective flux for γ

When computing the divergence operator for γ advection in (12), we use a flux-based 5th order WENO advection

scheme [33] with local Lax-Friedrichs [56]. The WENO flux F W is stored for later use in the momentum flux m.
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Fig. 3: The MAC grid stores velocQities on faces (represented by triangles), and γ and pressure on cell centers (circles).

(a) Flux locations around u component. (b) u component interpolation for flux. (c) mx component interpolation for flux.

Fig. 4: The components of the momentum flux for updating the x component of momentum in 2D are shown in 4a. The momentum at the red

triangle will be updated with the fluxes at the surrounding blue and orange dots. The u and mx values at these dots are interpolated from neighboring

values as illustrated in 4b and 4c, respectively.

3.3.2. Divergence operator (momentum advection)

The divergence operator for momentum advection is discretized as a central difference from dual-cell faces to

MAC grid faces, as shown in Figure 4. The components of the divergence ∇ · (m ⊗ u) are needed at MAC faces to

update the components of our velocities. Correspondingly we discretize ∇ · (mxu) and ∇ · (myv) at MAC x-faces and

y-faces respectively. For example, mx is interpolated to faces of a uniform dual grid centered on the x-faces:

mx
i, j =

mi+1/2, j +mi−1/2, j

2
(60)

mx
i+1/2, j+1/2 =

mi+1, j+1/2 +mi, j+1/2

2
. (61)

We also interpolate u to the same dual grid faces

ui, j =
ui+1/2, j + ui−1/2, j

2
(62)

ui+1/2, j+1/2 =
ui+1/2, j+1 + ui+1/2, j

2
. (63)
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The final component divergence is discretized as

(∇ · (mxu))i+1/2, j =
mx

i+1, j
ui+1, j −mx

i, j
ui, j

∆x
+

mx
i+1/2, j+1/2

ui+1/2, j+1/2 −mx
i+1/2, j−1/2

ui+1/2, j−1/2

∆y
. (64)

The my term is discretized analogously.

3.3.3. Divergence gradient transpose

In (33), we discretize the ∇ ·
(
µ (∇u)T

)
term following [31], which we show here:

(
∇ ·

(
µ (∇u)T

))
i, j
=

1

∆x

(
µi+1/2, j

ui+1, j − ui, j

∆x
− µi−1/2, j

ui, j − ui−1, j

∆x

)

+
1

∆y

(
µi, j+1/2

vi+1/2, j+1/2 − vi−1/2, j+1/2

∆x
− µi, j−1/2

vi+1/2, j−1/2 − vi−1/2, j−1/2

∆x

)

+
1

∆y

(
µi, j+1/2

vi, j+1 − vi, j

∆y
− µi, j−1/2

vi, j − vi, j−1

∆y

)

+
1

∆x

(
µi+1/2, j

ui+1/2, j+1/2 − ui+1/2, j−1/2

∆y
− µi−1/2, j

ui−1/2, j+1/2 − ui−1/2, j−1/2

∆y

)
.

(65)

This discretization is used to ensure discrete consistency when µ is constant, such that

∇ ·
(
µ (∇u)T

)
= µ∇ (∇ · u) = 0 (66)

is satisfied and momentum is conserved [31].

3.3.4. Interface curvature

The Balanced-Force algorithm [18] requires that the surface tension force is discretized at the same spatial location

as the pressure gradient. When calculating the estimated interface curvature κ,

κ = −∇ ·
(
∇γ
||∇γ||

)
, (67)

we smooth the curvature estimate by computing the divergence on cells and interpolating to faces. We calculate ∇γ
as individual components ∇γx,∇γy on faces,

∇γx
i+1/2, j =

γi+1, j − γi, j

∆x
, (68)

which we interpolate to cell centers as vectors in order to normalize:

∇̃γi, j =


∇γx

i+1/2, j
+ ∇γx

i−1/2, j

2
,
∇γy

i, j+1/2
+ ∇γy

i, j−1/2

2

 . (69)

The normalized gradients are interpolated back to faces as full vectors:

∇̂γi+1/2, j =
1

2


∇̃γi+1, j

||∇̃γi+1, j||
+
∇̃γi, j

||∇̃γi, j||

 . (70)

From these gradient vectors on faces, we calculate the divergence at cell centers

∇ ·
(
∇̂γ

)
i, j
=

1

∆x

(
∇̂γ

x

i+1/2, j − ∇̂γ
x

i−1/2, j

)
+

1

∆y

(
∇̂γ

y

i, j+1/2 − ∇̂γ
y

i, j−1/2

)
, (71)

and interpolate to faces:

κi+1/2, j = −
∇ ·

(
∇̂γ

)
i+1, j
+ ∇ ·

(
∇̂γ

)
i, j

2
. (72)
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3.4. Discretization summary

We finish our treatment of discretization with a summary of the full algorithm. First, the Adams-Bashforth and

backwards-difference quantities γBD and γAB on cell centers and (ρu)BD and uAB on cell faces are computed from

the known initial quantities and previous time step quantities. The initial time step is computed with first order time

discretizations:

γBD = γn γAB = γn (ρu)BD = ρnun uAB = un ∆̂t = ∆t, (73)

and successive time steps with second order:

γBD =
4

3
γn − 1

3
γn−1 γAB = 2γn − γn−1 (ρu)BD =

4

3
ρnun − 1

3
ρn−1un−1 uAB = 2un − un−1 ∆̂t =

2

3
∆t. (74)

3.4.1. Cahn-Hilliard discretization

Unlike [31], we observed better results using a WENO advection scheme (Section 3.3.1) to compute γ∗ from γBD.

The flux F W from this operation is stored for later use in m. These terms are related by:

γ∗i, j = γ
BD
i, j − ∆̂t


F W

i+1/2, j
− F W

i−1/2, j

∆x
+
F W

i, j+1/2
− F W

i, j−1/2

∆y

 . (75)

Next we compute γ̂n+1 from γ∗ by solving two Helmholtz equations:

λ =
3

2
√

2
ση s =

√
Mλ

∆̂t
A =

Mλ

s
F′

(
γAB

)
− 2γAB (76)

γ′ − s∆̂t∇2γ′ = γ∗ + A + ∆̂tS n+1
γ (77)

γ̂n+1 − s∆̂t∇2γ̂n+1 = γ′ − A. (78)

We obtain the final γn+1 through the redistribution scheme described in Section 3.1.2. The flux corresponding to the

redistribution is found with a Poisson solve:

γb∗
i, j =



1, if γ̂n+1
i, j
≥ 1

0, if γ̂n+1
i, j
≤ 0

γ̂n+1
i, j
, otherwise.

(79)

Wb(γ) = 4γ − 4γ2 (80)

γn+1
i, j = γ

b∗
i, j +

Wb

(
γb∗

i, j

)

∑
r,s

Wb

(
γb∗

r,s

)
∑

r,s

(
γ̂n+1

r,s − γb∗
r,s

)
(81)

∆̂t∇ ·
(
Wb

(
γn+1

)
∇Q

)
= γn+1 − γ̂n+1. (82)

To avoid rows of all zeros in our Poisson matrix, we follow [30] in replacing Wb

(
γn+1

)
with max

(
Wb

(
γn+1

)
, 10−6

)
in

(82). Using the above, we can compute the discrete mass flux, which should satisfy (38) to round-off error:

m = ρ0uAB + (ρ1 − ρ0)
(
F W − s∇γ′ − s∇γ̂n+1 −Wb

(
γn+1

)
∇Q

)
. (83)

The density and viscosity are computed on faces using γn+1 that has been linearly interpolated to faces:

ρn+1 = ρ0 + (ρ1 − ρ0) γn+1 (84)

µn+1 = µ0 + (µ1 − µ0) γn+1. (85)
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3.4.2. Navier-Stokes discretization

We first update the momentum to be consistent with the movement of mass that occurred due to the Cahn-Hilliard

equation by:

ρn+1u∗ = (ρu)BD − ∆̂t∇ ·
(
m ⊗ uAB

)
, (86)

after which ρn+1 is divided off to obtain u∗. Next we apply explicit forces:

u∗∗ = u∗ + ∆̂tg +
∆̂t

ρn+1

(
σκ∇

(
g
(
γn+1

)))
+
∆̂t

ρn+1
∇ ·

(
µn+1

(
∇uAB

)T
)
− ∆̂t

ρn+1
∇pn + ∆̂tS n+1

u (87)

where

κ = −∇ ·
(
∇γ
||∇γ||

)
(88)

g(γ) =



1, if γ ≥ 1 − a

0, if γ < a
(−γ+a)2(2γ+4a−3)

(2a−1)3 , otherwise

(89)

We use a = 0.2 unless otherwise stated. We solve the viscosity equation for each component of uv by solving a

Helmholtz equation:

uv − ∆̂t

ρn+1
∇ ·

(
µn+1∇uv

)
= u∗∗. (90)

The pressure correction is obtained by solving the Poisson equation:

∇ ·

∆̂t

ρn+1
∇p′

 = ∇ · uv (91)

pn+1 = pn + p′, (92)

and the pressure correction is applied to obtain the final velocity:

un+1 = uv − ∆̂t

ρn+1
∇p′. (93)

4. Analysis

4.1. Von Neumann stability analysis

We can get a sense of the stability of the Cahn-Hilliard discretization by performing von Neumann analysis. To

do this, we must first identify nonlinearities. The first is advection, which uses conservative WENO and has a CFL

restriction; we must ensure |u|∆t ≤ ∆x, which we always obey. In the analysis that follows, we ignore advection

by assuming zero velocity and also ignore redistribution. The other nonlinearity we must address is the double-well

potential, which we replace by a single-well potential, so that F′(γ) = kγ, for k > 0.

With the nonlinearities eliminated, we may assume periodic boundary conditions and perform von Neumann

analysis. To do this, we assume a solution of the form γn
r,s = gneia∆xr+ib∆xs, where a and b are the wave numbers of the

solution and g is the (potentially complex-valued) growth factor. Note that gn is g to the n-th power. The scheme is
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stable if |g| < 1 and unstable if |g| > 1; the case |g| = 1 is more complex but not of importance here.

γn
r,s = gneia∆xr+ib∆xs (94)

γn−1
r,s = gn−1eia∆xr+ib∆xs (95)

γBD
r,s =

4

3
γn

r,s −
1

3
γn−1

r,s = c0gneia∆xr+ib∆xs c0 =
4

3
− 1

3g
(96)

γAB
r,s = 2γn

r,s − γn−1
r,s = c1gneia∆xr+ib∆xs c1 = 2 − 1

g
(97)

γ∗r,s = γ
BD
r,s = c0gneia∆xr+ib∆xs (98)

Ar,s =
Mλ

s
kγAB − 2γAB = c2gneia∆xr+ib∆xs c2 =

(
Mλ

s
k − 2

)
c1 (99)

Br,s = γ
∗
r,s + Ar,s = c3gneia∆xr+ib∆xs c3 = c0 + c2 (100)

γ′r,s = c4gneia∆xr+ib∆xs (101)

Br,s = γ
′
r,s − s∆̂t∇2γ′r,s (102)

Br,s = γ
′
r,s − s∆̂t

γ′
r+1,s
+ γ′

r−1,s
+ γ′

r,s+1
+ γ′

r,s−1
− 4γ′r,s

∆x2
c3 = c4

1 − s
∆̂t

∆x2

(
eia∆x + e−ia∆x + eib∆x + e−ib∆x − 4

)
(103)

Cr,s = γ
′
r,s − Ar,s = c5gneia∆xr+ib∆xs c5 = c4 − c2 (104)

γn+1
r,s = gn+1eia∆xr+ib∆xs (105)

Cr,s = γ̂
n+1
r,s − s∆̂t∇2γ̂n+1

r,s (106)

Cr,s = γ
n+1
r,s − s∆̂t

γn+1
r+1,s
+ γn+1

r−1,s
+ γn+1

r,s+1
+ γn+1

r,s−1
− 4γn+1

r,s

∆x2
c5 = g

1 − s
∆̂t

∆x2

(
eia∆x + e−ia∆x + eib∆x + e−ib∆x − 4

)
(107)

Combining the equations relating the constants c0, . . . , c5, we obtain an equation for g. To simplify the algebra, we let

q = 4 − eia∆x − e−ia∆x − eib∆x − e−ib∆x, so that 0 ≤ q ≤ 8. We eliminate M and λ using Mλ = s2∆̂t. Our equations then

become

c0 =
4

3
− 1

3g
c1 = 2 − 1

g
c2 =

(
s∆̂tk − 2

)
c1 c3 = c0 + c2 (108)

c3 = c4

1 + s
∆̂t

∆x2
q

 c5 = c4 − c2 c5 = g

1 + s
∆̂t

∆x2
q

 (109)

We can further simplify these with m = s ∆̂t
∆x2 q and p = s∆̂tk, where m ≥ 0 and p > 0. Combining these leads to the

quadratic equation

3g2(1 + m)2 + (6mp − 12m − 4)g − 3mp + 6m + 1 = 0. (110)

We must show that this equation never has a root with |g| > 1. At m = 0, we have 3g2−4g+1 = 0, which has solutions

g = 1, 1
3
. Solving (110) using the quadratic formula and taking a Taylor series in m we see that g = 1− 3

2
mp+O(m2),

so that if m is positive but sufficiently small, we have real g with 0 < g < 1. Next, we must show that if m continues

to increase, we continue to have |g| < 1. If we were to violate this as we increase m, then for some m we must have

(a) g = 1, (b) g = −1, or (c) g is a complex conjugate pair with |g| = 1. We consider each possibility in turn. For case

(a), we let g = 1 in (110), which yields 3m(m + p) = 0, which is impossible for m > 0 and p > 0.

For case (c), note that if g2 + rg + s = 0 has complex conjugate roots, then |g|2 = gg = s, so that

|g|2 = −3mp + 6m + 1

3(1 + m)2
≤ 6m + 1

3(1 + m)2
=

6m + 1

(6m + 1) + (2 + 3m2)
< 1. (111)
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Finally, we conclude that any instability (and thus time step restriction) must occur as a result of case (b). For case

(b), we plug g = −1 into (110), which yields

3m2 − 9mp + 24m + 8 = 0. (112)

Plugging in m and p, eliminating s (which depends on ∆̂t), and simplifying yields

3q(q − 3k∆x2)



√
∆̂tMλ

∆x2



2

+ 24q



√
∆̂tMλ

∆x2

 + 8 = 0, (113)

which is a quadratic polynomial in
√
∆̂t. If q − 3k∆x2 ≥ 0, all of the coefficients of the polynomial will be positive,

so that no positive roots can exist. Thus, we must have q − 3k∆x2 < 0. Let q = 3 f k∆x2, where 0 < f < 1. (Note that

the entire range of f might not be feasible, since it may violate q ≤ 8, but for ∆x sufficiently small this will not be the

case.) This leads to

27 f ( f − 1)

(
k

√
∆̂tMλ

)2

+ 72 f

(
k

√
∆̂tMλ

)
+ 8 = 0 (114)

If 0 < f < 1, this has one positive solution and one negative solution. The positive solution is

k

√
∆̂tMλ =

2(6 f +
√

30 f 2 + 6 f )

9 f (1 − f )
(115)

Since we want the wavenumber leading to the tightest time step restriction, we choose f to minimize the right, which

occurs at

f =

√
6 − 1

10
≈ 0.1449 (116)

k

√
∆̂tMλ =

24 + 4
√

6

9
≈ 3.755 (117)

This finally leads to the time step restriction

∆t ≤ 16(7 + 2
√

6)

9k2Mλ
≈ 21.15

k2Mλ
, (118)

where we have used ∆t = 3
2
∆̂t. We note that the time step restriction on ∆t is independent of ∆x. We numerically

evaluate the stability of the linearized stability analysis in Section 5.3.

4.2. Truncation error analysis

In this section, we compute the truncation error for the Cahn-Hilliard discretization. We omit advection from the

analysis, since WENO advection is difficult to analyze and is more accurate than the rest of the scheme. We also omit

spatial accuracy from the analysis, since all of the spatial stencils are second order accurate. Instead, we focus on the

temporal accuracy. We compute the truncation error by plugging the analytical solution γ(x, t) into the discretization.

Because of the Helmholtz solves, it is easiest to compute intermediates from the beginning and the end, measuring

the error where they meet. We perform our Taylor expansion about the time t = n + 1 and in 1D for simplicity.

γn+1 = γ (119)

γn = γ − ∆tγt +
1

2
∆t2γtt + O(∆t3) (120)

γn−1 = γ − 2∆tγt + 2∆t2γtt + O(∆t3) (121)

γ∗ = γBD =
4

3
γn − 1

3
γn−1 = γ − 2

3
∆tγt + O(∆t3) (122)

γAB = 2γn − γn−1 = γ − ∆t2γtt + O(∆t3) (123)
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Next, we note that ∆̂t = 2
3
∆t and s =

√
Mλ

∆̂t
=

√
3Mλ

2
∆t−1/2 = ŝ∆t−1/2, where we have introduced ŝ to simplify the

algebra.

A =
Mλ

s
F′

(
γAB

)
− 2γAB (124)

= ∆t1/2 Mλ

ŝ
F′(γ) − ∆t5/2 Mλ

ŝ
γttF

′′(γ) − 2γ + 2∆t2γtt + O(∆t3) (125)

= −2γ + ∆t1/2 Mλ

ŝ
F′(γ) + 2∆t2γtt − ∆t5/2 Mλ

ŝ
γttF

′′(γ) + O(∆t3) (126)

γ′ = γn+1 − s∆̂t∇2γn+1 + A (127)

= γ − 2

3
ŝ∆t1/2γxx + ∆t1/2 Mλ

ŝ
F′(γ) − ∆t5/2 Mλ

ŝ
γttF

′′(γ) − 2γ + 2∆t2γtt + O(∆t3) (128)

= −γ − 2

3
ŝ∆t1/2γxx + ∆t1/2 Mλ

ŝ
F′(γ) + 2∆t2γtt − ∆t5/2 Mλ

ŝ
γttF

′′(γ) + O(∆t3) (129)

γ′x = −γx −
2

3
ŝ∆t1/2γxxx + ∆t1/2 Mλ

ŝ
γxF′′(γ) + 2∆t2γttx + O(∆t5/2) (130)

γ′xx = −γxx −
2

3
ŝ∆t1/2γxxxx + ∆t1/2 Mλ

ŝ
γxxF′′(γ) + ∆t1/2 Mλ

ŝ
γxγxF′′′(γ) + 2∆t2γttxx + O(∆t5/2) (131)

Finally, we compute the truncation error as

δ = γ′ − s∆̂t∇2γ′ − γ∗ − A (132)

= γ − 2

3
ŝ∆t1/2γxx − s∆̂tγ′xx − γ∗ (133)

= −2

3
ŝ∆t1/2γxx −

2

3
ŝ∆t1/2γ′xx +

2

3
∆tγt + O(∆t3) (134)

=
4

9
ŝ2∆tγxxxx −

2

3
∆tMλγxxF′′(γ) − 2

3
∆tMλγxγxF′′′(γ) +

2

3
∆tγt −

4

3
ŝ∆t5/2γttxx + O(∆t3) (135)

=
2

3
∆t

(
γt − Mλ(F′(γ) − γxx)xx

) − 4

3
ŝ∆t5/2γttxx + O(∆t3) (136)

= −4

3
ŝ∆t5/2γttxx + O(∆t3) (137)

Thus we see an O(∆t5/2) local truncation error, which corresponds to a global truncation error of O(∆t3/2), so that the

discretization is formally order 1.5 accurate.

5. Numerical examples

All the units in the following tests are SI units.

5.1. Manufactured solution

In this test, we evaluate the accuracy of our discrete solvers using a manufactured solution for γ and u. We choose

the source terms to enforce the manufactured solution as

S γ =
∂γ

∂t
+ ∇ · (uγ) − ∇ · (M∇ξ) (138)

S u =
∂ρu

∂t
+ ∇ · (m ⊗ u) + ∇p − ρg − σκ∇(g (γ)) − ∇ ·

(
µ
(
∇u + (∇u)T

))
. (139)

We compute the error and its order at the end of the simulation to measure the accuracy of our method. We first assess

the accuracy of the Cahn-Hilliard solver alone. We then incorporate the Navier-Stokes solve and evaluate the accuracy

of the full method. Our parameters are chosen following [31]. In this section, we use a square domain [−π, π]2. We set

the density of the fluid phases to be ρ0 = 1 and ρ1 = 3, with viscosities µ0 = 0.01 and µ1 = 0.02. We use a time step

of ∆t = 0.08/N and cell size ∆x = 2π/N. We select the Cahn-Hilliard parameters M, σ, and η such that M = 0.001,

λ = 0.001, and η = 0.1.
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Table 1: Analysis of our Cahn-Hilliard solver at t = 1 demonstrates second order convergence.

γ

N L2 L∞
8 1.79e-05 2.96e-05

16 4.40e-06 2.03 7.73e-06 1.93

32 1.23e-06 1.84 2.04e-06 1.92

64 3.03e-07 2.02 5.32e-07 1.94

128 7.65e-08 1.99 1.39e-07 1.93

256 1.98e-08 1.95 3.71e-08 1.91

Table 2: Analysis of our Cahn-Hilliard-Navier-Stokes solver at t = 1 demonstrates second order convergence.

γ u v p

N L2 L∞ L2 L∞ L2 L∞ L2 L∞
8 1.86e-02 3.24e-02 6.88e-02 1.69e-01 1.40e-02 3.60e-02 1.60e-02 4.38e-02

16 3.33e-03 2.48 1.20e-02 1.44 1.42e-02 2.28 4.12e-02 2.04 3.17e-03 2.14 9.93e-03 1.86 3.45e-03 2.21 1.31e-02 1.74

32 5.74e-04 2.54 2.43e-03 2.30 3.40e-03 2.06 1.01e-02 2.04 7.43e-04 2.09 3.05e-03 1.70 7.92e-04 2.12 3.64e-03 1.85

64 1.10e-04 2.38 2.80e-04 3.12 8.53e-04 1.99 2.54e-03 1.98 1.83e-04 2.02 7.22e-04 2.08 1.89e-04 2.07 6.32e-04 2.52

128 2.75e-05 2.00 7.30e-05 1.94 2.16e-04 1.98 6.14e-04 2.05 4.60e-05 1.99 1.83e-04 1.98 4.85e-05 1.96 1.39e-04 2.19

256 6.85e-06 2.01 1.90e-05 1.94 5.62e-05 1.94 1.40e-04 2.13 1.25e-05 1.88 4.80e-05 1.93 1.35e-05 1.84 3.76e-05 1.89

5.1.1. Cahn-Hilliard solver

We assess the convergence of our Cahn-Hilliard discretization using the manufactured solution

γ(x, y, t) =
1

2
(cos(x) cos(y) + 1) sin(t). (140)

To focus solely on the accuracy of the Cahn-Hilliard discretization, we exclude the Navier-Stokes update and set

u = v = 0. We set the initial and boundary conditions using the manufactured solution. We measure the error in our

simulation at t = 1. We determine the L2 and L∞ convergence by refining N from 8 to 256 with a constant ∆t
∆x

. The

results are listed in Table 1 and show that our Cahn-Hilliard discretization is second order accurate.

5.1.2. Cahn-Hilliard-Navier-Stokes solver

We evaluate the convergence of our full method employing both the Cahn-Hilliard and Navier-Stokes solves.

For this purpose, we utilize the following manufactured solutions for γ, u, and p, which we have adapted from the

corresponding solution in [31]:

γ(x, y, t) =
1

2
(cos(x) cos(y) + 1) sin(t) (141)

u(x, y, t) = sin(x) cos(y) cos(t) (142)

v(x, y, t) = − cos(x) sin(y) cos(t) (143)

p(x, y, t) = cos(x) cos(y) sin(t) (144)

Note that these continuous solutions maintain a divergence-free velocity field, ∇ · u = 0. Additionally, gravity is

g = (1,−2). We set the initial and boundary conditions using the manufactured solution. We measure the error for γ,

u, and p at t = 1. We determine the L2 and L∞ convergence by refining N from 8 to 256 with a constant ∆t
∆x

. As shown

in Table 2, our method exhibits second-order accuracy in γ, u, and p.

5.2. Binary separation of phases

In this test, we demonstrate the evolution of the fluid phase separation over time with u = 0 and S γ = 0 using a

random initial distribution for γ. We use the same setup as in [28]. In the following tests, we use a square domain

[0, 2π]2 that is periodic in all directions. γ is randomly distributed uniformly in the range [0.475, 0.575]. We use

a time step of ∆t = 0.0001 and cell size ∆x = 1/512, and we run the test to t = 5. We select the Cahn-Hilliard

parameters M, σ, and η such that ML = η2, σ = 1, and η2 = 0.001.

Figure 5 shows the increasing phase separation from t = 0 to t = 5. Our results are qualitatively similar to the

results depicted in [28].
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(a) t = 0 (b) t = 0.1 (c) t = 1 (d) t = 5

Fig. 5: Binary fluid separation over time
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Fig. 6: Numerically determined stable time step size compared with the analytically predicted for (left) linearized problem and (right) the fully

nonlinear problem. The stable time step size does not depend significantly on resolution and is in close agreement with the analytical prediction.

5.3. Discretization stability

In this test, we numerically evaluate the stability of our Cahn-Hilliard discretization and verify the analytical

stability analysis we performed in Section 4.1. The first test we perform is to mimic the stability analysis setup, where

we run Cahn-Hilliard without advection (u = 0) using a linearized chemical potential derivative F′(γ) =
γ

η2 , which

mimics the scaling on the nonlinear potential. We use [0, 1]2 with periodic boundary conditions as our domain, and

we fix η = 0.01, M = 0.001, and λ = 0.001. We do not perform the postprocessing step to keep γ in bounds. γ is

initialized randomly between 0 and 1. If stable, this simulation will converge to a constant γ, whose value is equal to

the average of the original values, which will be close to 0.5. If unstable, the simulation diverges. For the purposes of

this test, we define a simulation to be unstable if during the first 104 time steps γ ≥ 2 is observed. For each ∆x = 1
N

with N = 8, 16, 24, . . . , 160 we numerically search for the maximum stable time step size ∆ts and minimum unstable

time step size ∆tu using binary search, stopping when ∆tu − ∆ts < 10−4. Noting that k = η−2 = 104, the predicted

stable time step size from (118) is approximately 0.2115 with no dependence on ∆x. Numerically we computed

∆ts ≈ 0.2116 and ∆tu ≈ 0.2117 at all resolutions N ≥ 24 and higher values for N = 8, 16. The results are shown in

Figure 6. The numerically evaluated stable time step size is expected to be slightly larger that the analytical one, since

there will be a range of time step sizes that are unstable but which take more than 104 time steps to diverge far enough

to reach γ = 2.

We repeat the test with the same parameters and setup but using the original nonlinear chemical potential so that

the system undergoes phase separation. We compute ∆ts and ∆tu as before. The results are shown in Figure 6. The

stable time step stabilizes at ∆ts ≈ 0.07−0.08 across resolutions, except for N = 8−40, where significantly larger time

step sizes are stable. For the stable equilibria at γ = 0 and γ = 1 we have k = F′′(γ) = 2η−2, which corresponds to a

stable time step size of 0.05288. We conclude from this that the linearized analysis provides a reasonable estimate of
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Table 3: Material settings for different cases of the stationary circle test.

Case ID ρ0 ρ1 µ0 µ1 σ

Case 1 1000 1000 0 0 1

Case 2 1000 1000 0.1 0.1 1

Case 3 1 1000 0.1 0.1 1

Case 4 1000 1000 0.0001 0.1 1

Case 5 1000 1000 0.1 0.1 10

the stability of the nonlinear Cahn-Hilliard discretization in the absence of advection. This is perhaps not surprising,

since γ ≈ 0 or γ ≈ 1 most of the time. In particular, the insensitivity of ∆ts to ∆x is also observed in the nonlinear

case.

5.4. Stationary circle

We simulate a stationary drop with zero initial velocity and pressure using the same parameters as [31]. In an ideal

system, the pressure and surface tension forces balance, and therefore the drop should maintain its shape and remain

stationary. Discretely solving the system introduces spurious currents, leading to deformation. This test quantifies

these currents and observes the impact of altering the resolution, density ratio, viscosity, and surface tension. The test

is carried out in a [0, 1]2 domain and time step of ∆t = 0.064/N and cell size ∆x = 1/N. All walls are modeled with

free-slip boundary conditions. The simulation runs until t = 10.

The initial configuration features a drop with initial radius of r = 0.2, centered at (0.5, 0.5). The drop, designated

as fluid 1, has a density of ρ1 = 1000 and a viscosity that varies according to test case. The density and viscosity of

the fluid surrounding the drop vary in each case. The specific values are detailed in Table 3 for density, viscosity and

surface tension. Cases 2 and 4 investigate the effect of viscosity, while case 3 examines the impact of viscosity with a

larger density ratio. Lastly, case 5 investigates the effects of surface tension.

We set η = η0(∆x/h0)Xη

= η0(Nh0)−Xη

and M = M0(η/η0)XM

=
M0

Nh0
where η0 = h0 = 1/32, M0 = 10−5, Xη = 2/3

and XM = 3/2. Note that we choose a larger value for M than what was used in [31] since we observed their M to be

insufficient to maintain a steady interface using our method. We refine N from 16 to 256 and compute the L2 and L∞
errors by comparing the magnitude of velocity ||u||2 averaged to each cell center with zero. The effect of refinement

in each case is illustrated in Figure 7. We observe that refinement shows a decrease in the L2 and L∞ errors for most

cases of slightly better than first order. However, in the case without viscosity, we note that the L∞ error does not

show much decrease with refinement.

The above test couples the parameters η and M to the refinement parameter N to test convergence to the sharp

interface solution. This means that the coefficients of the PDE are changing under refinement, and therefore the test is

not a proper convergence test. As further examination of the convergence properties of the proposed method on this

test, we repeat the test with the PDE fixed for a proper refinement study. The results with fixed parameters η = 0.02

and M = 10−6 are shown in Figure 8. We observe convergence closer to second order in both L2 and L∞ in this revised

test and can conclude that while the method is somewhat sensitive to the sharpness of the interface, it does converge

under refinement.

5.5. Horizontal shear

The purpose of this test is to assess the conservation of mass, momentum, and kinetic energy within our method.

We evaluate several scenarios with different densities and viscosities in the absence of external forces. We replicate

the test outlined in [31]. The domain is [0, 1]2, with periodic boundary conditions on all sides. The cell size is

∆x = 1/128. The initial velocity and γ are given by

u(x, y, 0) =


tanh

(
y−y1

δ1

)
, if y ≤ y0

tanh
(

y2−y

δ1

)
, if y > y0

(145)

v(x, y, 0) = δ2 sin(kx) (146)

γ(x, y, 0) =


1
2

(
1 + tanh

(
y−y1

δ1

))
, if y ≤ y0

1
2

(
1 + tanh

(
y2−y

δ1

))
, if y > y0

(147)
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Fig. 7: L2 and L∞ errors of velocity in the stationary circle test.
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Fig. 8: L2 and L∞ errors of velocity in the stationary circle test with fixed interface width.

with y0 = 0.5, y1 = 0.25, y2 = 0.75, δ1 = 1/30, δ2 = 0.5 and k = 2π. As shown in Figure 9, fluid 1 is initialized in a

band at the center of the domain with a velocity with positive x component, and fluid 0 is initialized elsewhere with a

velocity with negative x component, leading to a strong velocity gradient at the interface. We test four different cases,

as described in Table 4. In all cases, the surface tension is set to σ = 10−12. We vary density and viscosity across the

four cases. The time step is ∆t = 0.0005 and the simulation ends at t = 1. We set η = δ1/
√

2 and M = 10−7.

Mass and momentum should be conserved in all four cases investigated. Since surface tension is negligible,

kinetic energy should be conserved in inviscid cases and gradually decline in viscous cases. We calculate the total

mass, momentum and kinetic energy as

mtotal =
∑

i, j

(
ρ0 + (ρ1 − ρ0) γi, j

)
∆Ω (148)

(mu)x
total =

∑

i, j

(
ρi−1/2, j

) (
ui−1/2, j

)
∆Ω (149)

Ek =
1

2

∑

i, j

((
ρi−1/2, j

) (
ui−1/2, j

)2
+

(
ρi, j−1/2

) (
vi, j−1/2

)2
)
∆Ω, (150)
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(a) t = 0 (b) t = 0.5 (c) t = 1

Fig. 9: Horizontal Shear (Case 3).

where ∆Ω = ∆x∆y is the cell volume, and (mu)
y

total
is computed analogously.

The results of the tests are presented in Figure 10. Cases 1 and 3 exhibits zero mass change, while cases 2 and

4 have small decline with a magnitude of 10−12. As expected, the inviscid cases maintain constant kinetic energy,

while cases 3 and 4, with viscosity, show a gradual decline. Because our velocities are stored on faces instead of cell

centers, we compute our kinetic energy differently from [31], but we observe similar results. We observe almost no

change in momentum for cases without viscosity, and we see a minor change in viscous cases.

5.5.1. Shearing artifacts with large gradients

We observe some artifacts at the interface at the tested resolutions for inviscid cases 1 and 2, as illustrated in

Figure 11. Increasing the resolution from 128 to 512 demonstrates that the artifacts go away under refinement. The

artifact is caused by consistent advection in the presence of sharp γ gradients and shearing flow. The artifact is not

present if WENO advection is used for momentum advection, however that scheme fails to preserve numerical con-

sistency of mass and momentum. Strengthening the effects of Cahn-Hilliard also eliminates the artifact. It is unknown

if these artifacts were also present in [31], as they only give bulk averaged measurements (which are consistent with

ours), which do not reveal the artifacts we observed.

5.6. Translating circle

This test examines the accuracy of advection in our method at different density ratios, based on the method used

in [31]. We use a [0, 1]2 domain, with a cell size of ∆x = 1/128 and the time step of ∆t = ∆x/10, with periodic

boundary conditions in all axes. The initial configuration of the test comprises a circular drop of fluid 1 with a radius

of r = 0.1 centered at (0.5, 0.5). The initial velocity is 〈1, 1〉 everywhere. The simulation ends at t = 1, when the

drop is expected to return to the initial position. Fluid 1 is tested with varying densities of ρ1 = 1, 103, 106, 109. The

surrounding fluid 0 has density ρ0 = 1. The viscosity of both fluids is zero. All density ratios are tested with surface

tension values set to σ = 1 and σ = 10−12. The test is carried out in the absence of external forces. We set η = 3∆x

and M = 10−7 . The material settings are summarized in Table 5.

In the ideal solution of the test, the drop returns to its initial location, preserving its original circular shape. The

velocity remains constant throughout the simulation for all cases. Pressure maintains its initial value of zero in the

absence of surface tension. However, in the presence of surface tension, a pressure jump should be observed around

Table 4: Material settings for different cases of the horizontal shear.

Case ID ρ0 ρ1 µ0 µ1

Case 1 1 1 0 0

Case 2 1 10 0 0

Case 3 1 1 0.001 0.01

Case 4 1 10 0.001 0.01
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Fig. 10: Results of the horizontal shear test for Cases 1-4.

the surface of the bubble. A snapshot of velocity streamlines at the conclusion of the simulation is depicted for cases

without surface tension in Figure 12, and with surface tension in Figure 13 . The drop consistently preserves its shape

until the end of the simulation, and velocities remain almost constant, aligning with their initial streamlines in both

cases.

The L2 and L∞ errors for velocities are detailed in Tables 6 and 7 for cases without and with surface tension,

respectively. The error is computed by comparing the final velocities with the initial value. We observe that our error

is inversely correlated with the density ratio in cases without surface tension and they are consistent with the findings

reported by Huang et al. [31], and the errors in the cases with surface tension are somewhat better.

5.7. Rising air bubble

The primary objective of this experiment is to assess the convergence of our method toward the sharp interface

solution within a real-world scenario characterized by a substantial difference in density and viscosity. This evaluation

holds particular significance because it examines the convergence toward the sharp interface solution by adjusting the

parameter η while simultaneously modifying the resolution N. As suggested by the findings of Huang et al. [31],

increasing the resolution while keeping η constant leads to the experiment’s results converging toward a solution with

a transitional region of length O(η). However, by decreasing η while simultaneously augmenting the resolution, we

ensure the convergence toward the desired sharp interface solution.
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(a) One of the regions where artifacts can be seen in Case 1. (b) A closer look at that region (a).

(c) The same region (a) if Case 1 is repeated with Cahn-Hilliard parameters M =

10−5 and σ = 1 (no surface tension forces are applied in this example).

(d) The same region (a) if Case 1 is repeated using WENO advection for momen-

tum advection.

(e) The same region (a) if Case 1 is repeated with N = 256. (f) The same region (a) if Case 1 is repeated with N = 512.

Fig. 11: Artifacts in horizontal shear Case 1, and the effects of different parameters and methods on those artifacts.

We examine a [0, 1]× [0, 2] domain with cell size ∆x = 1/N. The top and bottom walls exhibit a no-slip boundary

condition, while the left and right walls follow a slip boundary condition. The initial setup involves a bubble with an

initial diameter of 0.5 positioned at the center (0.5, 0.5) and assigned a zero initial velocity. Fluid 0 within the bubble

has properties ρ0 = 1 and µ0 = 0.1, whereas the surrounding fluid 1 has ρ1 = 1000 and µ1 = 10. This results in

a density ratio of 1000 and a viscosity ratio of 100. Surface tension σ is 1.96, and gravity is (0,−0.98). The time

step size is ∆t = 0.128/N and the simulation stops at t = 1. We reduce the length of the transition region by setting

η = η0(Nh0)−Xη where η0 = h0 = 1/32. Xη ≤ 1 so that we have the same number of cells in the transition region (or

more) as we refine [31]. We set the mobility variable M = M0(η/η0)XM where M0 = 10−7. Based on [32], XM must be

1 ≤ XM < 2.

We conduct six sets of tests and run each set with N = 16, 32, 64, 128, 256. In the first 5 sets of tests, we set

XM = 1 and Xη = 0, 1
3
, 1

2
, 2

3
, 1 to test the effects of Xη. In the last test, we set XM =

3
2
, Xη =

2
3

which makes M ∼ ∆x.
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Table 5: Material settings for different cases of the translating circle test (surface tension, density).

Case ID ρ0 ρ1 σ

Case 1 1 1 10−12

Case 2 1 103 10−12

Case 3 1 106 10−12

Case 4 1 109 10−12

Case 5 1 1 1

Case 6 1 103 1

Case 7 1 106 1

Case 8 1 109 1

Table 6: Error results for the advection test without surface tension.

Variable Norm ρ1/ρ0 = 1 ρ1/ρ0 = 103 ρ1/ρ0 = 106 ρ1/ρ0 = 109

u
L2 8.81e-13 2.60e-13 3.49e-11 6.07e-08

L∞ 7.36e-12 1.87e-12 2.55e-10 1.69e-06

v
L2 8.81e-13 2.60e-13 3.49e-11 6.06e-08

L∞ 7.36e-12 1.88e-12 2.55e-10 1.57e-06

Table 7: Error results for the advection test with surface tension.

Variable Norm ρ1/ρ0 = 1 ρ1/ρ0 = 103 ρ1/ρ0 = 106 ρ1/ρ0 = 109

u
L2 7.93e-04 2.25e-05 7.44e-07 8.47e-08

L∞ 6.42e-03 1.50e-04 5.40e-06 1.16e-06

v
L2 7.93e-04 2.25e-05 7.44e-07 8.47e-08

L∞ 6.42e-03 1.50e-04 5.40e-06 1.27e-06

To test the convergence of all test cases we compute the following three parameters:

ψc =
Pa

Pb

=

2
√∫

γ< 1
2

πdΩ

Pb

(151)

yc =

∫
Ω

y(1 − γ)dΩ
∫
Ω

(1 − γ)dΩ
(152)

vc =

∫
Ω

v(1 − γ)dΩ
∫
Ω

(1 − γ)dΩ
. (153)

In (151), Pa is the perimeter of the circle with the same area as the bubble, Pb is the perimeter of the bubble and ψc is

the circularity of the bubble. Pb is computed by discretizing the interface surface using a marching squares algorithm

and computing the total length between successive nodes. ψc = 1 when the shape of the bubble is a circle and ψc < 1

when the bubble deforms [31]. yc is center of mass and vc is the velocity of center mass in the y direction (rising

velocity).

In the case where XM = 1, Xη = 0, we expect the simulation to converge to the exact solution of the phase-field

model where η = η0 since setting Xη = 0 results in using the same value for η in all of the simulations [31]. We show

our results for this particular case in Figure 14. We observe that our results match the results shown in [31]. In the

case where Xη , 0 we expect the simulation to converge to a sharp interface solution. We compare our results for

each case where N = 256 in Figure 15. The error and convergence order of each case can be found in Table 8 where

we compare all cases with N = 16 to N = 128 to the results from the simulation where N = 256. We observe second

order convergence where Xη = 0 and maintain an order of about 1.5-2.0 on all other cases.
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Fig. 12: Initial and final (t = 1) state of the drop with σ = 10−12. The solid black line is the initial state and the dotted red line is the final state.

5.8. Comparisons of surface tension

The aim of this test is to compare different surface tension methods to determine how well they show expected

properties. We measure the direction and location of surface tension in Section 5.8.1 and its effects on pressure in

Section 5.8.2. We explore the impact of introducing g(γ) as detailed in Section 3.2.3 and varying the parameter a

in (47). The specific functions utilized in our comparative tests are outlined in Table 9. In cases 1 and 2 we use the

surface tension used by Shen and Yang [51] and Huang et al. [31] respectively. Cases 3 to 7 we apply the function

introduced in (47), varying the values of a as a = 0, 0.1, 0.2, 0.3, 0.5. In cases 8 and 9 we use the same scheme as

cases 3 to 7 using a different functions as g(γ). In all the tests described we set σ = 1.

We conduct the test in a [0, 1]2 domain with a cell size of ∆x = 1/256, where all the walls feature slip boundary

conditions. We use ∆t = 0.00025 and run the simulation until t = 10. The initial configuration features a bubble

with an initial radius of r = 0.2, centered at (0.5, 0.5), with zero initial velocity. The fluid inside the bubble and the
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Fig. 13: Initial and final (t = 1) state of the drop with σ = 1. The solid black line is the initial state and the dotted red line is the final state.

surrounding fluid both have a density of ρ0 = ρ1 = 1000 and viscosity of µ0 = µ1 = 0.

We define η and M similar to Section 5.7, with M0 = 10−5, η0 = h0 = 1/8, Xη = 2/3 and XM = 3/2. This gives

η = 0.03125 and M = 1.25 × 10−6, which we use for all cases.

5.8.1. Magnitude and angle

Visual representations of the test results are shown in Figures 16 and 17. The angle between the surface normal

and the surface tension force is measured in radians. The contour γ = 0.5 representing the center of the interface is

displayed as a dashed circle.

Notably, cases 1 and 2 show strong disagreement between the surface tension direction and normal just beyond

the interface center, and case 1 shows negligible magnitude at the interface center. Cases 2, 3, 8, and 9 all show strong

disagreement in the angle far from the interface, but the magnitude of the surface tension in those areas is negligible
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(d) Surface of the bubble at t = 1.

Fig. 14: Rising bubble test results with Xη = 0, XM = 1.

as expected.

Cases 3 through 7 show the effects of the a parameter in our surface tension method. We observe that, as expected,

the areas where the surface tension magnitude is nonzero begins to closely fit the interface center contour as a ap-

proaches 0.5. In the case where a = 0.5, the surface tension force closely matches the interface contour, as we would

expect from a sharp interface solution. These cases also show the advantage of a finite support around the interface (in

cases 4-7), which gives a surface tension force vector 0 away from the interface. In cases 3 (where a = 0), 8, and 9,

we see that the surface tension is still being calculated away from the interface. While the magnitudes are negligible

in these areas, they are not 0.

5.8.2. Effects on pressure

Ideally, we anticipate the pressure to be a constant value inside and outside of the bubble with a pressure jump on

the surface. We compare our results to the ideal physical pressure along the x-axis at y = 0.5 in Figure 18.

We show in Figure 18a that as a goes from 0 to 0.5, the results move towards the ideal pressure jump caused by

a sharp interface. All parameters of a produce acceptable results for pressure, which makes σκ∇g (γ) the best of the

methods by this criteria. Figure 18b shows that cases 8 and 9, which are similar to our preferred method, are also

reasonably close to the ideal pressure. Note that in Case 1, the formulation of the surface force introduces a gradient

term which will be compensated for in the pressure correction; the plot for Case 1 shows the pseudo-pressure which

includes the compensating term [53]. Case 2 deviates significantly (about 15%) from the ideal in our tests; this is
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Fig. 15: Rising bubble test results of test described in table 8 with N = 256.

consistent with Huang et al. [31], which reported errors of about 9% on a similar test at lower resolution.

5.9. Rayleigh-Taylor instability

We simulate the classic Rayleigh-Taylor instability, where a denser fluid is initially positioned above a lighter

one in the presence of gravitational force. This instability test serves as a benchmark for evaluating the behavior of

two-phase flows. The tests was first investigated by Rayleigh [49] and is normally characterized by “Atwood ratio”

At = (ρ1−ρ0)/(ρ1+ρ0), a measure of the density difference between the two phases. Daly [11] conducted a numerical

analysis of the test. Long-time instability analysis of the test for inviscid incompressible fluids without surface tension

with At = 0.5 is done by Tryggvason [55]. We examine a [0, 1] × [0, 4] domain with cell sizes ∆x = 1/128. Free-slip

boundary conditions are enforced at the top and bottom walls, while the left and right walls are subject to periodic

boundary conditions. The initial setup involves a heavier fluid with density ρ1 = 3, 30, 1000, 3000 and viscosity

µ1 = 0.001 positioned on top of a lighter fluid with density ρ0 = 1 and viscosity µ0 = 0.001. The velocity is initialized

to zero, and the initial interface between the two fluids is situated at y = 2 + 0.1 cos(2πx). The specified parameters

for the simulation include a surface tension σ = 10−12, gravitational force vector 〈0,−1〉, and a time step size of

∆t = 5 × 10−4/
√

At. The simulation concludes at t
√

At = 8. We set M so that λM = 10−15 and η = 0.01.

Snapshots of the test with ρ1 = 3 are presented in Figure 19, offering a comparative analysis with the outcomes

from our implementation of Huang et al. [31]’s method. Notably, our simulation closely aligns with the results

obtained by Huang et al. [31]. Figure 20 provides a visual depiction of the Rayleigh-Taylor test’s progression at
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ψc

Grid
Xη = 0, XM = 1 Xη =

1
3
, XM = 1 Xη =

1
2
, XM = 1 Xη =

2
3
, XM = 1 Xη =

2
3
, XM =

3
2

Xη = 1, XM = 1

L2 L2 L2 L2 L2 L2

16 3.54e-03 7.60e-03 9.70e-03 1.22e-02 1.21e-02 1.88e-02

32 2.50e-03 0.51 1.85e-03 2.04 2.26e-03 2.10 2.46e-03 2.30 2.45e-03 2.31 2.61e-03 2.85

64 1.06e-03 1.24 8.01e-04 1.21 8.01e-04 2.10 9.07e-04 1.44 9.36e-04 1.39 1.20e-03 1.12

128 3.92e-04 1.44 3.00e-04 1.42 2.58e-04 1.63 4.47e-04 1.02 4.86e-04 0.95 6.94e-04 0.80

yc

L2 L2 L2 L2 L2 L2

16 9.24e-03 1.50e-02 1.69e-02 1.88e-02 1.87e-02 2.36e-02

32 2.27e-03 2.03 6.23e-03 1.27 6.86e-03 1.30 7.12e-03 1.40 7.10e-03 1.40 7.17e-03 1.72

64 4.61e-04 2.30 2.65e-03 1.23 2.68e-03 1.30 2.47e-03 1.53 2.45e-03 1.53 1.92e-03 1.90

128 6.49e-05 2.83 9.49e-04 1.48 8.64e-04 1.63 7.05e-04 1.81 6.96e-04 1.82 4.26e-04 2.17

vc

L2 L2 L2 L2 L2 L2

16 1.75e-02 2.42e-02 2.65e-02 2.89e-02 2.89e-02 3.53e-02

32 5.71e-03 1.62 1.00e-02 1.27 1.07e-02 1.31 1.10e-02 1.40 1.10e-02 1.40 1.10e-02 1.68

64 1.68e-03 1.76 4.06e-03 1.30 4.05e-03 1.31 3.75e-03 1.55 3.76e-03 1.55 2.99e-03 1.88

128 3.00e-04 2.49 1.36e-03 1.58 1.25e-03 1.70 1.06e-03 1.82 1.07e-03 1.81 6.83e-04 2.13

Table 8: L2 error and order compared to N = 256 on all the cases for rising air bubble test.

Table 9: Material settings for different cases for the surface tension and pressure comparison test.

Case ID Surface Tension a

Case 1 λ∇ · (∇γ ⊗ ∇γ)

Case 2 4ξ∇γ
Case 3 σκ∇(g(γ)) 0

Case 4 σκ∇(g(γ)) 0.1

Case 5 σκ∇(g(γ)) 0.2

Case 6 σκ∇(g(γ)) 0.3

Case 7 σκ∇(g(γ)) 0.5

Case 8 σκ∇
(

1
2

(1 + tanh(4γ − 2))
)

Case 9 σκ∇γ

a density ratio of 3, while Figure 21 showcases the evolution of simulations across various density ratios. In both

Figure 20 and Figure 21, the simulations maintain symmetry throughout, even as the interface develops intricate

shapes in later stages. As the density ratio increases, the simulation exhibits accelerated movement and a simpler

evolution. Due to the minor impact of viscosity in these simulations, a stable state is not reached before the simulations

conclude at t
√

At = 8.

In Figure 22 we plot a quantitative measurement of the test by measuring the highest and lowest point of the

interface between the two fluids with density ratio of 3 from t = 0 to t = 2.5. Our results are comparable to the

results reported by Huang et al. [31], [12] and Guermond and Quartapelle [20] which use similar values for density

and viscosity.

5.10. Dam break

The dam break test is employed to assess the method’s performance in scenarios characterized by high density

ratios. In this test, we simulate the classic test as in Martin and Moyce [46] where a specific volume of water is

confined within a rectangular box of dimensions [a × a], enclosed by walls on both the left and right sides. In the

initial frame, the right wall of the box containing the water, is removed, leading to the observation of the gravitational

evolution of water movement within a larger [0, 4a] × [0, 2a] domain. We examine this domain with cell sizes ∆x =

a/64 where a = 0.05715. The all the walls are subject to a no-slip boundary condition. The initial setup involves a

heavier fluid (water) with density ρ0 = 998.207 and viscosity µ0 = 1.002 × 10−3 confined in a [a × a] box surrounded

by a lighter fluid (air) with density ρ1 = 1.204 and viscosity µ1 = 1.78 × 10−5 with initial velocity of zero. The

specified parameters for the simulation include a surface tension σ = 7.28× 10−2, gravitational force vector 〈0,−9.8〉,
and a time step size of ∆t = 7.1437 × 10−5. The simulation concludes at t = 10. We set M so that λM = 10−7 and

η = 0.01a.
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Fig. 16: Comparisons of the angle between surface tension force and surface normal (radians) for different surface tension formulations.

As previously noted, the simulation begins with zero velocity, and at time t = 0, removing the box containing the

denser fluid instigates fluid motion due to gravity. As the simulation progresses, the denser fluid reaches the right wall

of the domain, where it is pushed to rise along the wall before crashing back down. The simulation attains a stable

condition by the conclusion of the simulation. Visual snapshots of distinct stages within the simulation are shown in

Figures 24 and 25. We non-dimensionalize t by dividing it by
√

a
|gy | so that T = t/

√
a
|gy | . We do the same for length as

well by diving it by a. We measure our results quantitatively by computing the front of the interface and the highest

point of the interface from T = 0 to T = 2.5 in Figure 23. Our results are comparable to those reported by Huang

et al. [31] and Martin and Moyce [46].
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Fig. 17: Comparisons of the magnitude of surface tension force for different surface tension formulations.

5.11. Equilibrium Drop

We demonstrate the effects of setting boundary conditions for γ̂n+1 based on alternate contact angles. We adapt

the Neumann boundary condition given in [31] as

n · ∇γ̂n+1 =
σ

2λ
cos(θ)

(
π

2
cos

(
πγAB − π

2

))
,

which allows for the choice of arbitrary interface-boundary contact angles. We follow the case setup used in [13, 31],

where a drop of fluid with r = 1 is placed centered at the origin in a [−3, 3] × [0, 2] domain with cell size ∆x = 1/64.

No-slip boundary conditions are enforced at the top and bottom boundaries, and the left and right boundaries are

periodic. The fluids have matched density ρ0 = ρ1 = 1 and viscosity µ0 = µ1 = 1, with surface tension σ = 100

and interface width η = 0.02. To match the non-dimensionalized Peclet number defined in [13], we set mobility

M = 1.885 × 10−7. No gravity is used in this example. We run the simulation with time step size ∆t = 5 × 10−5 and

end at time t = 1.
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Fig. 18: Change in pressure in the x axis at y = 0.5 of Section 5.8.
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(a) Rayleigh-Taylor test results using Huang et al. [31]’s method.
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(b) Rayleigh-Taylor test results using our method.

Fig. 19: Rayleigh-Taylor test at times t = 0, 1, 1.25, 1.5, 1.75, 2, 2.25, 2.5 and density ratio of 3.

The initial placement of the drop gives an interface contact angle θ = 90◦. By varying the angle set in the bottom

boundary condition n · ∇γ̂n+1, we can cause a mismatch between the drop placement and the boundary condition

contact angle. This mismatch will cause the drop to change shape as the phase-field evolves so that the interface
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Fig. 20: Rayleigh-Taylor test results with ρ0 = 3, from t = 2.25 to t = 8 in 0.25 increments.

contact angle will match the boundary condition. In Figure 26 we demonstrate the enforcement of boundary contact

angles on the bottom boundary with θ = 90◦, 45◦, 135◦, 60◦, 120◦. Visually, our results are comparable to those

presented in [31].

6. Conclusion

In this paper we constructed a novel, simple, and highly stable discretization of the Cahn-Hilliard equation. We

coupled this to the Navier-Stokes equations to simulate phase separation in a two-phase fluid flow in two dimensions.

We demonstrate that the resulting scheme is second order accurate in γ and velocity and compare it with published

results on a number of tests. The scheme is mass-momentum consistent and works with large density ratios.
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(a) ρ1 = 30
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(b) ρ1 = 1000
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(c) ρ1 = 3000

Fig. 21: Rayleigh-Taylor simulation with density ratio of 30, 1000 and 3000 at times t = 0, 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75.

We also replace existing discretizations of the surface tension force on phase-field variables with one that has finite

support around the transition region. The model has a parameter that allows it to transition from a smoothed continuum

surface force to a fully sharp interface formulation, in which case the surface tension applied is equivalent to a sharp

interface treatment using jump conditions. We compared our formulation of surface tension against other surface

treatments used for the Cahn-Hilliard Navier-Stokes equations and found that our treatment compares favorably.

We have also noticed some limitations in the proposed scheme. As noted in Section 5.5, shearing flows with sharp

γ transitions can lead to artifacts, though these are observed to diminish with refinement. The consistent advection
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Fig. 22: Location of the maximum and minimum x of the interface in the Rayleigh-Taylor test with density ratio of 3.
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Fig. 23: Fluid height and front over time in the dam break test.

used for the momentum equations are generally observed to be less numerically robust than a more classical WENO-

based advection scheme. We have also observed that the evolution of γ can produce values outside the range [0, 1],

which can lead to negative densities if the density ratio is large. We correct this using the gamma redistribution scheme

from [30], though we note that this redistribution is effectively global and thus less than ideal. In our implementation,

it also comes at the cost of an additional Poisson solve; a more physically plausible solution to this problem is

desirable.
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