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Abstract— Safety is a critical property for control sys-
tems in medicine, transportation, manufacturing, and other
applications, and can be defined as ensuring positive in-
variance of a predefined safe set. This paper investigates
the problems of verifying positive invariance of a semi-
algebraic set as well as synthesizing sets that can be made
positive invariant through Control Barrier Function (CBF)-
based control. The key to our approach consists of map-
ping conditions for positive invariance to sum-of-squares
constraints via the Positivstellensatz from real algebraic
geometry. Based on these conditions, we propose a frame-
work for verifying safety of CBF-based control including
single CBFs, high-order CBFs, multi-CBFs, and systems
with trigonometric dynamics and actuation constraints. In
the area of synthesis, we propose algorithms for construct-
ing CBFs, namely, an alternating-descent approach and a
local CBF approach. We evaluate our approach through
case studies on quadrotor UAV and power converter test
systems.

Index Terms— Safety, sum-of-squares optimization, con-
trol barrier function

[. INTRODUCTION

Safety is a critical property of autonomous control systems
in medical, manufacturing, transportation, and other vital
applications. From a control-theoretic perspective, safety is
typically characterized by positive invariance of a particular
safe region, for example, ensuring that a vehicle remains a
desired safe distance from humans or obstacles, or maintaining
the temperature of a system within tolerated limits. Method-
ologies such as energy-based methods [1], counterexample-
guided synthesis [2], and abstraction-based verification [3]
have been proposed to verify system safety and design safe
control algorithms.

Conditions for positive invariance of controlled systems
have been studied for decades beginning with the seminal
work of Nagumo [4]. Exact conditions for positive invariance
of a set have been proposed based on tangential conditions,
i.e., whether the control input causes the state trajectory to
evolve in a direction that is tangent to the boundary of the
safe region [5]. At present, however, there is currently a lack
of computational techniques for verifying that these invariance
conditions are satisfied. Verification methodologies have been
proposed based on special cases, for example, when the safe
set is the super-level set of a single polynomial and the
control policy is given [6]. These methods, however, do not

A. Clark is with the Department of Electrical and Systems Engineer-
ing, Washington University in St. Louis, St. Louis, MO 63130 USA (e-
mail: andrewclark@wustl.edu).

readily generalize to verifying more complicated safe sets
(e.g., intersections and unions of super-level sets) as well as
incorporating actuation constraints.

In this paper, we develop a framework for verification of
safety constraints that are expressed as invariance of semi-
algebraic sets. A semi-algebraic set is any set that can be
expressed as a combination of polynomial equalities and
inequalities. The key challenge is that safety verification relies
on checking non-existence of certain conditions, namely, that
there do not exist points on the boundary of the safe region that
violate the tangential conditions. To overcome this challenge,
we develop our framework based on theorems of alternatives,
which map non-existence conditions of a primal problem to
equivalent existence conditions of a dual problem. In partic-
ular, we leverage the Positivstellensatz from real algebraic
geometry [7] and Farkas lemma from linear algebra [8] to
formulate a collection of sum-of-squares (SOS) programs.
The solutions to these programs comprise certificates that
validate safety of a given system. Furthermore, we use a novel
construction based on semi-algebraic triangulations to con-
struct continuous feedback controllers that satisfy the safety
criteria, and extend our approach to systems with trigonometric
functions in their dynamics.

While our proposed approach is agnostic to the control law
that is used to ensure safety, in practice, our techniques are
motivated by the recent research interest in Control Barrier
Functions (CBFs) for safe control [9]. CBF-based controllers
attempt to ensure safety by applying linear constraints on the
control input at each time step that enforce the tangent cone
conditions for positive invariance, however, safety may still be
violated if a control input satisfying the constraints does not
exist. Verification of a semi-algebraic set can be interpreted as
verification of a CBF-based control policy, in which different
CBFs are used in different regions of the state space. We
make this connection explicit in Section IV-E, where we derive
conditions for existence of CBF-based control laws for a given
safe region, and in Section IV-G, where we show how existing
CBF constructions can be verified within our framework.

We also consider the problem of synthesizing controlled
invariant sets. We propose two heursitic algorithms. The first
algorithm is an alternating-descent approach based on the
SOS programs that we developed for verification. The second
algorithm constructs an invariant set by linearizing around an
equilibrium point.

The paper is organized as follows. Section II presents
the related work. Section III presents the system model and
background material. Section IV presents a convex framework
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for verification of semi-algebraic sets. Section V presents
algorithms for synthesizing invariant sets. Section VI presents
simulation results. Section VII concludes the paper.

[I. RELATED WORK

Safety and positive invariance of nonlinear systems has
been studied extensively, dating back to the seminal work
of Nagumo [4]. Much of the work in this domain focuses
on conditions for the state of a dynamical system to remain
within a given set and existence of (possibly discontinuous)
controllers that guarantee invariance (viability) [10]. For de-
tailed treatments of these bodies of work see [5], [11]. This
paper builds on these conditions and focuses on algorithmic
approaches to verifying viability and invariance of nonlinear
systems. Specifically, our main contribution is to consider the
sub-class of semi-algebraic sets and polynomial systems and
give exact, convex conditions for viability.

While in principle our framework is agnostic to the type of
control law used to ensure invariance of the safe set, we are
especially motivated by the extensive recent work on Control
Barrier Functions (CBFs). Control Barrier Functions (CBFs)
were first proposed in the seminal works [12], [13] and have
been widely studied as a framework for verifiably safe control.
CBFs have been proposed for high-degree [14], actuation-
limited [15], Euler-Lagrange [16], time-delayed [17], and un-
certain [18] systems. As we discuss in the paper, once a semi-
algebraic set has been synthesized and/or verified as viable
using our approach, CBF-based control laws can be used to
ensure safety. We note that our main focus is on selecting
and verifying safe invariant sets, making other related works
on selecting parameters for CBFs [19], [20] and analyzing
performance and stability of CBF-based control laws [21], [22]
orthogonal to our paper.

Sum-of-squares optimization has been used to verify prop-
erties of uncontrolled dynamical systems, starting from con-
struction and verification of Lyapunov functions [23] and
safety verification through barrier certificates [6]. Recently,
sum-of-squares optimization has been used to verify safety
of control systems, for example, verification of CBF-based
control policies [9]. Most of the existing works in this area
assume that a single CBF or HOCBF is used [24], although
some recent efforts can incorporate multiple barrier functions
[25]. Importantly, these existing efforts verify safety by first
synthesizing a nominal control policy, and then verifying that
the control policy satisfies the conditions of the CBF. As a
result, the safety guarantees are highly dependent on the choice
of the nominal control policy. In contrast, this paper presents
exact conditions for viability of a semi-algebraic set that do
not depend on the nominal controller construction, and are
general enough to include intersections and unions of invariant
sets as well as trigonometric functions. Finally, we note that
techniques other than sum-of-squares have been proposed for
safety verification, such as sampling-based methods [26] or
sufficient conditions [27].

In practical settings, safety guarantees may rely on the
existence of continuous controllers that satisfy the desired
safety properties. There are two general approaches to proving

existence of such controllers. In the first class of approach,
inspired by the original work of Artstein [28], a stabilizing
controller is constructed without a closed-form representa-
tion. In the second class, a closed-form representation of
the controller is provided [29], [30]. We consider the first
class of existence proofs, and propose a proof of existence of
continuous feedback control policies that guarantee invariance
of simple algebraic sets. As a corollary, we give sufficient
conditions for existence of CBF-based control policies.

A variety of methodologies have been proposed for syn-
thesizing CBFs. Bilinear, alternating-descent sum-of-squares
algorithms were proposed in [31]. Deep neural networks have
shown significant promise for representing CBFs, due to their
universality and the availability of efficient training algorithms
[1]. When the neural networks employ semi-algebraic acti-
vation functions, such as Rectified Linear Unit (ReLU), the
resulting safe region is semi-algebraic and can be verified
by our proposed approach. Related data-driven methods were
proposed in [32]. In [33], it was shown that, when the
value function is defined appropriately to capture safety and
reachability properties of the system, barrier functions can be
constructed by solving a Hamilton-Jacobi-Bellman equation.
HJB-based algorithms for constructing value functions include
discretizing the state space [34] and developing quadratic
approximations via differential dynamic programming [35]. In
Section IV-G, we explain how our framework can be used to
verify such methods.

The preliminary conference version of this paper presented
an algebraic-geometric framework for verifying CBFs and
HOCBFs, but did not consider unions of CBFs, trigonometric
functions, or actuation constraints [36].

[1l. MODEL AND PRELIMINARIES

This section presents the system model and definitions
of safety. We also present background from real algebraic
geometry.

A. System Model and Safety Definitions

We consider a nonlinear control system with dynamics

2(t) = f(2(t) + g(a(t))u(t) (D

where z(t) € R™ denotes the state, u(t) € U C R™ is a
control input, and f : R®" — R™ and g : R® — R™ ™ are
continuous functions. We assume that & = {u : Au < ¢} for
some A € RP*™ and ¢ € RP. Throughout the paper, we let
[x]; denote the i-th element of = € R™.

In what follows, we define safety of the system (1) by
introducing the properties of viability and controlled positive
invariance. We first consider an uncontrolled system (t) =
f(x(t)).

Definition 1: A set D is positive invariant for an uncon-
trolled system @(t) = f(x(¢)) if x(0) € D implies that
x(t) € D for all time ¢ > 0 when the solution to (1) exists.

Positive invariance implies that, if a system initially lies in
set D, it will remain in D for all future time. We have the
following preliminary result before introducing conditions for
positive invariance.
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Definition 2 ( [11], Def. 4.6): For any set D C R", the

tangent cone to D at x € D is defined by
Tp(x) =4 z : lim inf dist(z + 72, D) =0
7—0 T

We note that, if z is in the interior of D, then Tp(z) = R™.
We have the following result on the tangent cone for a class
of sets D.

Lemma 1 ( [11], Eq. (4.6)): Suppose that the set D = {x :
bi(x) > 0,4 = 1,...,M} for some functions by,...,bys :
R™ — R. Furthermore, suppose that, for all x € D, there
exists z such that b;(z) + Vb;(x)z >0 foralli=1,..., M.
Then for any = € 9D,
0b; oo

Tp(z) = {z Lo >0 Vi with b;(z) =0 .

We note that, if D = {x : b(z) > 0}, then the condition of
the lemma holds iff there does not exist « with b(x) = 0 and
% = 0. We now state Nagumo’s Theorem, which gives exact
conditions for positive invariance.

Theorem 1 (Nagumo’s Thoerem [5], Theorem 11.2.3):
Suppose that D is locally compact and f is continuous on
D. Then the set D is positive invariant under dynamics
#(t) = f(x(t)) if and only if f(z) € Tp(z) for all x € D.

When the system is controlled, we define the viability
property as follows.

Definition 3 ( [5], Ch. 11.1): A locally compact set D is
viable if, for all © € 0D, there exists u € U such that (f(z)+
g(x)u) € Tp(z).

Viability implies that, when the state reaches the boundary
of the region D, there exists a control input to ensure that the
state remains in D. Viability is a necessary condition for a set
to be rendered positive invariant through control. However,
it may also be desirable to ensure safety using a control
algorithm with a particular structure, for example, a state
feedback controller. We define feedback controlled positive
invariance to capture this property.

Definition 4: A locally compact set D is feedback con-
trolled positive invariant if there exists a continuous function
D — U such that (f(z) + g(z)u(x)) € Tp(x) for all
x € 0D.

Clearly, feedback controlled positive invariance implies vi-
ability. Lastly, we define Control Barrier Functions (CBFs)
as follows. Recall that a continuous function x : R — R is
class-K if x(0) = 0 and & is strictly increasing.

Definition 5: A function b is a control barrier function for
(1) if 22 # 0 for all z with b(z) = 0 and there is a class-K
function x such that, for all z with b(z) > 0, there exists u
satisfying

(7 (@) + g(e)u) > —w(b(a). @
The following result establishes positive invariance for systems
with CBFs.
Theorem 2 ( [9], Theorem 2): Suppose that b is a CBF,
b(x(0)) > 0, and wu(t) satisfies (2) for all ¢. Then the set
{z : b(z) > 0} is positive invariant.

B. Preliminary Results

We now give needed background results on real algebraic
geometry. The results below can be found in [7]. We let

R[x] denote the set of polynomials over variable  with real
coefficients.

Definition 6 ( [7], Def. 2.1.4): A set C C R" is semial-
gebraic if there exist integers s, r1,...,rs and polynomials
bij() :R" - Rfori=1,...,s,7 =1,...,7; such that

S T

C= U ﬂ {x . bi]‘(l‘) *i4 0} (3)

i=1j=1

where *;; € {=,>}.
The following result describes properties of closed semialge-
braic sets.

Lemma 2: Any closed semialgebraic set C can be written
in the form

S Ti

C:Uﬂ{x:bij(x)EO} 4)

i=1j=1

for some s,71,...,7s € Z>¢ and polynomials b;; : R" — R
fore=1,...;r,7=1,...,rs.

If s =1, then C is a simple semialgebraic set. A Sum-of-
Squares (SOS) polynomial is a polynomial f(z) such that

k
f@) =) gi(2)?
i=1

for some polynomials g (), ..., gr(x). We use the notation
f € SOS to mean that f is a sum-of-squares polynomial.
Selecting coefficients of f(x) to ensure that f(x) is SOS
can be represented as a semidefinite program, a procedure
known as SOS optimization [37], [38]. A special case of
SOS optimization is the SOS feasibility problem, which is
stated as follows. Let M and N be positive integers and let
nijvi = ].,...7N7j = ].,...7M and ¢Z,Z = 1,...7N be
polynomials in R™. The SOS feasibility problem consists of
finding polynomials (), ..., ap(x) such that

M
> aj(@)mij(x) + ¢i(z) | € SOS
j=1

foralli=1,...,N.

The cone Tlgi,...,qr] associated with polynomials
q1,---,qk is equal to the set of polynomials f with

N
f(z) =po(x) + sz(x)ﬂl(l"),

where pg,...,pn are SOS and f1,...,08n are products of
powers of the ¢;’s. For a set of polynomials f1,..., fy € Rlz],
we define the ideal generated by the polynomials as

N
Ilfr, .  In] = {mei SN, TN € R[x]}-
i=1
Finally, for a set of polynomials H = {hy,...,hs}, the

monoid generated by H is given by the products of powers of
the h;’s, i.e.,

M[H] = {th(as)“ ST, .., T € Zzo}

Authorized licensed use limited to: WASHINGTON UNIVERSITY LIBRARIES. Downloaded on December 05,2024 at 20:05:51 UTC from IEEE Xplore. Restrictions apply.

© 2024 |IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2024.3497001

GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2017

The Positivstellensatz, stated as follows, gives equivalent
conditions for existence of solutions to systems of polynomial
equations and inequalities. These equivalent conditions will be
used to formulate equivalent SOS programs for the safety and
invariance conditions to be defined in the following sections.

Theorem 3 (Positivstellensatz [7], Proposition 4.4.1):
Consider a collection of polynomials F = {f; : j =1,...,7},
G={gi:i=1,...,m}and H ={hy: k=1,...,s}. Then
the set

m {x: fi(z) >0} | N (ﬂ {z:gi(z) = O})

N (ﬂ {x: hy(z) # 0}>
k=1
is empty if and only if there exist polynomials f, g, and h
satisfying (i) £(z) € T[f1,..., £), (D) 9(2) € Z{gu, ., g,
(iii) h € M[hq, ..., hs], and (iv) f(x)+g(z)+h(z)? = 0 for
all x.

When the f;’s, g;’s, hy’s, and powers a1, ..., as of the hy’s
are given, attempting to find solutions of the equation f(z) +
g(z) + h(x)? = 0 is an SOS feasibility problem [37]. This
problem can be written as

(Psatz-SOS) Z ni(x)gi(x) —
1=1

D

SC{L,....r}

-1 hk(:c)Q‘“‘) € SOS
k=1
as € SOSVYS C{l,...,r}

We let Psatz-SOS(F, G, H) denote an instance of the above
SOS feasibility problem. Finally, Farkas’s Lemma is as fol-
lows.

Lemma 3 (Farkas’s Lemma [8]): Let A € R™*™ and b €
R™. Then exactly one of the following is true:

1) There exists € R™ with Az <b

2) There exists y € R™ with ATy = 0, b7y < 0, and

y > 0.

Farkas’s Lemma gives equivalent conditions for existence of
solutions of linear inequalities.

i€S

V. PROBLEM FORMULATION: SAFETY VERIFICATION

This section presents our approach for safety verification
of semi-algebraic sets. We first consider the problem of
verifying viability, and then the problem of verifying feed-
back controlled positive invariance. We discuss several special
cases and implications for construction of CBF-based control
policies.

As a preliminary, we define the concept of a practical semi-
algebraic set.

Definition 7: A closed semi-algebraic set C is practical if
C = UJ,_,C; where each C; is a closed and simple semi-
algebraic set with

Ci = m {.13 : bij(l‘) Z O}

j=1

as(z) H fi(x)

and for all x € C;, there exists z € R™ satisfying %z +
bZJ(SC) > ( for all ] = 1,.. ., Ty

In other words, C is a practical semi-algebraic set if it is
a union of closed simple semi-algebraic sets, each of which
satisfies the conditions of Lemma 1. Techniques for verifying
practicality of a semi-algebraic set are discussed in Appendix
L.

A. Viability Verification

The problem studied in this section is formulated as follows.

Problem 1: Given a practical semialgebraic set C, verify
whether C is viable under dynamics (1) when f and ¢ are
polynomials in z.

Our solution to Problem 1 is as follows. First, we charac-
terize the boundary of a closed semialgebraic set, and then
describe the tangent cone to each point in the boundary.
Next, using Nagumo’s Theorem, we develop necessary and
sufficient conditions for viability of the set. Finally, we use the
Positivstellensatz to construct an SOS program for verifying
viability. All proofs can be found in Appendix II.

Theorem 4: Let C be a practical semialgebraic set defined
by polynomials b;;(x) as in (4). If 2 € OC, then there exists (i)
S C{1,...,s}, (i) a set of integers {j; : 5 € {1,...,r}\ S},
where j; € {1,...,7;}, and (iii) a collection of nonempty
subsets T; C {1,...,r;} for ¢ € S such that b;;,(z) < 0 for
i ¢S, bjj(x) =0 for (4,j) € S x T;, and b;;(x) > 0 for
1€8,7j §é T;.

In Theorem 4, the set .S corresponds to the set of ¢ such that
x € C;. For each ¢ ¢ S, j; is an index such that b;;, () < 0.
For each ¢ € S, the set T; corresponds to the set of j such
that b;;(z) = 0, while {1,...,7;} \ T; corresponds to the set
of j such that b;;(x) > 0, implying that z is in the interior of
{bs;(x) = 0}.

Example 1: As an example of the notation in Theorem 4,
let C = C; UCy C R2, where

Ci = {w:b(x)29—27 23>0}
ﬂ{l’ : blg(.’ﬁ) e —X1 — X2 Z 0}
Co = {z:bu(x)21-2%>0}

N : byo(x) 2 22 + 23 —1>0}

Let 1 = 0, z2 = 1. We have that x ¢ C; with bia(z) < 0,
so S = {2} and j; = 2. Considering Cy, we have by (z) > 0
and baz(z) = 0, and hence Tp = {2}.

We let A(C) denote the set of x € C that satisfy the
conditions (i)—(iii) in Theorem 4. Theorem 4 implies that
OC C A(C). The following describes the tangent cone at each
point of A(C).

Lemma 4: Suppose that C is a practical semi-algebraic set.
Let € A(C). Let S and {T; : i € S} denote the maximal
sets satisfying conditions (i)—(iii) of Theorem 4 at x. Then

8bij
€S jeT;
Lemma 4 implies that, if C is practical, then the tangent cone
can be written as a union of the tangent cones of the simple
semi-algebraic sets comprising C. In the preceding example,

we would have Te(z) = {z: 2121 + 2229 > 0}.
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Intuitively, x(¢) must remain within the region C for all
time. If z(t) = (0 1), then x(¢) is in the exterior of Cy, and so
the control must be chosen to ensure that z(¢) remains in Cs.
Furthermore, since by (z) > 0, it is only required to choose
a control input at time ¢ to ensure that = continues to satisfy
b22 (.13) Z 0.

Before presenting our SOS approach to viability verifi-
cation, we introduce the following preliminary result. This
preliminary result uses Farkas lemma to prove that existence
of a control v € U satisfying the conditions of Nagumo’s
Theorem is equivalent to the non-existence of solutions to a
system of polynomial inequalities.

Lemma 5: Let R be a positive integer, and suppose that
O1(z),...,0r(x) € RN*™ and ¢y (z),...,¢Yr(z) € RY are
polynomial functions of z. Let P and Q be finite sets of scalar
polynomial functions of z. Then the following are equivalent:

1) For any x with p(z) > 0 for all p € P and ¢(z) =0
for all ¢ € Q, there exist 7 € {1,..., R} and u € R™
such that O;(x)u < ¥, (x)

2) There exist polynomials A € A, ¢ € @, and o € " with
A+ ¢? +0 =0, where A, @, T C Rlzq,...,2,,Yij ¢
i=1,...,R,j=1,...,N] are defined by

F:F[(y” 1= 1,...7R,j = 1,...7N),
(—vi(@)Ty:i=1,...,R),(p(z) : p € P)]
A=T[(0;(x) 'y :i=1,...,R,j=1,...,m),
(g(z) : g € Q)]
O = M[(i(z)Ty;:i=1,...,R), (p(x) : p € P)]
and ©;1(z),..., 0, (x) are the columns of ©;(x).

We let B({©1,...,0r}, {¢1,...,¥r}, P, Q) denote the
set of polynomials (\,n,o0) satisfying the conditions of
Lemma 5. For any O4,...,0g, ¥1,...,%g, P, and O, we

can check whether B({©1,...,0r},{¢¥1,...,¥r},P,Q) is

nonempty by solving the problem Psatz-SOS(F, G, ), where
F = {yUZ:17,R7J:1’7N}

U{—i(x)Ty:i=1,...,R}U{p(z) : p € P}

G = {0@) T y:i=1,....,R,j=1,...,m}
U{q(z) : g € Q}}
H = {Yi(x)Tyi:i=1,...,R}U{p(z):peP}

Before stating the main result, we introduce some notation.
For any finite set {1,...,s} and any S C {1,...,s}, we let
II(S) denote the set of mappings 7 : S — Z, with w(i) €
{1,...,ri}. We let Z(S) = [[;cq 21", ie., collections
of subsets (T; : i € S).

Let C be a practical semi-algebraic set defined as in (4).
For any S C {1,...,s}, T = (T; : i € S) € Z(S), and
I € S we define O 1, () to be a matrix with rows — 8;5 g(x)
for j € T, and define z/}syT’l(x) to be a vector with entries
Ay .

5 f(x) for j € Ty

We now state the main result on viability of semi-algebraic
sets.

Theorem 5: Let C be a practical semi-algebraic set defined
as in (4). Suppose that a system has dynamics (1) with f, g

polynomials, and the set of inputs u satisfies U = {u : Au <

c}. Then C is viable if and only if for every S C {1,...,s},
e I{1,...,s}\ S), and (T; : i € S) € Z(S), the set
B({®sr1 : 1 € Sh{ysri : 1 € S}, Psrr Qsrx) is

nonempty, where
Osri = ( G)Sal(x) ) , Ysra(r) = ( V(@) )
c

PS,T,‘;r = {_biﬂ‘(i) ) % S} U {bij 21 €87 ¢ Tz}

Qs =1{bij i€ 8,jeT;}

From Theorem 5, the viability of a semi-algebraic set
can be verified by solving a collection of SOS feasibility
problems to verify that B({Ogsr; : | € S}, {¢sry : 1 €
S}, Ps.ry Qs.1,x) is nonempty for all S, T, I, and .

The results of this section imply that, if the degree of the
polynomials in the (Psatz-SOS) optimization are allowed to
be arbitrarily large, then a solution is guaranteed to exist if
and only if C is viable. Note that, in practice, numerically
solving the SOS programs will require limiting the degree of
the polynomials in the optimization problem. Hence, while
existence of a feasible solution implies safety of the system,
non-existence of feasible solutions does not necessarily imply
that the system is unsafe, only that there does not exist a safety
certificate with the desired degree.

We observe that the number of SOS programs that must
be solved as well as the dimension of each program may be
large, especially for high-dimensional polynomials with high-
degree functions b;;. In the following section, we describe
how to derive simplified SOS programs for special cases of
semi-algebraic sets.

B. Special Cases of the Semi-Algebraic Framework

In what follows, we provide derivations for several such
special cases of semi-algebraic sets. Each of these cases can
be motivated by different types of CBF-based control. First,
we consider the case where s = 1 and r; = 1, i.e.,, when
the set C = {z : b(x) > 0} is the super-level set of a single
polynomial. This corresponds to control policies with a single
CBF constraint. Second, we consider the case where s = 1 and
r1 > 1, i.e., the set C is a simple semi-algebraic set. This case
corresponds to control policies with multiple CBF constraints,
with High-Order Control Barrier Functions (HOCBFs) as a
special case. Finally, we consider the case where s > 1 and
r; = 1 for ¢ = 1,...,s. This case arises when there are
multiple different CBF policies for different regions of the
state space and the controller must switch between them.

1) Super-Level Set of Single Polynomial: For simplicity, we
first consider the case where ¢/ = R™, meaning there are no
constraints on the control input. We have the following result
that follows from Theorem 5.

Corollary 1: Suppose that C = {z : b(z) > 0} for a
polynomial b. Then C is viable if and only if B(0,0,P, Q)
is empty, where

r-{-gre)

ob ob
Q= {b» %gl(x), cees %gm(ff)}
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Proof: Since s = 1, r; = 1, and there are no input
constraints, we have that the conditions of Theorem 5 only
need to be checked for S =T = {1}. For simplicity, we omit
the subscripts to obtain

ob ob
@:—%g(z)v = 9z (z)
P=10,Q={b}

We can further simplify as follows. We know that, since u
is unconstrained and 1 is a scalar, there is no solution w to
O(z)u < ¢ if and only if ©(x) = 0 and 1) is negative. Hence C
is viable if and only if B(0, 0, P, Q) as defined in the statement
of the proposition is empty. ]

We observe that verifying viability of C from Corollary 1
is equivalent to checking feasibility of the constraint

M) + D0 0u(e) oo i) — o () 5

=1
2v
+ (ng(x)) =0

for some integer v, polynomials 7(x),0:1(x),...,0,(z), and
SOS polynomials «;(x) and ag(z). This is equivalent to a
single SOS constraint.

In order to incorporate actuation constraints, we have the
following generalization of Corollary 1.

Corollary 2: If the set C = {x : b(x) > 0} for a polynomial
band U = {u : Au < ¢}, then C is viable if and only if the
set B(©, 9, P, Q) is nonempty, where

@:(3%{1(17)>7 wz(s,izc(x))

f(@) + ao(z)

P=0, Q=/{b}
Proof: The proof follows directly from Theorem 5 with
s=1land S=T = {1}. [ |

Example 2: Consider the polynomial system

ii(t) =
ia(t) =

—21(t)% + u(t)
x1 + dao(t)?

with ¢ = {x : 22 — 23 + 3 > 0} for some 3 > 0. Since
% = 0 if and only if z; = x5 = 0, the set C is practical. We
have %g(x) = 2z; and %f(x) = -2z} — 3z235 — 1223.
Choosing n(z) = 0, ay(x) = 1223, and 0(x) = 122323 +
1824 — 4.5x125 yields

b b b g
0— — —flx)—| =— =0¢€ 5S0S
e) +0grala) ~ (o) 50 ()~ (5o (@) =0 € 508
implying that C is viable.
Suppose that we add a constraint that v € U = [-1,1].
Then the problem would reduce to checking whether the set
B(©,,P, Q) is nonempty, where

—2x1 —2x} — 3z123 — 1223
0 = 1 , Y= 1
-1 1
P o= 0, Q={af-a3+5}

This can be verified by solving Psatz-SOS(F, G, H), where

F = {y1,y2,y3 11 (221 + 32123 + 1223) — yo — y3}
G = {2z +y2—ys. 2] — a3+ B}
H = {y1(23311 + 3x1x§ + 123@%) — Y2 — Y3}

2) Simple Semi-Algebraic Sets: We next consider the case of
simple semi-algebraic sets of the form C = {x : b;(z) > 0,i =
1,...,r}, where by,...,b,. are polynomials. The following
result applies Theorem 5 to this case.

Theorem 6: Suppose thatC = {z : b;(x) > 0,i=1,...,r}
for some polynomials by,...,b,. Then the set C is viable if
and only if, for every T = {i1,...,4;} C {1,...,r}, the set
B(0r, v, Pr, Qr) is nonempty, where

ob, 0b;
— o g9(z) 3 (z)
or=| @)=, (5)
T ox g(a:) o (J?)

A ¢
/PT:{bZ‘ZZ'¢T}, QT:{I)Z‘Z’L'ET} (6)
Proof: When s = 1, we only consider the case where

S = {1}. Hence the set of permutations 7 in Theorem 5

is empty and Z({1}) = 217} Applying the conditions
of Theorem 5 (and omitting the S subscript to simplify
notations), we have that ©1 and 7 are defined as in (5).
Since the set of permutations 7 is empty, Pr and Qr reduce

to (6). [ ]
Example 3: Suppose that z(t) € R? and
Z1(t) -1+ u
S.UQ (t) = X1+ 4%2

Consider the set C = {x : ||z||1 < 1}, where ||-||; denotes the
1-norm. Suppose that there are no constraints on the control
u, i.e., U = R. We have that C = ﬂ?:l {z : b;(x) > 0}, where
bl(I) = 1—I1—132, bg(x) = 1—1‘1 + 29, bg(ZZ?) = 1—|—I1—I2,
and by(z) = 1+ x1 + x2. Among all of the possible subsets T
of {1,...,4} with |T| > 1, only four sets 7' C {1,...,4} have
nonempty (), {2 : bi(x) = 0}. These sets are {1, 2}, {1,3},
{2,4}, {3,4}. In order to ensure viability, the conditions of
Proposition 6 must be checked for all such sets 7. As an
example for 7' = {1,2}, we have

_ —1 _ —4$2
or = ( 1 ) wT—(2x1+4x2>
Pr = {14z —x2, 1421 +22},

Qr = {l—z —29,1 -1 +2}

Note that, for this choice of T, the set B(©r, ¥, Pr, Or)
is nonempty, however, for T = {2,4}, the point (0 1) lies
on the boundary {b2(z) = 0} N {bs(z) = 0} and yet fails
the conditions of Nagumo’s Theorem, implying that C is not
viable.

Proposition 6 provides exact SOS conditions for verifying
viability of a simple semi-algebraic set, however, the number
of constraints grows exponentially in the number of functions
r. An important special case of simple semi-algebraic sets
that do not experience exponential growth in computation
is sets derived from High-Order Control Barrier Functions
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(HOCBFs) [14], which we define as follows. Recall that a
nonlinear system

&(t) = f(z(t)) + g(z(t))u(t) (7)
2(t) = h(z(t)) ®)

has relative degree d if LgL}_lh(as) =0fori=1,2,...,(d—
1) and LgL;f_lh(x) # 0 for all z, where Ly and L, denote
the Lie derivatives of h with respect to f and g, respectively.

Definition 8 ( [14]): Suppose that the system z(t) =
f(z(t)) + g(x(t))u(t) has relative degree d with respect to a
function h. The functions {by,...,bs—1} define a High-Order
Control Barrier Function if

bo(z) = h(z)
bi(z) = Lbi—1 + Ki(bi—1(z))

for some class-K functions k1, ...,kq—1, where L;b; is the
Lie derivative of b; with respect to f.
The following result gives equivalent conditions for verify-
ing viability of HOCBF-defined semi-algebraic sets.
Theorem 7: Suppose that by, ..., bg—1 are polynomial func-
tions that define an HOCBEF for system (7)—(8). Define matrix
O(x) € RPTDX™ and vector v(z) € RPH! by

o) = ( i 0@ ). ww=( ) o

Then the set C = {z : bi(x) > 0,i = 0,...,(d — 1)}
is viable if and only if there exist polynomials A, ¢,0 €
R[Z1,. ., Tny Y1, -+, Ypi1) that satisfy A+ ¢? + o = 0 and

Obg_1
ox
C

A€ Z[0:(2)Ty,...
¢ € My (z)"y]
o €Ly, yps1, —0(2) "y, bo(@), - .., ba—s]

Proof: Suppose that we apply the conditions of Propo-
sition 6 to the region C. We have that the relative degree
property and the definition of bg,...,bs—1 imply that the
constraint 2% (f(z) + g(z)u) > 0 is automatically satisfied
for i = 0,...,(d — 2) whenever x € C, and hence the
corresponding rows of @1 and Y can be omitted, resulting
in ©®p =© and ¢y = for all T C {0,...,(d — 1)}, where
O and 1) are defined as in (9). Furthermore, when (d—1) ¢ T,
the viability conditions are automatically satisfied since the set
{u: Au < ¢} is assumed to be nonempty.

Based on the above, we have that viability is satisfied if
and only if, for any = with by_1(2) = 0 and b;(z) > 0
for i = 0,...,(d — 1), there exists u with ©(z)u < ¥(x).
Equivalently, for any x with bg—1(x) = 0 and b;(z) > 0
for i = 0,...,(d — 2), there does not exist y € R’;Bl with
O(z)Ty = 0 and (x)Ty < 0. Viability of the HOCBF is
therefore satisfied if and only if there do not exist x € R"
and y € RPY with yi,...,9p41 > 0, bj(z) > 0 for
i=0,...,(d—2),bg_1(z) =0, O(z)Ty = 0, and ¥ (x)Ty <
0. These conditions are equivalent to the conditions of the
proposition by Theorem 3. ]

3 em(l’)T% bd—l]

3) Union of Polynomial Super-Level Sets: Finally, we con-
sider the case where the region C is defined by a union of
polynomial super-level sets, i.e.,

C = U{mbl(m) > 0}.

This is the special case where s > 1 and L; = 1 for ¢ =
1,...,s. We have the following result.

Corollary 3: Suppose that C = |JI_, {z : bi(z) > 0} for
some polynomials b1, ...,bs. Then the set C is viable if and
only if B{©; : I € S}, {4y : | € S},Ps, Qg) is nonempty
for all S C {1,...,s}, where

o= ( 59l ). w=( /@) )

’PS:{fth%S}, QS:{bZZES}
Proof: The proof follows from Theorem 5 and the fact

that, when L; = 1 fori = 1,..., s, there is a unique mapping
7 given by w(i) = 1 for all ¢ ¢ S and the set T; = {b;} for
alli € S. ]

C. Verifying Inclusion in a Given Safe Region

Safety constraints are typically expressed in the form z(t) €
S for all ¢, where S is a region of the state space. In order to
ensure that safety requirements are met, we must verify that
the invariant set C is contained in S. We describe a procedure
for verifying such conditions when C is semi-algebraic and
S ={x: h(z) > 0} for some polynomial h(x).

Lemma 6: Let C = U;_, N2, {= : bij(z) > 0}. The set
C C Sifand only if, foreach i = 1,. .., s, there does not exist
x satisfying b;;(x) > 0 for all j =1,...,7; and h(z) < 0.

The proof is straightforward. As a result, we can obtain a
set of s SOS programs for verifying inclusion.

Proposition 1: The set C is contained in S if and only if,
forall i = 1,...,s, there exists o € I'[b;1,... —h] and
an integer [ such that

) blTL )

o+ ht=1.
The proof follows directly from Theorem 3.

D. Computational Complexity of Problem 1

The characterization of viability for a single polynomial
level set enables us to analyze the complexity of Problem 1
as follows.

Theorem 8: Problem 1 is NP-hard.

Proof: If there is a polynomial-time algorithm for Prob-
lem 1, then the algorithm can be used to check the conditions
of Corollary 1, since viability of a set {x : b(x) > 0} for some
polynomial b(z) is a special case of viability of a practical
semialgebraic set C. Hence, in order to prove that Problem 1
is NP-hard, it suffices to prove that checking the conditions
of Corollary 1 is NP-hard. We will show that there exists a
polynomial time reduction of the NP-hard problem of checking
nonnegativity of a polynomial to the problem of verifying
conditions of Corollary 1.

Let r : R™ — R be a polynomial with degree four or more.
Define b : R"*! — R by b(z) = 2p417(21,...,7,) where
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r = (x1,...,%n,Tny1)". Define g : R*! — RM+TDXm  renders C positive invariant, provided the minimum value of
by g(z) = 0. Define f : R*"™ — Rl as f(z) = (10) exists.
(fi(x), ..., fay1(z)T with Proof: Tt suffices to show that there exist k1, . .., k, such
0, i£n+1 that for any x € C, there exists w satisfying the constraints
fi(x):{l’ i=n4+1 0by
’ g (@) +g(@)u) 2 —a1(bi(2)) (11)
We have that 22g(z) = 0 and 22 f(z) = %fnﬂ(x) =
r(zy,.. . T,,). Suppose that there exists x such that b(x) = (12)
0 and 22 f(z) < 0. Then Tpiir(zy,...,x,) = 0 and 0b,
r(xy,.. a;rzn() )< 0, implying tJ;lat(r is not )nonnegative. ox (f(@) + gw)u) = —ar(b,(z)) (13)
Conversely, if no such x exists, then in particular there is Au<ec (14)

no (z1,...,2,)7 with b(z1,...,2,,0) = 0 and 28 f(z) =
r(xi1,...,2,) < 0, implying that r is nonnegative. Hence r is
nonnegative if and only if b is CBF, implying NP-hardness of
Problem 1. |

E. Verifying Feedback Controlled Positive Invariance

The preceding subsections considered viability analysis of
semialgebraic sets, however, they did not establish existence
of continuous control policies that ensure positive invariance.
In this section, we present sufficient conditions for feedback
controlled positive invariance. We consider the case of a simple
semi-algebraic set.

Theorem 9: Suppose that C = {z : bi(z) > 0 Vi =
1,...,r} for some polynomials by, ..., b, and that C is closed,
bounded, and locally compact. Suppose further that, for any
T C{1,...,r} and = with b;(z) = 0 for ¢ € T, there exists
u such that Au < ¢ and %(f(m) +g(x)u) >0 foralli € S.
Then C is feedback controlled positive invariant.

A proof can be found in the appendix. A similar approach
to Section IV-A can be used to verify feedback controlled
positive invariance through sum-of-squares optimization.

Theorem 10: Let C = (;_, {z : b;(z) > 0} be a simple
practical semi-algebraic set. For any S C {1,...,r}, define
Og(x) to be a matrix with rows f%g(z) and ¥g(x) to be
a vector with entries % (x) for i € S. Suppose that, for all
S C{1,...,r}, the following conditions hold:

e There do not exist x € R", y € RIS, and 2z € RP

satisfying (i) Og(z)Ty+ ATz = 0, (i) Ys(x)Ty+cl2 <
0, (iii) b;(z) = 0 for all ¢ € S, and (iv) b;(z) > 0 for all
ie{l,...,r}\S.

o There do not exist z € R”, y € Rl and 2 € R? satisfy-

ing (i) Os(x)Ty + ATz =0, (i) ¥s(z)Ty + Tz <<0,
(iii) bj(x) = 0 for all 4+ € S, (iv) b;j(x) > 0 for all
ie{l,...,r}\ S,and (v) y #0

Then C is feedback controlled positive invariant.

A proof can be found in the appendix. We next turn to
proving the existence of CBF-based control laws.

Theorem 11: Suppose that the set C = {x : bi(z) >
0,i=1,...,r} is compact and the functions b1, . .., b, satisfy
the conditions of Proposition 10. Then there exist class-K
functions k1,...,k, : R — R such that, for any function
J:R"™ xU — R, the policy

minimize J(z,u)
st Fr(f (@) +gl@)u) > —ri(bi(x)),i=1,...,7
Au<c

(10)

If the conditions of Proposition 10 are satisfied, there exists a
continuous feedback control policy p : R™ — U that renders
C positive invariant. Our approach will be to show that we can
construct K1, ..., K, such that u(z) is a solution to (11)—(14)
for all z € C.

Define ¢;(z) = —%(f(x)—i—g(x),u(x)). Since C is compact,
there exists K; such that ¢;(z) < K; for all z € C. By
construction of p, we have that %l;f‘ (f(x) + glx)u(z)) > 0
for all x with b;(x) = 0. Hence, if we define

z; = inf {b;(z) : ¢;(x) = 0,z € C},

we have that z; > 0 by compactness of C and the fact that
{z : gi(x) = 0} is closed. Combining these ideas, we can

choose
K; )
ki(2) = { = z, z €0, 2]
Ki+elz—2z), 2>z

Clearly r; is class-K. If b;(z) € [0, 2;], then

@) + 9o (2) = (o) 2 0= —ri (b)),

If b;(x) > z;, then

ob;

5 | (@) +9(@)i(@)) 2 =K > —(Kite(a=2)) = —ri(bi(z)).
Hence this choice of «; ensures that (11)—(14) hold everywhere

in C, completing the proof. [ |

F. Generalization to Trigonometric Dynamics

We next show that our approach can be generalized to a
class of systems with trigonometric functions in the constraints
and dynamics. We make the following assumptions regarding
the dynamics.

Assumption 1: Consider a system (1) and semialgebraic
set C such that there exist [ € {1,...,n} such that only
trigonometric functions of the states x;i1,...,x, appear in
the dynamics and safety constraints. More precisely, let L =
2(n — 1) and define wy,...,wy by war—1 = sinz;y and
Wy = COSZTy+k. We assume that there exist polynomials
fiRAL 5 R g RAFL — R™™ and b;; : RIFE — R for
t=1,...,8, j=1,...,r; such that

f(.%') :f(xlw"?xl?wla”wwL)
g(ZL’) :g(zla"'axlawla"'7wL)
bm(x) = bij(ml,...,xl,wl,...,w,;)

Our approach will be to convert the system (1) to a polynomial
system with an extended state space so that the techniques
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of this section can be used for verifying safety. We define a

system with state (Z(¢),(t)) where #(t) € R! and w(t) €
R2(n=0) by

Wop_1 = Wop fryn(®, @), k=1,...,(n—1) (16)
W = —thok 1 frep(#,0), k=1,....(n—1) (7)

We then have the following result.
Theorem 12: Let C be defined by

:Uﬁ{x by (z) > 0}

where the b;;’s satisfy Assumption 1. Define ¢ by

D3y 1 + Wiy = 1}> .

Then C is positive invariant under (1) if and only if Cis positive
invariant under (15)—(17).

Proof: Suppose first that C is not positive invariant, and
let 2(0) € C be the initial state of a trajectory that exits
C. Let (0) be defined by %;(0) = z;(0) for i = 1,...,1,
Wor—1(0) = sinx;1x(0), and wer(0) = cosz;4x(0). We
then have (2(0),w(0)) € C. Furthermore, by construction of
(15)-(17), we have that woy_1(t) = sinz;+x(t) and wo, =
cos x4, (t) for all ¢ > 0. Hence if x(¢) ¢ C for some time ¢,
then (i(t), () ¢ C.

Now, suppose that C is not positive invariant, and let
((0),@(0)) € € be an initial state such that (&(t), @ (t)) ¢ C
for some time ¢. For all k&, we have that

d
dt - B
= szk_libgkfk+l(f, 71)) - 2w2kw2k~—1fk+l(ia 71)) = Oa

(wi_y + wy,)

and hence we must have

(o) 00 ¢ U () () By) > 0).
i=1j5=1
Choosing z(0) such that z;(0) = #;(0) for ¢ = 1,...,1,
sinxg41(0) = aar—1(0), and cosxzr1;(0) = wax(0) for
k =1,...,(n — 1), we have that coszy(t) = wa(t) and
sin g (t) = Wag—1(t) for all £ > 0. We then have x(t) ¢ C,

completing the proof.

G. Applications of Our Approach

We first motivate our verification framework by discussing
how verifying safety of some previously proposed safe control
methodologies can be viewed as special cases of our approach.

1) Polynomial CBF and HOCBF: CBFs have seen
widespread applications in autonomous driving [39], aerospace
[40], and robotics [41]. In many of these applications, the
safety constraints can be encoded as polynomial constraints
on the state space. These polynomial constraints are then
used as control barrier functions, for example, the linear
constraint in the adaptive cruise control scenario of [13],
or the minimum-distance constraint of [39]. In this case,
the set {z : b(z) > 0}, where b(xz) denotes the CBF, is
semi-algebraic, and verifying that the CBF-based control
policy ensures safety is equivalent to verifying invariance of
this set. HOCBFs have been proposed as CBF constructions
for high relative degree systems, and can also be verified
using the approach of this paper (see Proposition 7).

2) Neural Control Barrier Functions: A Neural Control Bar-
rier Function (NCBF) is a CBF b that is represented by
a feedforward neural network [1]. For certain widely-used
activation functions such as ReL.U and sigmoid, the set C =
{z : b(z) > 0} is equal to a union of linear polytopes [42],
and hence is semi-algebraic.

3) Value Function Approximation: One line of work attempts
to compute CBFs for a system by solving the Hamilton Jacobi
Bellman equation to obtain a reach-avoid value function,
which can then be used as a CBF [43]. In practice, since
solving the HJB equation involves discretizing the state space
and using polynomial interpolation, the approximate CBF b
defines a semi-algebraic set. We present two specific examples
as follows.

In [34], the authors present an iterative algorithm for
computing the reach-avoid value function, and prove that it
converges to a viable set. The algorithm for estimating the
value function first discretizes the state space as a grid, solves
a discrete HIB equation at each grid point, and computes an
estimated barrier function as the interpolation of the value
function. Suppose that the state space is partitioned into
a collection of hyperrectangles R, where R, has vertices
Zil,- - ., Tip- Suppose that, on each hypperrectangle, the CBF
b is approximated by h;(z, V;1,...,Vip), where h; is a poly-
nomial and V;q,...,V;ys are the approximations of the value
function at x;1,...,x;) (for example, linear interpolation is
used in [34]). The safe region to be verified is then given by

M
C= U{Riﬁ{z:hi(x,vl,...,VM

i=1

) = 0}},

which is semi-algebraic.

In [35], an alternative approach to value function-based
synthesis was proposed. In this approach, a discrete-time
model z;1 = f(xt, uy) is used. A trajectory Ty, ..., Ty € R”
and a sequence of inputs Wy,...,ur € R™ are computed,
with Ty = f(Te,w) for t = 0,...,(T — 1) and Ty lying
in a known invariant set. The reach-avoid value function V' is
then approximated using differential dynamic programming,
resulting in a set of quadratic approximations

Vi(z) = Vi + 2T (z — 7)) + %(x —#) Z(z —T)
for some V; € R, z; € R", and Z; € R™". The set
C= U{:o {z : Vi(x) > 0} then serves as a candidate invariant
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set. Since this set is a union of super-level sets of quadratic
functions, it is semi-algebraic. Viability of this set under a
continuous-time model of the form (1) can then be performed.

V. PROBLEM FORMULATION: CBF SYNTHESIS

This section considers the following problem.

Problem 2: Given a safety constraint S = {z :
0}, construct a CBF b :
invariance and C C S.

We present two approaches to synthesizing CBFs. The first
approach uses an alternating descent method. The second
approach exploits the existence of equilibria to construct CBFs
for local neighborhoods.

h(x) >

R™ — R that guarantees positive

A. Alternating Descent Approach

Our first approach is based on the SOS constraints intro-
duced in Section IV. When the function b(z) is unknown,
the constraints become non-convex. We therefore propose an
alternating-descent heuristic, in which we alternate between
updating the CBF candidate b(x) and the polynomials used
for verification. We describe our approach for synthesizing
CBFs for polynomial dynamics, although a similar approach
can be exploited for systems with trigonometric functions in
their dynamics.

We initialize a function b°(x) arbitrarily (e.g., b°(z) =
h;(z) for some i) and initialize parameters py and p; to
be infinite. At step k, we solve the following SOS program
with variables p, o (z), n*(x), 0%(z),...,0% (z), w(z), and

B (x):

minimize p

s.t. a’f(x)ab’" 1 flz)+ 0, 08 (x )[‘91’8};19(@L
40k (z)bF1(2) + pA(z) — 1 € SOS
(x)bk Yz) +w(z)h(z) — 1 € SOS
[3 (x), ( ) € SOS

(18)

In (18), A(z) is an SOS polynomial chosen to ensure that

the first constraint is SOS for sufficiently large p. We let py

denote the value of p returned by solving (18). The procedure

terminates if p, < 0 or if |py — p},_;| < e. Otherwise, we
solve the SOS problem with variables p and b* given by

minimize p

St ak< Vo fl@) + S, 08(a) [ g(@)].
n* ()b (a:)+pA( )—1€ 808 '
—B’“(x) (#) + w(z)h(z) —1 € SOS

(19)
We let pj, denote the value of p returned by the optimization.
The procedure terminates if p < 0 or if |pp — pi| < €. A
pseudocode description is given as Algorithm 1.

The following theorem establishes correctness of this ap-
proach.

Theorem 13: If the procedure described above terminates at
stage k with pj, <0, then b*~1(z) is a CBF and {b*~!(z) >
0} is controlled positive invariant. If the procedure terminates
at stage k with pf, < 0, then b*(z) is a CBF and {b*(z) > 0}

Algorithm 1 CBF Synthesis

1: Input: Initial candidate CBF b°, dynamics functions f
and g, safety constraint h, tolerance e.

2: Output: Either a valid CBF b or fail if CBF cannot be
found

3: procedure CBF SYNTHESIS(B’, 7, g, h, €)

4 k+0

5 po < 1, py < (14 2¢)

6: while p;, > 0 and p) > 0 and |p;, — p}.| > ¢ do

7

8

9

(pr,a® 0% ... 0k nk BF) — solution to (18)
(p},,b*) < solution to (19)
if p <0 or pj <0 then

10: return b*
11: else
12: return fail

is controlled positive invariant. The procedure converges in a
finite number of iterations.

Proof: We will show that if pp < 0, then b*~1(z) is
a CBF and {b*~1(x) > 0} is controlled positive invariant.
If p < 0, then by construction of (18) there exist SOS
polynomials @&(z) and 3(z) such that

k— 1 k—1
a(a) = o) 2 ka )| Zat|
+n* (@) (2 >+piA( )—1 (20)
B(x) = =B (@)b* ' (z) + w(z)h(z) — 1 1)

Rearranging (20) and setting § = —0% and 7 = —n* yields
mo obF—1
0;
x5

+a(x) —

o) 4+ a)

IO/
Pl () — @ (@) =

Since p, < 0 and A(z) is SOS, @(z)—
there does not exist any z satisfying

obk—1 obk—1
Ox ox 9(z) =0

and b*~1(x) is a CBF by Proposition 1. The case where p, < 0
is similar.

To prove convergence, we observe that pﬁc_l, « x),
n*~(x), 0¥ (x),..., 05 Y (x), and B*1(z) comprise a fea-
sible solution to (18) and py, b*~!(z) are feasible solutions
to (19). Hence p1 > p}f > -+ > pp > p. > -+, ie,
the sequence is monotone nonincreasing. If the sequence is
unbounded, then there exists K such that py, pj, < 0 for all
k > K, and hence the algorithm terminates after K iterations.
If the sequence is bounded below by zero, then it converges by
the monotone convergence theorem and hence |p, — p)| < €
and |py — pj,_,| < € for k sufficiently large. |

We next consider synthesis of HOCBFs. We initialize func-
tions b°(z), 1/)8(x), ..., ¥%(z) arbitrarily. We initialize param-
eters po and pj, to be infinite. We then solve an SOS problem
with variables p, n*(x), 0F(2),...,0F (z), {\s(x) : S C
{0,...,7r +1}}, {BE(z) : S C{0,...,r}}, and w*(x) under

flx)y+1=0

prA(x) is SOS. Hence,

f(z) <0, b (z) =0,

kfl(
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two constraints. The first constraint ensures viability and is
given by

pA() + 7 (@) @) + 0 0k (@) 1y )

i=1
+ Y [As(z)(L}b(z) + O(b(x)))

SCH{0,...,(r+1)}
et @)| + (L5b(z) + O(b(2)))* € SO (22)
les

The second constraint ensures containment within the safe
region and is given by

> B [T

w*(z)h(z) + 1 € SOS

5C{0,...,r} les
(23)
Hence the overall SOS program can be stated as
minimize p
s.t. (22), (23) 24)

N (), BE(x) € SOS

We let p;, denote the value of p returned by solving (24).
The procedure terminates if p, < 0 or if |p, — p)_,| < e
Otherwise, the algorithm proceeds by solving the SOS problem
with variables p, b¥, and ¥%, ... ¥ and constraints

+ ¥ As(x)(L;bk(x)JrO(b’“(x)))
SC{o,...,(r+1)}
le ) e SOS (25
=
and

wh(z)h(z) +1 € SOS

Z Bs (@) [T

5c{0,..., les
(26)
The SOS program is stated as
minimize p @7)

s.t. (25), (26)

The procedure terminates if p’ < 0 or if |p — p}.| < €. Similar
to Theorem 13, it can be shown that this approach terminates
within finite time, and returns an HOCBF if p < 0 or p' <0
at convergence.

B. CBF Computation at Equilibria

We next describe how structures such as the existence of
fixed points can be leveraged to construct CBFs. We consider
the case where the system 4(t) = f(x) 4+ g(x)u has a fixed
point (z*,u*) satisfying f(z*) + g(«*)u* = 0, and have the
following result.

Lemma 7: Suppose that (1) has (z*,u*) as a fixed point and
the linearization around (z*,u*) is controllable. Then there

exists € > 0 and a positive definite matrix P such that b(z) =
e —(z —2*)TP(z — x*) is a CBR.

Proof: Let @(t) = Fz(t) + Gu(t) be the linearization
of (1) in a neighborhood of (x*,u*). Let u(t) = u* — K(x —
x*) be an exponentially stabilizing controller of the linearized
system. Then there is a quadratic Lyapunov function V' (z) =
(r —2*)T P(x — x*) such that (1) is asymptotically stable in
a neighborhood of z*, i.e.,

O (1) + gy < 0.

This is equivalent to %(f(x) + g(z)a) > 0 for (z — z*)
sufficiently small. [ ]

The preceding lemma implies that we can construct a CBF
by computing a fixed point (z*,u*) and a stabilizing linear
controller uw = —K7Z of the linearized system and solving
the Lyapunov equation F'p + PF + N = 0 where F =
(F — GK) and N is a positive definite matrix. It remains
to choose the parameter €, which can be performed via the
following procedure.

Theorem 14: Suppose that (z*,u*) is a fixed point of (1),
P is a solution to the Lyapunov equation for a stabilizing
controller of the linearized sytsem at (z*,u*), and the SOS
constraints

Oé(x)(*2(x*w*)TPf(x))+Z 0i(x)[-2(z — z*)" Pg(x));
+n(z)(e — (x —2*)TP(x — 2*)) € SOS (28)
and

h(z) — B(z)(e — (x — 2*)T P(x — 2*)) € SOS

(29)
hold for some polynomials 61, ..., 8,,, n(x) and SOS polyno-
mials o(z) and B(z). Then b(z) = € — (v — 2*)T P(z — 2*))
is a CBF and {b(x) > 0} is in the safe region.

Proof: 1f (28) holds, then b is a CBF by Propostion 1.
By nonnegativity of SOS polynomials, we have that b(x) >
0 implies h(x) > 0 if h(z) = B(z)b(z) + Bo(z) for SOS
polynomials 8 and Sy. Rearranging terms gives (29). [ |

VI. SIMULATION STUDY

We conducted two simulation studies to evaluate our pro-
posed approach. The first study considered the problem of
verifying safety of a quadrotor UAV. The second study consid-
ered the problem of synthesizing a CBF for a power converter.
Finally, we considered equilibrium-based CBF synthesis for a
linearized quadrotor with actuation constraints.

A. Case Study: Quadrotor UAV Safety Verification

We consider a two-dimensional quadrotor model. In what
follows, we describe the system dynamics, safety constraint,
and verification results.
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1) Quadrotor Dynamics: The quadrotor has a time-varying
state z(t) € RS. The states x; and x5 represent horizontal
and vertical position, x3 represents yaw angle, and x4, x5, g
represent horizontal, vertical, and yaw velocities, respectively.
The dynamics are given by

i T4 0 0
i Ts 0 0
T3 Tg 0 0 Uy
. = -+ __sinzg _ sinzg
Tq 0 M, M, U2
. Ccos T3 CcoS T3
Z5 -9 M, M,
T 0 % 1}4"'
(30)

where g = 9.8 is the gravitational constant, M, = 0.486 is
the mass of the quadrotor, I, = 0.00383 is the moment of
inertia, and L, = 0.25 is the length of the rotor arm.

2) Safety Constraints: We consider the problem of synthe-
sizing an invariant set in order to enforce a constraint on the
minimum altitude of five meters for the quadrotor, so that the
safe region is defined by {x : x5 > 5}. This set is clearly
not controlled positive invariant, since ©5 = x5, which does
not contain the control input w. In order to construct a safety
constraint, we first use the approach of Section IV-F to convert
(30) to an equivalent polynomial system

1 Ty 0 0
T T5 0 0
T3 TeT7 0 0
= _ %3z _ Z3 Ui
Ty | = 0 + M, M,

x7 x7 U2
xs _g qu Mq
= L L
X O Zr L
-6 e T, T
Ty —ZI3T¢ 0 0

(31)

where T3 = sinxz and T7 = cosxg. In order to ensure that
Zo > 5, we include an additional safety constraint Ts — k(Zo —
5) > 0 for some k& > 0. This constraint ensures that, when
2 = 5 (the quadrotor reaches the boundary of the safe region),
we have 5 > 0. Examining Z5, we find that LyTs = 0 when
Z7 = 0. We therefore add a third safety constraint {Z; > ¢}
for some § > 0. Finally, to ensure that the constraint on Z7
is satisfied, we add the constraint {—Z3Z¢ — ¢(z7 — J) > 0}.
Introducing symmetric constraints when § < 0 gives the semi-
algebraic invariant set candidate

C=({z2 =5} N{Zs — k(z2 — ) > 0}
N{z7 > 6} N{—z376 — ¢(T7 — 0) > 0})
U ({72 > 5} N{Z5 — k(T2 — B) > 0}

N{—Z7 — 0 > 0} N {Z3%6 — ¢(T7 — 6) > 0}) (32)

3) Verification Procedure: We can apply the verification
procedure of Section IV-A to check that C is viable. We have
can write C in the form (4) with s =2, r{ = ro =4,

bi1(z) = T3 —5, bia(x) =T5 — k(T2 —5) (33)
bis(x) =T7 — 6, bu(x) = —T3Tg — $(Tr — ) (34)
bo1(x) =Tg — 5, boo(x) =T5 — k(T2 — 5) (35)
bas(x) = —Z7 — 6, bag(x) = T3T6 — ¢(T7 — 0) (36)

The possible values of S are {1}, {2}, and {1,2}. For
S = {1,2}, the set C; N Cy is empty, making verifica-
tion trivial. When S = {1}, the set II({1,2} \ {1}) =
{(2,1),(2,2),(2,3),(2,4)} and Z(S) = 2{1234} (that is,
the set of subsets of {1,2,3,4}). The case where S = {2}
is similar. Altogether, we have 64 SOS programs to solve
for each S, for a total of 128 SOS programs. However, we
observe that some programs can be removed immediately as
they involve verifying empty sets. Specifically, since b11(z) =
ba1 () and bia(x) = bea(x), the cases where 7(2) = 1 and
w(2) =2 (for S = {1}) and 7(1) = 1 and 7(1) = 2 (for
S = {1}) can be ruled out. With this reduction, there are 32
SOS programs to be solved.

The verification problem was solved on a MacBook M1 Pro
with 16GB of memory using the Yalmip SOS solver [44]. The
total runtime was 3260 seconds.

B. Case Study: Power Converter Safety Synthesis

We consider a power converter with state x(t) € R? and
dynamics given by [25]

i —0.0521 — 57.925 + 0.0091925
j?3 —0.271.1‘1 — 3143?2
0.05 — 57.925 —57.925
+ | 1710 + 17102, 0 < t ) 37)
0 1710 + 171024 Y2

The safety constraint is given by {(z1/20)? +23+23—1.2%2 <
0}. The goal of this case study is to evaluate the basin
of attraction of the alternating-descent synthesis approach of
Section V-A. Specifically, we construct a CBF b that satisfies
the positive invariance conditions with {b(z) > 0} contained
in the safe region. We then randomly perturb b(x) to obtain
a new function bp(x) and initialize the alternating descent
algorithm with starting point by (z). The level of perturbation
of b(x) that can be tolerated while still returning a valid CBF
will be used to evaluate the CBF synthesis algorithm.

In order to construct a CBF b, we linearize (37) around the
equilibrium point (0, 0,0). We then use the equilibrium-based
synthesis of Section V-B to compute a quadratic CBF. The
CBF is given by b(z) = ¢ — 27 Sz, where

0.0251 —0.000239  —7.30 x 107°
S = —0.000239 0.000600 —5.17 x 1075
—7.30x107° —5.17x107°

c=T587x107*

We then perturb this condition by setting by(z) = ¢ —
2T Syx, where Sy = (I +A)® S, I is the 3-by-3 identity ma-
trix, ® denotes the entrywise matrix product, and A is a matrix
with i.i.d. Gaussian entries that have mean zero and variance
o. The parameter o was varied in order to test the effect of
different perturbation levels. For each o € {1,2,3,---,20},
the alternating-descent algorithm was repeated 50 times. The
fraction of the time that the algorithm terminated with a valid
CBF is given in Table I. We observe that the algorithm
converges even for large perturbations of the initial condition.
One possible reason for this behavior is that the system is

Authorized licensed use limited to: WASHINGTON UNIVERSITY LIBRARIES. Downloaded on December 05,2024 at 20:05:51 UTC from IEEE Xplore. Restrictions apply.

© 2024 |IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2024.3497001

AUTHOR et al.: PREPARATION OF PAPERS FOR IEEE TRANSACTIONS AND JOURNALS (FEBRUARY 2017) 13
TABLE | based on our framework, as well as sufficient conditions for

SUCCESS PROBABILITY OF ALTERNATING SYNTHESIS existence of continuous safe feedback control policies.
o 1 4 7 10 | 13 16 20 We proposed two algorithms for synthesizing control barrier

072 | 0.6 | 0.72 | 0.6 | 0.62 | 0.78 | 0.74

Success prob.

open-loop stable, which reduces the CBF synthesis problem
to synthesis of a Lyapunov function. In order to evaluate
our synthesis algorithm on an open-loop unstable system, we
perturbed the dynamics to obtain

1 —0.057z1 — 50.922 + 0.0096z3
195221 + 314x3
T3 —0.2982x; — 365.2x4

0.05 — 57.9z4 —57.9z3
+ | 1710+ 171024 0 (

“1 ) (38)
0 1710 + 171021

U2

We followed the same synthesis procedure and found that the
the proposed alternating descent approach converged to a valid
CBF 70% of the time with o = 1.

C. Synthesis for Linearized Quadrotor

We simulated our approach on a quadrotor UAV with state
x(t) € R™ and control input u(t) € R™. We have

In order to construct a CBF, we first linearized (30) around
the origin to obtain the linearized model &(t) = Fx + Gu and
constructed an LQR controller. We defined b(z) = ¢ — 2% P,
where P is the solution to the Lyapunov equation for the LQR
controller, as in Section V-B. We found the maximum value of
e such that viability of C was satisfied and C C S by solving
an SOS program as in Section V-B.

Fig. 1(a) shows the shape of the safe region for different
sizes of the constraint set, confirming that the safe region
contracts as the control constraints become more restrictive.

Figure 1(b) shows the trajectory of the UAV for different
initial states. We choose ¢ = 1 and use a CBF-based controller
with b(z) as defined above. The CBF-based controller selects

u at each time step according to
minimize u”u

s.t. %(f(x) + g(x)u) > —kb(x)

ul| <1

(39)

with k = 10. As shown in the figure, if x(0) ¢ C (red curve),
the trajectory eventually exits the safe region even if the CBF
control policy (39) is used. On the other hand, if 2(0) € C,
then z(t) € C C S for all time ¢ > 0.

VIl. CONCLUSIONS

This paper studied verification and synthesis of control
barrier functions and controlled positive invariant sets. We
showed that verifying that a semi-algebraic set is controlled
positive invariant for a system with polynomial dynamics is
equivalent to the non-existence of a solution to a system of
polynomial equations and inequalities. We then proved that
controlled positive invariance is equivalent to a sum-of-squares
optimization problem via the Positivstellensatz. We derived
techniques for safety verification of CBF based controllers

functions. The first algorithm is an alternating descent heuristic
based on solving a sequence of sum-of-squares programs. The
second algorithm derives a local CBF in the neighborhood of a
fixed point of the system. We evaluated our approach through
simulation studies on a quadrotor model and a power converter
system.
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Fig. 1. Numerical evaluation of our approach on a linearized quadrotor model. (a) Geometry of the safe region for different values of the input

constraint. As the input constraint becomes more restrictive, the size of the feasible safe region is reduced. (b) Comparison of trajectories from
CBF-based control policies. In both cases, the control policy is given by (39) with & = 10. Initializing the state within {« : b(x) > 0} maintains
the state within the safe region {z : ||z||2 < 1}, while initializing outside C results in a safety violation.
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APPENDIX |
VERIFYING PRACTICALITY OF A SEMI-ALGEBRAIC SET

In what follows, we describe an approach to verifying that
a semi-algebraic set is practical. We have the following result.
Theorem 15: Let

C=nNj_1{x:bi(x) >0}

be a closed simple semi-algebraic set and let € > 0. For any
S C{1,...,r}, define Og(z) and Pg(z) to be the matrices
with rows equal to (2 : i € S) and (2% : i ¢ S) respectively.
The set C is practical if and only if, for all S C {1,...,7},
there do not exist x € R", y € RIS and w € R I5l
satisfying (i) b;(x) = 0 for all ¢ € S, (ii) b;j(x) > 0 for
all i € {1,...,7}\ S, (i) y7Os(z) + wT Pg(x) = 0, (iv)
y,w > 0 and (v) yTy > €2.
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Proof: Recall that a semi-algebraic set is practical if, for
any x € C, there exists z satisfying %l; z+b;(x) > 0. Suppose
that C is practical and =z € C, and let S = {i : b;(z) = 0}.
Since x € C, we must have b;(x) > 0 for ¢ ¢ S. Hence the
condition for practicality implies that there exists z satisfying
%z > 0 for all ¢ € S and %z > —b;(x) for all i ¢ S. By
scaling z appropriately, we have that this is equivalent to the
existence of z satisfying %z > 0 for i € S and %z >0
for i ¢ S. We can write these inequalities in matrix form
as O©g(z)z > 0 and Pgz > 0. By Motzkin’s Transposition
Theorem, the existence of such a z is equivalent to the non-
existence of y and w satisfying y7O5(z) + wl®g(x) = 0,
y,w > 0, and y # 0. By scaling y, this can be made equivalent
to yTy > €2. Hence, if © € C, then conditions (i)-(v) are
satisfied.

Conversely, suppose that C is not practical. By the preceding
analysis, there must exist  and z violating the conditions (i)-
). |

The conditions (i)-(v) define a semi-algebraic set, and hence
equivalent conditions for non-existence of (x,y,w) satisfying
(1)-(v) can be derived using the Positivstellensatz. In the
case where r = 1, the condition to be verified reduces to
non-existence of z satisfying b(z) = 0 and % = 0. By
the Positivstellensatz, this is equivalent to the existence of
polynomials 7(z) and 6 (x),...,0,(x) satisfying

<n(fc)b(w) + Z %@-(m) — 1) € SOS.

APPENDIX Il
PROOFS FROM SECTION IV-A

Proof: [Proof of Theorem 4] Let C; = {z : b;;(x) >
0Vj=1,...,7}. Suppose that € 9C. Since C is closed,
we have z € C, and hence there exists S C {1,...,s} such
that v € C; fori € Sand x ¢ C; fori ¢ S. If i ¢ S, there
must exist at least one j; € {1,...,7;} such that b;;,(z) < 0.
If ¢ € S, then we must have b;j(z) >0 forall j =1,...,7;.
Furthermore, there must exist at least one index j such that
bij(x) = 0, since otherwise z would lie in the interior of C;
and hence in the interior of C. Letting T; denote the collection
of such indices completes the proof. ]

Proof: [Proof of Lemma 4] The first step in the proof is
to show that 7¢(z) = (J;cg Te, (). Suppose that z € T¢, ().
Then

i inf dist(x + 72,C)

< liminf dist(z + 72,C;)
T—0 T

T7—0 T

=0,

implying that z € T¢(z).
Now, let z € T¢(x), and suppose z ¢ T¢,(x) for all i € S.
Then there exist ¢; > 0 for ¢ € S such that
dist(x + 72,C;)

liminf ————= = ¢
T—0 T

Hence there exist § > 0 and 7 > 0 such that 7 < 7 implies
that M > § for all ¢, implying that M >4
for all 7 < 7. This, however, contradicts the assumption that
z € Te(x), and hence we must have z € T¢,(z) for some

ieS.

The fact that

. Obij

Te,(x) = {z B 220}
follows from the definition of C; and Lemma 1. Combining
this with T¢(z) = ;g Te, (7) completes the proof. [ |

Proof: [Proof of Lemma 5] By Farkas Lemma, there
exists a solution u to the system O (x)u < () if and only
if there is no y € RY satisfying y; > 0 for i = 1,...,N,
O(z)Ty =0, and v (z)Ty < 0. Hence, for all z with p(z) > 0
Vp € P and ¢g(z) = 0 Vg € Q, there exists a solution to
at least one of O;(x)u < t;(x) if and only if there do not
exist (x,y) € R"™ such that yy,...,yxy >0, O;(z)Ty =0
fori =1,...,m, —(x)Ty < 0, p(z) > 0 for p € P and
q(z) = 0 for ¢ € Q. The non-existence of such points is
equivalent to the existence of the polynomials A, ¢, and o
defined in the statement of the lemma by Theorem 3. [ ]

Proof: [Proof of Theorem 5] We first prove that C is
viable if the conditions of the theorem are met. Suppose
x € OC. By Theorem 4, there exist S C {1,...,s}, m €
nH{1,...,s}\'S), and (T; : ¢ € S) € Z(S) such that
biz@iy(x) < 0 for i ¢ S, bj;(xz) > 0 fori € S, j ¢ T;,
and b;j(z) = 0 for ¢ € S and j € T;. This is equivalent to
p(x) > 0 for p € Py and g(x) =0 for ¢ € Qg 7,x.

By Lemma 5, B({O©s 1, I e Sh{vsry : 1 €
S}, Psrx, Qs,1,x) is nonempty if and only if for every x
with p(x) > 0 for p € P and ¢(z) = 0 for ¢ € Q, there exists
[ € S and a vector u satisfying Og 1 (z)u < s r,(z). By
definition of O 1; and ¥s 1, we then have (i) ésj’l(:v)u <
1/3571[(33) and (ii) Au < c. Constraint (i) implies that

Oby;

oz Y
for all j € T}, and hence (f(x) + g(z)u) € Te(x) by Lemma
4. Constraint (i) implies that u € U. Hence, at every = € 0C,
there exists u € U with (f(z) + g(x)u) € Te(z), implying
that C is viable.

Now, suppose that the conditions of the theorem do not
hold for some S C {1,...,s}, m € II({1,...,s} \ S), and
T € Z(S). By Lemma 5, there exists  with b;(;)(z) < 0 for
1¢S5, bi;(x) =0fori e SandjeT; and b;;(x) > 0fori €
S and j ¢ T;, such that there for all [ there is no u € U with
(:)s,T,l(x)u < 1[)57T7l(x). Equivalently, there exists © € A(C)
such that there is no v € U with (f(z) + g(x)u) € Te(z).
Finally, we observe that we must have x € 9C, since if 2 ¢ 9C
we would have 7¢(x) = R™, a contradiction. Thus there exists
x € 9C with (f(z)+ g(z)u) ¢ Te(z) for all u € U, implying
that C is not viable. ]

(@) < DY 7(a)

APPENDIX Il
PROOF OF THEOREM 9

This appendix presents the proof of Theorem 9. As a
preliminary, we present background on triangulations of semi-
algebraic sets. More details can be found in [7, Ch. 9.2].

Let ag, ..., a) be (k+1) affinely independent points in R™.
The k-simplex [ag, . . ., ag] is the set of = € R™ such that there
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exist nonnegative real numbers Ag, ..., Ay with

k k
Z/\izl, x:Z/\iai.
=0 =0

For any subset a;,,...,a; of {ag,...,ar}, the [-simplex
[@ig, - .-, a4 is a face of [ag, ..., ax]. If o is a simplex, then
we denote by o the set of points in o whose coefficients \;
are all positive, and denote ° as an open simplex.
Definition 9: A simplicial complex K = {o; : i =
1,...,q} is a collection of simplices such that, for each o,
all faces of o; are included in K and for all 3,5 = 1,...,p,
either o; No; =0 or o3 N o is a common face of o; and 0.
The realization of K is denoted |K| and defined by

q
K| =] -
i=1

The open simplices o) form a partition of K. The following
theorem defines triangulations of semialgebraic sets.
Theorem 16 ( [7], Theorem 9.2.1): Every closed and
bounded semi-algebraic set C C R"™ is semi-algebraically
triangulable, i.e., there exists a finite simplicial complex

K = {o; : @ = 1,...,q} and a semi-algebraic
homeomorphism ® : |K| — C. Moreover, given a finite
family Sp,...,S5, of semi-algebraic subsets of C, we

can select a simplicial complex K and a semi-algebraic
triangulation @ : | K| — C such that every S} is the union of
a set of open simplicies ®(a?).
We are now ready to provide the proof of Theorem 9.
Proof: The approach of the proof is to construct a
feedback controller 4 : C — U that renders C positive
invariant. First, for each T'C {1,...,r}, define

Cr=Cn{z:b(z)=0VieT}

For each x, define T to be the maximal set T" such that z € Cr,
and let u(z) satisfy u(z) € U and %l;" (f(x)+g(x)u(x)) >0
for all ¢ € T. By continuity, there exists a ball B(x) centered
at z such that, for all z € B(z), %l: (f(z) + g(x)u(x)) >
0. Since Cp is compact, there exists a finite set of balls
B(zr1),...,B(xrMm,) such that Cp is contained in their
union. Furthermore, there is a continuous and positive definite
function dr : Cr — R such that, for any = € Cp, the ball
centered at x with radius dr is contained in B(zr ;) for some

i €1,...,Mr. Let d = ming min {dr(z) : € Cr}, noting
that d > 0.
Let Z1,..., Zn be a collection of balls centered at points in

C with radius ¢ such that C C vazl Z;. Consider the collection
of semi-algebraic sets {Cp, : T C {1,...,r},i=1,...,N}
defined by Cr; = Cr N K;. Let (K, ®) be a semi-algebraic
triangulation satisfying the conditions of Theorem 16. We
define the control policy p as follows. First, suppose that w;; is
a vertex of a simplex o; € K, and let T'(wj;) be the maximal
set T with ®(w;;) € Cr. We have that ®(wj;) € Br(x.) for
some e € {1,..., Mp(y,,}. We choose u(®(wji)) = u(we).

Now, suppose that z € Cr ;. By definition, we have = €
®(0f) for an open simplex o) = [wj1,...,w;r] such that

®(0}) C Cr,i. Defining ay(2), ..., ar(x) to be the barycentric
coordinates of x, define

L
p(x) = an(z)p(@(wjr)).
k=1

Note that this function is continuous in z. We will show that
u(x) satisfies the conditions for positive invariance.

Let wj; be a vertex of 0'.?. By definition of K;, we have
that ||z — ®(w;;)|| < d, and hence z is contained in the ball
centered at ®(w,;) with radius d(®(w,;)). By definition of d,
we then have that € Br(x.) where z. is defined as above,
implying that %l;i (f(z) + g(z)pu(®(wj;)) > 0. The control
p(x) is therefore a convex combination of values of w that
satisfy 2% (f(z) + g(z)u) > 0, implying that p(z) satisfies
the condition as well.

By continuity, there exists a ball B(z) centered at  such
that, for all z € B(z), %l;i (f(z)+g(z)u(z)) > 0foralli € T.
By local compactness of C, there is a countable set of balls
B(z), indexed Br 1, Brs,..., that covers Cp and such that
each = € Cr lies in at most finitely many balls. Moreover, for
every € OCrp, there exists d(z) > 0 and a ball By such
that B(z,d(z)) C Br.

|

Proof: [Proof of Proposition 10] By Theorem 9, it suffices

to prove that, for each x € JC, there exists u € U satisfying
%(f(x) +g(x)u) > 0 for all 7 with b;(x) = 0. The existence
of such a u is equivalent to the conditions of the proposition
by Motzkin’s Transposition Theorem. [ ]
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