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Abstract— Safety is a fundamental requirement of many
robotic systems. Control barrier function (CBF)-based ap-
proaches have been proposed to guarantee the safety of robotic
systems. However, the effectiveness of these approaches highly
relies on the choice of CBFs. Inspired by the universal approx-
imation power of neural networks, there is a growing trend
toward representing CBFs using neural networks, leading to
the notion of neural CBFs (NCBFs). Current NCBFs, however,
are trained and deployed in benign environments, making
them ineffective for scenarios where robotic systems experience
sensor faults and attacks. In this paper, we study safety-critical
control synthesis for robotic systems under sensor faults and
attacks. Our main contribution is the development and synthesis
of a new class of CBFs that we term fault tolerant neural
control barrier function (FT-NCBF). We derive the necessary
and sufficient conditions for FT-NCBFs to guarantee safety, and
develop a data-driven method to learn FT-NCBFs by minimiz-
ing a loss function constructed using the derived conditions.
Using the learned FT-NCBF, we synthesize a control input and
formally prove the safety guarantee provided by our approach.
We demonstrate our proposed approach using two case studies:
obstacle avoidance problem for an autonomous mobile robot
and spacecraft rendezvous problem, with code available via
https://github.com/HongchaoZhang-HZ/FTNCBF.

I. INTRODUCTION
Robotic systems are increasingly deployed in safety-

critical applications such as search and rescue in hazardous
environments [1]–[3]. Safety requirements are normally for-
mulated as the positive invariance of given regions in the
state space. Violations of safety could lead to catastrophic
damage to robots, harm to humans that co-exist in the field
of activities, and economic loss [4], [5]. A popular class
of methods for safety-critical synthesis is control barrier
function (CBF)-based approaches [6]–[9]. A CBF defines a
positive invariant set within the safety region such that when
the robot reaches the boundary of the set, the control input
will steer the robot towards the interior of the set.

The performance and safety guarantees of CBF-based
approaches are strongly dependent on the choice of barrier
functions. Neural control barrier functions (NCBFs) [10]–
[12], which represent CBFs using neural networks, have
attracted increasing interest. Compared with the polynomial
CBFs found by sum-of-squares (SOS) optimization [13]–
[17], NCBFs leverage the universal approximation power of
neural networks [18]–[20], and thus allow CBFs to be applied
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to high-dimensional complex systems [11], [21]–[25], e.g.,
learning-enabled robotic systems [26] and neural network
dynamical models [27], [28].

At present, NCBFs [10]–[12], [29]–[31] are developed for
robotic systems designed to operate in fault- and attack-free
environments. Sensors mounted on robotic systems, however,
have been shown to be vulnerable to a wide range of faults
and malicious attacks [32], [33]. As demonstrated in our
experiments, the safety guarantees of NCBFs do not hold
when robots are operated in such adversarial environments.

In this paper, we study the problem of safety-critical
control of robotic systems under sensor faults and attacks.
We consider that an adversary can choose an arbitrary fault or
attack pattern among finitely many choices, where each pat-
tern corresponds to a distinct subset of compromised sensors.
We propose a new class of CBFs called fault-tolerant NCBFs
(FT-NCBFs). We present a data-driven method to learn FT-
NCBFs. Given the learned FT-NCBFs, we then formulate a
quadratic program to compute control inputs. The obtained
control inputs guarantee that the robot moves towards the
interior of the positive invariant set defined by the FT-NCBF
under all attack patterns. Consequently, we can guarantee
robot’s safety by ensuring that the positive invariant set is
contained within the safety region. To summarize, this paper
makes the following contributions.

• We propose FT-NCBFs for robotic systems under sensor
faults and attacks. We derive the necessary and sufficient
conditions for FT-NCBFs to guarantee safety. Based on
the derived conditions, we develop a data-driven method
to learn FT-NCBFs.

• We develop a fault-tolerant framework which utilizes
our proposed FT-NCBFs for safety-critical control syn-
thesis. We prove that the synthesized control inputs
guarantee safety under all fault and attack patterns.

• We evaluate our approach using two case studies on
the obstacle avoidance problem of a mobile robot and
the spacecraft rendezvous problem. We show that our
approach guarantees the robot to satisfy the safety
constraint regardless of the faults and attacks, whereas
the baseline employing the existing NCBFs fails.

The rest of this paper is organized as follows. Section II
presents preliminaries and problem formulation. We present
our solution in Section III and demonstrate its safety guar-
antee in Section IV. Section V concludes the paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

This section presents the system and adversary models. We
then state the problem studied in this paper. We finally in-
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troduce preliminary background on extended Kalman filters
and stochastic control barrier functions.

A. System and Adversary Model

We consider a robotic system with state xt ∈ X ⊆ Rn

and input ut ∈ Rp at time t. The state dynamics and output
yt ∈ Rq are described by the stochastic differential equations

dxt = (f(xt) + g(xt)ut) dt+ σt dWt (1)
dyt = (cxt + at) dt+ νt dVt (2)

where functions f : Rn → Rn and g : Rn → Rn×p

are locally Lipschitz, σt ∈ Rn×n, Wt is an n-dimensional
Brownian motion. In addition, matrix c ∈ Rq×n, νt ∈ Rq×q ,
and Vt is a q-dimensional Brownian motion. Here at ∈ Rq

is an attack signal injected by an adversary, which will be
detailed later in this section.

We define a control policy µ : {yt′ : t′ ∈ [0, t)} → Rp

to be a mapping from the sequence of outputs to a control
input ut ∈ Rp at each time t. The control policy needs to
guarantee the robot to satisfy a safety constraint, which is
specified as the positive invariance of a given safety region.

Definition 1 (Safety): A set D ⊆ Rn is positive invariant
under dynamics (1), (2) and control policy µ if x0 ∈ D and
ut = µ(xt) ∀t ≥ 0 imply that xt ∈ D for all t ≥ 0. If
D is positive invariant, then the system satisfies the safety
constraint with respect to D.

We denote the safety region as

C = {x : h(x) ≥ 0}, (3)

where h : Rn → R is locally Lipschitz. We further let the
interior and boundary of C be int(C) = {x : h(x) > 0}
and ∂C = {x : h(x) = 0}, respectively. We assume that
x0 ∈ int(C), i.e., the system is initially safe.

We consider the presence of an adversary, who can inject
an arbitrary attack signal, denoted as at ∈ Rq , to manipulate
the output at each time t. The adversary aims to force
the robot leaves the safety region C. The attack signal is
constrained by supp(at) ⊆ F(r), where r ∈ {r1, . . . , rm}
is the index of possible faults or attacks, m is the total
number of possible attack patterns, and F(r) ⊆ {1, . . . , q}
denotes the set of potentially compromised sensors under
attack pattern r. Hence, if attack pattern r occurs, then the
outputs of any of the sensors in F(ri) can be arbitrarily
modified. We consider that the set of possible faults or attacks
is known, but the exact attack pattern that has occurred
is unknown to the controller. In this paper, we make the
following assumption.

Assumption 1: The robot in Eq. (1)-(2) and the attack
patterns F(r1), . . . ,F(rm) satisfy the conditions: (i) The
system is controllable, and (ii) For each i, j ∈ {1, . . . ,m},
the pair [∂f∂x (x, u), ci,j ] is uniformly detectable, where ci,j is
the corresponding matrix after removing sensors affected by
ri and rj from matrix c.

We state the problem studied in this paper as follows.
Problem 1: Given a safety region C defined in Eq. (3)

and a parameter ϵ ∈ (0, 1), construct a control policy µ such

that, for any attack pattern r ∈ {r1, . . . , rm}, the probability
Pr(xt ∈ C ∀t) ≥ (1− ϵ) when attack pattern r occurs.

B. Preliminaries

The extended Kalman filter (EKF) [34] can be used to
estimate the robot’s state [35], [36]. We denote the state as
x̂t and let the updated estimate be as follows:

dx̂t = (f(x̂t) + g(x̂t)ut) dt+Kt(dyt − cx̂t), (4)

where Kt = Ptc
TR−1

t is the Kalman gain, Rt = νtν
T
t , and

x̂t is the state estimate. Positive definite matrix Pt is the
solution to dP

dt = AtPt +PtA
T
t +Qt −Ptc

TR−1
t cPt, where

Qt = σtσ
T
t , At =

∂f̄
∂x (x̂t, ut), and f̄(x, u) = f(x) + g(x)u.

We make the following assumption in this paper.
Assumption 2: When at = 0, the SDEs (1)-(2) satisfy:

1) There exist constants β1 and β2 such that E(σtσ
T
t ) ≥

β1I and E(νtν
T
t ) ≥ β2I for all t.

2) The pair [∂f∂x (x, u), c] is uniformly detectable.
3) Let ϕ be defined by f(x, u)− f(x̂, u) = ∂f

∂x (x− x̂) +
ϕ(x, x̂, u). Then there exist real numbers kϕ and ϵϕ
such that ∥ϕ(x, x̂, u)∥ ≤ kϕ∥x − x̂∥22 for all x and x̂
satisfying ∥x− x̂∥2 ≤ ϵϕ.

The accuracy of of EKF is given by the theorem below.
Theorem 1 ( [34]): Suppose that Assumption 2 holds.

Then there exists δ > 0 such that σtσT
t ≤ δI and νtνTt ≤ δI .

For any 0 < ϵ < 1, there exists γ > 0 such that

Pr

(
sup
t≥0

||xt − x̂t||2 ≤ γ

)
≥ 1− ϵ.

We finally introduce stochastic control barrier functions for
robots in the absence of at, along with its safety guarantee.

Theorem 2 ( [37]): Suppose that at = 0. For the robot in
Eq. (1)-(2) with safety region defined by Eq. (3), define

b
γ
= sup

x,x0

{b(x̂) : ||x− x0||2 ≤ γ and b(x0) = 0}.

Let b̂γ(x̂) := b(x̂) − b
γ

and x̂t denote the EKF estimate
of xt. Suppose that there exists a constant δ > 0 such that
whenever b̂(x̂t) < δ, ut is chosen to satisfy

∂b

∂x
(x̂t)f(x̂t, ut)− γ∥ ∂b

∂x
(x̂t)Ktc∥2

+
1

2
tr

(
νTt K

T
t

∂2b

∂x2
(x̂t)Ktνt

)
≥ −b̂γ(x̂t). (5)

Then Pr(xt ∈ D ∀t| ∥xt − x̂t∥2 ≤ γ ∀t) = 1, where D =
{x | b(x) ≥ 0}.

The function b satisfying inequality (5) is a stochastic con-
trol barrier function. It specifies that as the state approaches
the boundary, the control input is chosen such that the rate
of increase of the barrier function decreases to zero. Hence
Theorem 2 implies that if there exists a stochastic control
barrier function for a system, then the safety condition is
satisfied with probability (1− ϵ) when an EKF is used as an
estimator and the control input is chosen to satisfy Eq. (5).
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III. SOLUTION APPROACH TO SAFETY-CRITICAL
CONTROL AND SYNTHESIS OF FAULT TOLERANT NCBF

In this section, we first present an overview of our solution
to safety-critical control synthesis for the robot in Eq. (1)-(2)
such that safety can be guaranteed under sensor faults and
attacks. The key to our approach is the development of a
new class of control barrier functions named fault tolerant
neural control barrier functions (FT-NCBFs).

A. Overview of Proposed Solution

This subsection presents our proposed solution approach
to safety-critical control synthesis. Since the attack pattern
is unknown, we maintain a set of m EKFs, where each
EKF uses measurements from {1, . . . , q} \ F(ri) for each
i ∈ {1, . . . ,m}. We denote the state estimates and Kalman
gain obtained using {1, . . . , q} \ F(ri) as x̂t,i and Kt,i,
respectively. If there exists a function bθ parameterized by
θ such that Dθ = {x̂|bθ(x̂) ≥ 0} ⊆ C, then Theorem 2
indicates that any control input u within the feasible region

Ωi = {u :
∂bθ
∂x

f(x̂t,i)+
∂bθ
∂x

g(x̂t,i)u−γi∥
∂bθ
∂x

(x̂)Kt,ici∥2

+
1

2
tr

(
νTi K

T
t,i

∂2bθ
∂x2

(x̂t,i)Kt,iνi

)
+ b̂γi

θ (x̂t,i) ≥ 0},

guarantees safety under attack pattern ri, where ci is obtained
by removing rows corresponding to F(ri) from matrix c,
b̂γi

θ (x̂) = bθ(x̂)− b̄γi

θ (x̂), and

b
γi

θ = sup
x̂,x̂0

{
bθ(x̂) : ||x̂− x̂0||2 ≤ γi and bθ(x̂0) = 0

}
.

If there exists a control input u ∈ ∩m
i=1Ωi ̸= ∅, such a control

input can guarantee the safety under any attack pattern ri.
We note that the existence of a control input u satisfying

the constraints specified by Ω1, . . . ,Ωm simultaneously may
not be guaranteed because sensor faults and attacks can
significantly bias the state estimates. Thus we develop a
mechanism to identify constraints conflicting with each other,
and resolve such conflicts. Our idea is to additionally main-
tain

(
m
2

)
EKFs, where each EKF computes state estimates

using sensors from {1, . . . , q}\(F(ri)∪F(rj)) for all i ̸= j.
We use a variable Zt to keep track of the attack patterns
that will not raise conflicts. The variable Zt is initialized as
{1, . . . ,m}. If ∩i∈Zt

Ωi = ∅, we compare state estimates x̂t,i
with x̂t,j for all i, j ∈ Zt and i ̸= j. If ∥x̂t,i − x̂t,j∥2 ≥ αij

for some chosen parameter αij > 0, then Zt is updated as

Zt =

{
Zt \ {i}, if ∥x̂t,i − x̂t,i,j∥2 ≥ αij/2

Zt \ {j}, if ∥x̂t,j − x̂t,i,j∥2 ≥ αij/2
.

After updating Zt, if ∩i∈Zt
Ωi ̸= ∅, then control input ut can

be chosen as
min

ut∈∩i∈ZtΩi

uTt ut. (6)

Otherwise, we will remove indices i corresponding to attack
pattern ri causing largest residue yt,i−cix̂t,i until ∩i∈Zt

Ωi ̸=
∅. Here yt,i is the output from sensors in {1, . . . , q}\F(ri).

The positive invariance of set Dθ using the procedure
described above is established in the following theorem.

Theorem 3 ( [37]): Suppose γ1, . . . , γm, and αij for i <
j are chosen such that the following conditions are satisfied:

1) Define Λi(x̂t,i) =
∂bθ
∂x g(x̂t,i). There exists δ > 0 such

that for any X ′
t ⊆ Xt(δ) := {i | b̂γi

θ (x̂t,i) < δ}
satisfying ||x̂t,i − x̂t,j ||2 ≤ αij for all i, j ∈ X ′

t, there
exists u such that

Λi(x̂t,i)u > −∂bθ
∂x

f(x̂t,i) + γi∥
∂bθ
∂x

(x̂t,i)Kt,ici∥2

− 1

2
tr

(
νTi K

T
t,i

∂2bθ
∂x2

(x̂)Kt,iνi

)
− b̂γi

θ (x̂t,i) (7)

for all i ∈ X ′
t.

2) For each i, when r = ri,

Pr(∥x̂t,i−x̂t,i,j∥2 ≤ αij/2 ∀j, ∥x̂t,i−xt∥2 ≤ γi ∀t)
≥ 1− ϵ. (8)

Then Pr(xt ∈ Dθ ∀t) ≥ 1− ϵ for any r ∈ {r1, . . . , rm}.
Based on Theorem 3, we note that the key to our solution

approach is to find the function bθ. We name the function bθ
as fault tolerant neural control barrier function (FT-NCBF),
whose definition is given as below.

Definition 2: A function bθ parameterized by θ is a fault
tolerant neural control barrier function for the robot in Eq.
(1)-(2) if it there exists a control input u satisfying Eq. (7)
under the conditions in Theorem 3.

Solving Problem 1 hinges on the task of synthesizing
an FT-NCBF for the robot in (1)-(2), which will be our
focus in the remainder of this section. Specifically, we first
investigate how to synthesize NCBFs when there exists no
adversary (Section III-B). We then use the NCBFs as a
building block, and present how to synthesize FT-NCBFs.
We construct a loss function to learn FT-NCBFs in Section
III-C. We establish the safety guarantee of our approach in
Section III-D.

B. Synthesis of NCBF

In this subsection, we describe how to synthesize NCBFs.
We first present the necessary and sufficient conditions for
stochastic control barrier functions, among which NCBFs
constitute a special class represented by neural networks.

Proposition 1: Suppose Assumption 2 holds. The function
b(x̂) is a stochastic control barrier function if and only if
there is no x̂ ∈ Dγ := {x̂ | b̂(x̂) ≥ 0}, satisfying ∂b

∂xg(x̂) = 0
and ξγ(x̂) < 0, where

ξγ(x̂) =
∂b

∂x
f(x̂) +

1

2
tr

(
νTKT

t

∂2b

∂x2
(x̂)Ktν

)
− γ|| ∂b

∂x
(x̂)Ktc||2 + b̂γ(x̂). (9)

The proposition is based on [38, Proposition 2]. We omit
the proof due to space constraint. We note that the class
of NCBFs is a special subset of stochastic control barrier
functions. We denote the NCBF as bθ(x̂), where θ is the
parameter of the neural network representing the function.

In the following, we introduce the concept of valid
NCBFs, and present how to synthesize them. A valid NCBF
needs to satisfy the following two properties.

9903

Authorized licensed use limited to: WASHINGTON UNIVERSITY LIBRARIES. Downloaded on December 05,2024 at 20:14:08 UTC from IEEE Xplore.  Restrictions apply. 



Definition 3 (Correct NCBFs): Given a safety region C,
the NCBF bθ is correct if and only if Dθ ⊆ C.
The correctness property requires the NCBF bθ to induce a
set Dθ ⊆ C. If Dθ is positive invariant, then C is also positive
invariant, ensuring the robot to be safe with respect to C. We
next give the second property of valid NCBFs.

Definition 4 (Feasible NCBF): The NCBF bθ parameter-
ized by θ is feasible if and only if ∀x̂ ∈ Dγ

θ := {x̂|b̂γθ (x̂) ≥
0}, there exists u such that ξγθ (x̂) +

∂bθ
∂x g(x̂)u ≥ 0, where

ξγθ (x̂) =
∂bθ
∂x

f(x̂) +
1

2
tr

(
νTKT

t

∂2bθ
∂x2

(x̂)Ktν

)
− γ∥∂bθ

∂x
(x̂)Ktc∥2 + b̂γθ (x̂). (10)

The feasibility property in Definition 4 ensures that a control
input u can always be found to satisfy the inequality (5), and
hence can guarantee safety.

We note that there may exist infinitely many valid NCBFs.
In this work, we focus on synthesizing valid NCBFs that
encompass the largest possible safety region. To this end,
we define an operator V ol(Dθ) to represent the volume of
the set Dθ, and synthesize a valid NCBF such that V ol(Dθ)
is maximized. The optimization program is given as follows

max
θ

V ol(Dθ) (11)

s.t. ξγθ (x̂) ≥ 0 ∀x̂ ∈ ∂Dγ
θ (12)

bθ(x̂) ≤ h(x̂) ∀x̂ ∈ X\Dθ (13)

where ∂Dγ
θ represents the boundary of set Dγ

θ . Here con-
straints (12) and (13) require parameter θ to define feasible
and correct NCBFs, respectively. Solving the constrained
optimization problem is challenging. In this work, we convert
the constrained optimization to an unconstrained one by
constructing a loss function which penalizes violations of
the constraints. We then minimize the loss function over a
training dataset to learn parameters θ and thus NCBF bθ.

We denote the training dataset as T := {x̂1, . . . , x̂N | x̂i ∈
X , ∀i = 1, . . . , N}, where N is the number of samples.
The dataset T is generated by simulating estimates with
fixed point sampling as in [11]. We first uniformly discretize
the state space into cells with length vector L. Next, we
uniformly sample the center of discretized cell as fixed
points xf . Then we simulate the estimates by introducing
a perturbation ρ[j] sampled uniformly from interval [xf [j]−
0.5L[j], xf [j]+0.5L[j]]. Finally, we have the sampling data
x̂i = xf + ρ ∈ T ⊆ X .

We then formulate the following unconstrained optimiza-
tion problem to search for θ

min
θ

−V ol(Dθ) + λfLf (T ) + λcLc(T ) (14)

where Lf (T ) is the loss penalizing the violations of con-
straint (12), Lc(T ) penalizes the violations of constraint (13),
and λf and λc are non-negative coefficients. The objective
function (11) is approximated by the following quantity

V ol(Dθ) =
∑
x̂∈T

−ReLU(h(x̂))ReLU(−bθ(x̂)). (15)

Eq. (15) penalizes the samples x̂ in the safety region but not
in Dθ, i.e., h(x̂) > 0 and bθ(x̂) < 0. The penalty of violating
the feasibility property in Eq. (12) is defined as

Lf (T ) =
∑
x̂∈T

−∆(x̂)ReLU(−ξγθ (x̂)−
∂bθ
∂x

g(x̂)u+ b̂γθ (x̂)),

where ∆(x̂) is an indicator function such that ∆(x̂) := 1 if
bθ(x̂) = b

γ

θ and ∆(x̂) := 0 otherwise. The function ∆ allows
us to find and penalize sample points x̂ satisfying b̂γθ (x̂) = 0
and ξγθ (x̂) +

∂bθ
∂x g(x̂)u < 0. For each sample x̂ ∈ T , the

control input u in Lf is computed as follows

min
u

uTu

s.t. ξγθ (x̂) +
∂bθ
∂x

g(x̂)u ≥ 0
(16)

The loss function to penalize the violations of the correctness
property in Eq. (13) is constructed as

Lc(T ) =
∑
x̂∈T

ReLU(−h(x̂))ReLU(bθ(x̂)) (17)

Eq. (17) penalizes x̂ outside the safety region but being
regarded safe, i.e., h(x̂) < 0 and bθ(x̂) > 0. When Lc(T )
and Lf (T ) converge to 0, constraints (12)-(13) are satisfied.

C. Synthesis of FT-NCBF

In Section III-B, we presented the training of NCBFs when
there exists no adversary. In this subsection, we generalize
the construction of the loss function in Eq. (14), and present
how to train a valid FT-NCBF for robotic systems in Eq.
(1)-(2) under unknown attack patterns. With a slight abuse of
notations, we use bθ to denote the FT-NCBF in the remainder
of this paper. We define b̂γi

θ (x̂) = bθ(x̂)− b̄γi

θ (x̂), where

b
γi

θ = sup
x̂,x̂0

{
bθ(x̂) : ||x̂− x̂0||2 ≤ γi and bθ(x̂0) = 0

}
.

The following proposition gives the necessary and sufficient
conditions for a function bθ to be an FT-NCBF.

Proposition 2: Suppose Assumption 2 holds. The function
bθ(x̂) is an FT-NCBF if and only if there is no x̂t,i ∈ Dγi

θ ,
satisfying ∂bθ

∂x g(x̂t,i) = 0 , ξγi

θ (x̂t,i) < 0 for all i ∈
{1, . . . ,m} where

ξγi

θ (x̂t,i) =
∂bθ
∂x

f(x̂t,i) +
1

2
tr

(
νTi K

T
t,i

∂2bθ
∂x2

(x̂)Kt,iνi

)
− γi∥

∂bθ
∂x

(x̂t,i)Kt,ici∥2 + b̂γi

θ (x̂t,i). (18)
The proposition can be proved using the similar idea to
Proposition 1. We omit the proof due to space constraint.

We construct the loss function below to learn FT-NCBFs

min
θ

−V ol(Dθ) + λf
∑

i∈{1,...,m}

Li
f (T ) + λcLc(T ), (19)

where Lf (T ) =
∑

i∈{1,...,m} Li
f (T ) is the penalty of vio-

lating the feasibility property,

Li
f (T ) =

∑
x̂∈T

−∆i(x̂)ReLU(−ξγi

θ (x̂)−∂bθ
∂x

g(x̂)u+b̂γi

θ (x̂)),
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and ∆(x̂) is an indicator function such that ∆(x̂) := 1
if bθ(x̂) ≤ maxi∈Zt {b

γi

θ } and ∆(x̂) := 0 otherwise. The
control input u used to compute Li

f (T ) for each sample x̂
is calculated as follows.

min
u

uTu

s.t. ξγi

θ (x̂) +
∂bθ
∂x

g(x̂)u ≥ 0 ∀i ∈ {1, . . . ,m}
(20)

If Lc(T ) and Lf (T ) converge to 0, bθ is a valid FT-NCBF.

D. Safety Guarantee of Proposed Approach

In this subsection, we establish the safety guarantee of
our approach for the robot in Eq. (1)-(2). First, we note
that Theorem 3 establishes the positive invariance of set Dθ.
However, the theorem depends on the existence of ut. The
following proposition provides the sufficient condition of the
existence of ut for all x̂ ∈ Dγi

θ , ∀i ∈ Zt.
Proposition 3: Suppose that the interval length L used to

sample the training dataset T satisfies L ≤ s and s → 0.
If an FT-NCBF bθ satisfies Lf (T ) + Lc(T ) = 0, then there
always exists ut such that ∂bθ

∂x g(x̂)ut + ξγi

θ (x̂) ≥ 0 ∀x̂ ∈
Dγi

θ , ∀i ∈ Zt.
Proof: By the constructions of Li

f and Lc, these losses
are non-negative. Thus if Lf (T ) + Lc(T ) = 0, we have
Li
f (T ) = Lf (T ) = Lc = 0. According to the definitions of

Lf and Li
f as well as the conditions that L ≤ s and s→ 0,

we then have that there must exist some control input u that
solves the optimization program in Eq. (20) for all x̂ ∈ Dγi

θ

when Li
f (T ) + Lf (T ) = 0. Otherwise losses Li

f and Lf

will be positive.
We finally present the safety guarantee of our approach.

Theorem 4: Suppose that the interval length L used to
sample the training dataset T satisfies L ≤ s and s→ 0. Let
bθ be an FT-NCBF satisfying Lf (T )+Lc(T ) = 0. Suppose
γ1, . . . , γm, and αij for i < j are chosen such that the
conditions in Theorem 3 hold. Then Pr(xt ∈ C ∀t) ≥ 1− ϵ
for any attack pattern r ∈ {r1, . . . , rm}.

Proof: The theorem follows from Theorem 3, Proposi-
tion 3, and the correctness property that Dθ ⊆ C.

IV. EXPERIMENTS

In this section, we evaluate our proposed approach using
two case studies, namely the obstacle avoidance of an
autonomous mobile robot [39] and the spacecraft rendezvous
problem [40]. Both case studies are conducted on a laptop
with an AMD Ryzen 5800H CPU and 32GB RAM. The
hyper-parameters in both studies can be found in our code.

A. Obstacle Avoidance Problem of Mobile Robot

We consider an autonomous mobile robot navigating on a
road following the dynamics [41] given below

ẋ = f(x) + g(x)u,

where x := [x1, x2, ψ]
T ∈ X ⊆ R3 is the state consisting

of the location (x1, x2) of the robot and its orientation ψ,
u is the input that controls the robot’s orientation, f(x) =
[sinψ, cosψ, 0]T , and g(x) = [0, 0, 1]T .

The mobile robot is required to stay in the road while avoid
pedestrians sharing the field of activities. We set the location
of the pedestrian as (0, 0). Then the safety region is formu-
lated as C =

{
x ∈ X : x21 + x22 ≥ 0.04, and x2 ≥ −0.3

}
,

where X = [−2, 2]3. We consider that one IMU and two
GNSS sensors are mounted on the mobile robot. These sen-
sors jointly yield the output model y = [x1, x1, x2, x2, ψ]

T +
ν, where the measurement noise ν ∼ N (0, σI5) ∈ R5,
σ = 0.001, and I5 is the five-dimensional identity matrix.
There exists an adversary who can spoof the readings from
one GNSS sensor, leading to two possible attack patterns,
{r1, r2}. The compromised sensors associated with attack
patterns r1 and r2 are the second or fourth dimension of y,
denoted as y[2] and y[4], respectively.

We compare our approach with a baseline which adopts
the method from [11] and learns an NCBF ignoring the
presence of sensor faults and attacks. The baseline computes
the control input by solving minu∈Ω̄ u

Tu, where Ω̄ is the
feasible region specified by the learned NCBF.

When applying our approach, we first sample the training
dataset T with L = 0.125, making |T | = 323. Given the
training dataset T , we learn an FT-NCBF using Eq. (19)
with γ1 = 0.002 and γ2 = 0.0015. The training process took
about 604 seconds. The values of loss function, Lf (T ), and
Lc(T ) at each epoch during training are presented in Fig.
1a. We observe that the loss function decreases towards zero
during the training process. In particular, Lf (T )+Lc(T ) →
0 as we train more epochs. By the construction of the loss
function, it indicates that our approach finds a valid FT-
NCBF. The positive invariant set Dθ induced by the learned
FT-NCBF is shown in Fig. 1b. We observe that the zero-level
set ∂Dθ in yellow color stays close to the boundary of the
safety region, while it does not overlap with the unsafe region
in red color. We implement the control policy calculated
using our approach and simulate the trajectory of the mobile
robot using CARLA [42]. In Fig. 1c, we observe that our
proposed approach with parameter α12 = 0.1 avoids any
contact with the pedestrian while remain in the road (green
color curve) and thus is safe, whereas the baseline approach
(red color curve) crashes with the pedestrian and hence fails.
A video clip of our simulation is available as the supplement.

B. Spacecraft Rendezvous Problem

In this section, we demonstrate the proposed approach
using the spacecraft rendezvous between a chaser and a
target satellite. We follow the setting in [40], and rep-
resent the dynamics of the satellites using the linearized
Clohessy–Wiltshire–Hill equations as follows

ẋ =


I3 03

3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0

x+

[
03

I3

]
u

where x = [px, py, pz, vx, vy, vz]
T is the state of the chaser

satellite, u = [ux, uy, uz]
T is the control input representing

the chaser’s acceleration, and n = 0.056 represents the mean-
motion of the target satellite.
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(a)

Unsafe Region Zero-level Set

(b)

Baseline
Proposed Approach
Unsafe Region

(c)

Fig. 1: This figure presents the experimental results on obstacle avoidance of an autonomous mobile robot. Fig. 1a presents
the values of loss function, Lf (T ), and Lc(T ). The loss function decreases towards zero during the training process. Fig.
1b shows the zero-level set of Dθ corresponding to the FT-NCBF bθ. The set Dθ does not overlap with the unsafe region
in red color. Fig. 1c presents the trajectory of the mobile robot when using control policies obtained by our approach and
the baseline approach. We observe that our approach guarantees safety whereas the baseline crashes with the pedestrian.

(a)

Unsafe Region Zero-level Set

(b) (c)

Fig. 2: This figure presents the experimental results on spacecraft rendezvous problem. In Fig. 2a, we demonstrate that the
value of loss function in Eq. (14) quickly converges to zero during training. Fig. 2b presents the zero-level set of Dθ, which
never overlaps with the unsafe region in red color. Fig. 2c simulates the trajectories of the chaser satellite using our approach
and the baseline. We observe that our approach allows the chaser satellite to maintain a proper distance to the target satellite
(green curve), whereas the baseline fails (red curve).

We define the state space and safety region as X =

[−2, 2]6 and C = {x : r ∈ [0.25, 1.5], r =
√
p2x + p2y + p2z},

respectively. The chaser satellite is required to maintain a
safe distance from the target satellite as a safety constraint.
The chaser satellite is equipped with a set of sensors to obtain
the output y = [px, px, py, py, py, vx, vy, vz]

T+ν, where ν ∼
N (0,Σ) and Σ = 10−5×Diag([100, 100, 100, 1, 1, 1, 1, 1]).
We consider two fault patterns {r1, r2}, where r1 and r2 are
associated with compromised measurements from y[2] and
y[4], respectively, raised by a perturbation a ∼ N (−1, 0.1).

We evaluate our approach by comparing with the same
baseline approach in Section IV-A. We sample from state
space X using L = 1 and obtain a training dataset with
|T | = 4096. The training of FT-NCBF took about 1411
seconds with the loss Lf (T ), and Lc(T ) shown in Fig. 2a.
We observe that the loss Lf (T ) and Lc(T ) quickly converge
to 0, and thus the learned FT-NCBF is valid. We visualize
the FT-NCBF bθ in Fig. 2b. We synthesize a control policy
using bθ in Eq. (6). We observe in Fig. 2c that the chaser
satellite never leaves the safety region using the control
policy obtained by our approach, whereas the baseline fails
to maintain a proper distance from the target satellite, leading
to failures in the docking operation.

V. CONCLUSION

In this paper, we focused on the problem of ensuring safety
constraints for stochastic robotic systems under sensor faults
and attacks. To tackle the problem, we proposed FT-NCBFs
and studied the synthesis of FT-NCBFs by first deriving the
necessary and sufficient conditions for FT-NCBFs to guaran-
tee safety. We then developed a data-driven method to learn
FT-NCBFs by minimizing a loss function which penalizes
the violations of our derived conditions. We investigated
the safety-critical control synthesis using the learned FT-
NCBFs and established the safety guarantee. Specifically,
we maintained a bank of EKFs to estimate system states,
and developed a mechanism to resolve conflicting estimates
raised by sensor faults and attacks. We demonstrated our
approach using the obstacle avoidance of a mobile robot and
spacecraft rendezvous. Future work will investigate practical
limitations, including on-board computational complexity
and data-driven dynamical models.
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