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Abstract—Accurate knowledge of the Earth’s melting polar
regions is required to develop scientific models to understand and
predict ice mass loss and sea-level rise. Data from airborne radar
depth sounders have been a valuable asset for polar research
groups for decades. Due to the lack of absolute radiometric
calibration in many of these datasets, data users only have access
to relatively calibrated datasets. System and processing variations
over time, whether intentional or not, confound radiometric
analysis of the data. Radiometric analysis is important, for
example, to the mapping of basal characteristics such as the
presence of liquid water and bed type. To solve the calibration
problem, we present a data-dependent calibration solution that
depends on natural targets that have known radar scattering
characteristics (smooth lake and sea surfaces) and crossovers
(where flight paths image the same target presenting the oppor-
tunity to link the calibration from one flight line to another).
Our approach generates a system of linear equations which we
can use to estimate the unknown calibration coefficients and use
the residuals to provide an error analysis. The crossover analysis
uncovered issues with the data products which we address in this
work. We also present some interesting waveform properties that
are dependent on various crossover parameters such as altitude
differences and the angle between the crossing flight paths.

Index Terms—radiometric calibration, crossover analysis,
MCoRDS, natural target, radar depth sounder

I. INTRODUCTION

Earth’s response to climate change can be observed in

irreversible losses to its cryosphere. Scientific reports show

an alarmingly increasing trend in metrics such as sea level

rise (SLR), ice sheet mass loss, reduction in summer sea ice

coverage, frequency of extreme weather events, and risk to

coastal geographies [1]. Since 1993, key contributors to SLR

are thermal expansion of oceans (42%), melting of temperate

glaciers (21%), the Greenland ice sheet (15%), and the Antarc-

tic ice sheet (8%) [2]. Orbital measurements from gravimeters

and altimeters show ice mass loss in Greenland (270±21

Gigatons/year) and Antarctica (146±39 Gigatons/year) over

the last two decades [3].

Models that predict SLR caused by changes in surface

mass balance and dynamic processes in ice sheets highlight

the importance and necessity of modeling the uncertainties
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in these projections [4]. Airborne radar data collected over

the ice sheets provide wide area coverage of fine-resolution

imagery looking at the inside and basal interface of the ice

that aids in the understanding of ice dynamics. In particular,

it is required to finely map regions around the grounding line

(the boundary between grounded and floating ice) [5] because

the ice bottom near these lines indicates ice sheet stability

[6] that also serves as an important boundary condition for

ice flow numerical models [7]. Radar sounding of crevasses,

streams, and other subglacial drainage systems helps study

calving and crevasse formation [8], [9]. Radar returns have

been used to characterize the orientation of ice crystals linked

to ice flow, fabric, and viscosity of ice sheets at shallow depths

[10]. Detecting the presence of water bodies, type of water

bed (frozen or drained) [11], and analyzing subglacial water

flow by cross-system calibration [12] highlight the importance

of radars in glaciology and also the need for calibration to

improve detection and discrimination [13].

Since 1964, the University of Kansas Radar Systems and

Remote Sensing Lab has been involved with remote sensing

radar development (orbital and airborne) [14]. Established in

2005, CReSIS is a research facility dedicated to advancing

radar technologies and models to understand the role of melt-

ing ice sheets in SLR. CReSIS hosts more than 1.3 PetaBytes

of radar data and has routinely deployed radar sounders since

1993. CReSIS plays a major part in the Open Polar Radar

(OPR) initiative along with a few other prominent polar

radar groups [15]. Instead of individual fragmented research,

the OPR team aims to bring multiple research communities

together to produce a standardized, accessible, and open-

source polar radar software [16] and data products. The OPR

team constitutes nearly 83% of Antarctic radar sounder data

and nearly 100% of Greenland and polar sea-ice data [17].

CReSIS currently operates an advanced airborne radar that

has been improved over the past 30 years from the original

design by Raju Garudachar [18] to the present Multi-channel

Coherent Radar Depth Sounder (MCoRDS). Since 1993, vari-

ous configurations (flight platforms, antennas, transmitter, and

receiver architectures) of the depth sounder have flown and

collected data from 62 science missions, gathering valuable

scientific data about deep layers of ice and bedrock across

Greenland, Antarctica, and other polar regions. Most of these
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configurations are not calibrated for different reasons, such as

large amounts of data from many seasons and many systems,

unintentional time variations (failing channels), manually con-

trolled channel gain without digital control/logging, constant

upgrades during a season without the opportunity for channel

equalization, lack of field calibration using active or passive

targets. However, the only possible calibration for past data

products is to analyze natural targets and crossovers from

already existing data.

MCoRDS uses pulsed linear frequency modulation and syn-

thetic aperture radar (SAR) processing to achieve a resolution

fine enough to image ice layers. SAR data products are used

in advanced processes such as tomography, basal condition

estimation, roughness calculation, and realistic ice modeling

[20]. Even though MCoRDS is referred to as the best of radar

sounders in polar science [21], for the discovery and mapping

of sub-glacial features, scientists are still being forced to use

relative radiometric methods instead of absolutely calibrated

data for attenuation and basal condition estimation [12], [22],

[23]. Despite multiple configurations, such a system demands

a proper radiometric calibration for better quality data products

and inter-seasonal comparison [24].

Section II discusses this calibration problem, and presents

a data-dependent calibration (based on natural targets and

crossovers) for future and already existing data products.

The surface and internal layers are considered specular and

isotropic but the future work would address a weakly bire-

fringent ice. Section III shows the procedure of processing

data from crossover locations, a discussion of results, and a

few examples of selected issues discovered through crossover

analysis. Another proposed solution that uses an active target

is presented in Section IV for future missions. Section V

discusses concluding remarks and future work.

II. CALIBRATING AIRBORNE RADARS

A. Problems

In simple terms, radiometric calibration is the process of

characterizing the radar hardware and processing parameters

to produce data products that are nearly perfect estimates of

a target scene. After calibration, the data products should

be independent of the characterized parameters and contain

only target properties, eventually facilitating a comparison

of the target scene captured at a different time and/or by

another radar. Accurate and precise calibration measurements

are critical to mitigate errors in data products and consequently

improve estimates of scientific parameters and physical models

of the target.

The calibration process for a multi-channel system is a bit

more complex than a single-channel system. A few of the steps

are similar to the textbook SAR systems and signal processing

outlined by Curlander and McDonough [25]. The system

undergoes internal (radar modules are characterized and radar

equation terms are measured) and external (measurements

from a characterized target) calibration. After the process, it is

common to specify uncertainties or error ranges for data prod-

ucts. Complexity often occurs during the calibration, and the

radar platform itself for airborne systems, such as MCoRDS,

making difficult to calibrate using traditional methods.

MCoRDS antenna array characterization is difficult be-

cause its installation under the aircraft fuselage or wings

uses materials/objects with less-known (sometimes unknown)

properties and complex geometric structures. On platforms like

the NASA P-3, the radar antennas use the body of an aircraft

as a ground plane. Due to the lack of accurate electromag-

netic models for the aircraft and MCoRDS’s conformal array,

errors occur due to offsets in simulated and measured array

responses. In a validation flight environment (usually over

water), steering vector generation is affected by the aircraft’s

attitude. This differs from a regular science mission with a

straight heading and a level attitude over ice. Errors in steering

vector estimation propagate to errors in backscatter estimation

[26] and basal condition estimation.

In addition, precise internal calibration is not possible

without monitoring the hardware’s drift over time during a

deployment season. To minimize these issues, smooth water

targets with known scattering properties serve as calibration

targets of opportunity that can help monitor variations in the

end-to-end system. However, not every flight path crosses a

natural target with known scattering properties in a regular

season.

An ideal solution is to deploy an active target discussed

in Section IV for precise calibration. This could solve the

problems for future missions but not the past ones. The data-

dependent calibration solution discussed in Section II-B is

realizable and capable of calibrating current and future data

products.

Fig. 1. Operation mode example of a Natural (known) target and Crossovers

B. Data-dependent Calibration Solution

A partial database of natural targets and crossovers is

generated for a geographic section of Greenland. This will be

extrapolated to include the complete set of natural targets and

crossovers in the data collected by NASA Operation IceBridge

(OIB). This process will check for unsaturated scattering sig-

natures to categorize them into smooth water bodies, crossing

flight paths, ground truths (such as in-situ measurements, ice

cores, observation stations), etc., and location tags (such as

on/off the coast, ice sheet, crevasses). A system of linear

equations that links these signature terms to correction terms

and calibration coefficients is formed. A simple example to

explain this process is shown in Fig. 1.

To begin with, we form the specular radar equation with

the receiver system gain included since this is part of what



we would like to calibrate for each flight path. The equation

uses reflection coefficient (Γ) and two-way spreading loss for

a specular target at a distance, R, (hence 4π(2R)2) to calculate

received power density. The terms in radar equation shown in

(1) include the received power at the digitizer (Pr), transmitted

power (PT ), transmitting antenna gain (GT ), receiving antenna

aperture (Ae), and receiver system gain (Grx).

Pr = PTGT

Γ2

4π(2R)2
AeGrx (1)

Rearranging the terms that remain constant for a mission

and terms dependent on a known target results in (2).

k =
1

PTGTAeGrx︸ ︷︷ ︸
Calibration coefficient

=
Γ2

4π(2R)2Pr

= d

︸ ︷︷ ︸
Known target values

(2)

For a known target, s ∈ N
+, under flight path 1:

k1 = ds (3)

At crossovers, Γ2 =
Pr4π(2R)2

PTGTAeGrx︸ ︷︷ ︸
flight path i

=
P ′

r4π(2R
′)2

P ′

TG
′

TA
′

eG
′

rx︸ ︷︷ ︸
flight path j

(4)

At each crossover, c ∈ N
+, for any two flight paths (i, j) ∈

N
+ the above equation (4) can be rewritten by substituting

in calibration coefficients (ki, kj) defined in (2), and defining

target dependant numerators extracted from the data products,

ac = Pr4π(2R)2, bc = P ′

r4π(2R
′)2, to form:

kiac = kjbc (5)

kiac − kjbc = 0 (6)

Combining (3) and (6) for the example in Fig. 1,

known ⇒

c = 1 ⇒

c = 2 ⇒

c = 3 ⇒

c = 4 ⇒

⎡
⎢⎢⎢⎢⎣

1 0 0
a1 −b1 0
0 a2 −b2
a3 0 −b3
0 a4 −b4

⎤
⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Correction matrix, C

⎡
⎣k1k2
k3

⎤
⎦ =

⎡
⎢⎢⎢⎢⎣

ds
0
0
0
0

⎤
⎥⎥⎥⎥⎦ (7)

C

⎡
⎣k1k2
k3

⎤
⎦ =

⎡
⎢⎢⎢⎢⎣

ds
0
0
0
0

⎤
⎥⎥⎥⎥⎦ ⇒

⎡
⎣k1k2
k3

⎤
⎦ = C+

⎡
⎢⎢⎢⎢⎣

ds
0
0
0
0

⎤
⎥⎥⎥⎥⎦ (8)

In a general case, the size of the Correction matrix, C,

is given by Nrows = (NKnownTargets + NCrossovers) and

Ncolumns = NFlightPaths. Usually, Ncolumns << Nrows,

hence rank(C) = min(Nrows, Ncolumns) = Ncolumns.

When C has full rank, C+ = (CHC)−1CH is the pseudo-

inverse. Generally, a pseudo-inverse using singular value de-

composition is computed in MATLAB to avoid forcing the

full rank, which results in a solution with the least norm.

In either case, the resulting calibration coefficients are the

optimized least squares solution and are used to calibrate

the data products. Residual analysis would provide error

bars on the final results. Cases with higher residuals and

other outliers will be eliminated from the natural target and

crossover analysis. An absolute calibration is possible for the

nadir direction and only a partial one for SAR or side-looking

techniques. Ultimately, the goal of this work is to achieve

the best radiometric accuracy possible. For reference, Broome

and Schroeder [27] analyzed the problem of discriminating

between basal targets with similar reflection coefficients. They

considered radiometric accuracies of ±0.5 dB and ±3 dB.

Although both accuracy levels could provide useful discrim-

ination, they showed there were definite advantages to the

much finer ±0.5 dB accuracy. (Their analysis also suggests

that a multi-frequency dataset is needed to fully leverage the

improved radiometric accuracy.)

III. CROSSOVER ANALYSIS

A. Procedure

Crossover analysis finds reliable target signatures from

crossing flight paths and pre-processes (as necessary) to co-

register the waveforms pulled out from the location. Fig. 2

shows a high-level block diagram and is discussed with ex-

amples in the following sub-sections. For further information,

see the OPR toolbox guide [16], [28].

Fig. 2. Block diagram showing crossover analysis. “xo” is short for
“crossover”.

The crossover table is analyzed and iteratively filtered

to remove outliers such as large elevation differences (>50

meters) between flight paths, rolls greater than a threshold (±7

degrees, for example), and occasionally crossover angles (near-

zero degrees for parallel and near 90 degrees for orthogonal

analysis). This is done for both points on the flight paths so

that the waveforms can have similar (backscatter) properties.

In quick-look processing for each crossover, metadata

(records + frames) and data products from both flight paths are



Fig. 3. Debug figures for a crossover: (i) Flight paths crossing at θ = 83
0;

(ii,iii) Aircraft roll; (iv,v) Partial Radiograms; (vi) Waveform comparison and
(vii) Zoomed inset near surface.

loaded and truncated to select only a single range line from

each flight path. For the waveforms (or the closest range lines)

picked from these radargrams, the location of the surface is

detected even if it is known already. The second waveform is

interpolated on the fast-time axis of the first waveform and

then co-registered onto the first waveform. A new fast-time

axis is created with the surface at zero time to help with further

analysis. The plots are usually normalized as shown in subplots

(vi, vii) of Fig. 3 to see the contrast in waveform properties

discussed in Section III-B or to identify issues in data products

discussed Section III-C. Values such as measured power and

other metadata are returned to the calling function that saves

and reuses the MAT files to continue with the calibration

coefficient estimation. The entire process is repeated until each

crossover in a deployment season is flagged as reliable or low

quality by looking at all the basic metadata and debug figures.

This ensures that extracted waveforms and data processing

parameters in a season are consistent and accurate.

B. Results and Discussion

An example of a crossover from a single day segment is

visualized in Fig. 3 subplot (i). Subplots (ii, iii) show the

aircraft roll for the two partial radargrams shown in subplots

(iv, v) that are extracted from the corresponding frames at

the crossover. The vertical black dashed line indicates the

range line closest to the crossover location. The effect of the

aircraft roll angle on the backscatter intensity can be observed

in radargrams as the internal layers fade in and out because

of the varying incident angle of electromagnetic fields on the

layered media. Layers are clearly visible when the aircraft roll

is closer to zero and begin to disappear when the roll angle is

closer to half of the array beam width (8.3 degrees for NASA

P-3 center array in this example). Even though a threshold for

aircraft roll is set in the crossover table, it is important to check

for internal layering and adjust the threshold if necessary.

Usually, a crossover of flight paths from two different day

segments helps form the equation for crossover shown in (6).

However, this example shows the effect of a near-90-degree

crossover angle in the same flight path at a waypoint, shown

as a black square in subplot (i) just after a turn at the end of

a mission line on the top right corner of the map. Subplots

(vi, vii) of Fig. 3, therefore, show a mismatch in waveforms,

indicating the effects of crossover angle on internal layering

imaged by a single-polarized MCoRDS array.

C. Issues in Data Products

Crossover analysis helped to identify problems in the data

quickly. The qloox data analyzed so far indicates that a

crossover can be affected by one or more issues such as a

mismatch in the processing parameters for a single or multiple

waveforms, a single or multiple faulty channels, spanning a

single or multiple day segments, etc.

Waveform jumps/discontinuities: MCoRDS uses multiple

waveforms (usually three) with different pulse and gain set-

tings to sound englacial targets throughout the ice column

and the scattering from the basal interface underneath the

ice. In the process of combining these individual images, an

error in ADC gain or channel equalization magnitude causes

a discontinuity in stitching the waveforms. This appears as a

jump that could incorrectly indicate the presence of a bright

ice layer. In a few cases, the jump completely hides the local

peaks that indicate layers and the bottom.

If the raw and pulse-compressed data per channel look to

be in good shape, similar to other channels, and if the only

issue is an offset in signal power, then a temporary fix is to

adjust channel equalization coefficients for the faulty channel

to match with other channels. A better way is to look at natural



Fig. 4. Data products issues example: (i) waveforms from point 1 of a
crossover before and after fixing the jump during image combining; partial
radargrams from point 1 before (ii) and after (iii) fixing the jump; partial
radargram from point 2 of the crossover (θ = 84.010) shown for comparison.

target responses and properly estimate channel equalization

coefficients; this will be accurately fixed in future analysis of

natural targets. An example of fixing jumps, shown in Fig.

4, results in accurate power levels with improved SNR for

layers and bottom. Radargrams in subplots (ii, iii) show this

improvement for the first point of a crossover. Radargram from

the second point of the crossover in subplot (iv) shows the

distortion of an elliptical 5-kilometer subglacial feature imaged

at a crossover angle of 84.01 degrees.

Waveform shapes/distortions: Due to hardware issues, a

few channels often produce bad waveform shapes, such as

wider side lobes and distorted pulse-compressed waveforms.

This issue is easily identified when the rest of the channels

look good. MCoRDS samples the backscatter in the baseband

through receiver modules that need frequent attention due to

a moderate failure rate during the campaign. Usually termed

ADC issues, these are rectified between consecutive day

segments if time permits, or sometimes can go on for multiple

days. By spot-checking a frame to look at individual channels

and plotting normalized cross-correlation coefficients, bad

channels are identified, and the parameter spreadsheets are

updated to omit them from subsequent processing.

After fixing one or more of these issues in data products,

a near-zero crossover angle example in Fig. 5 shows well-

aligned waveforms at a crossover formed by different flight

paths that are 17 days apart.

IV. PROPOSED ACTIVE TARGET SOLUTION

In the future, to avoid problems with data-dependent cal-

ibration, a simple active target with an antenna, digitally

controlled waveform generator, transmitter, and receiver offers

great potential to calibrate the system in a single-pass. Unlike

a passive target reflector, an active target offers a higher

SNR and adjustable calibration signal waveforms. During

calibration mode, the airborne radar’s pulse repetition interval

Fig. 5. An example of perfectly aligned waveforms for a near-zero crossover
angle (θ = 0.240) after fixing issues in data products. (i) crossover waveforms
showing surface (0 μs), layers, and bottom (20 μs); (ii) zoomed plot (1 - 12
μs) showing aligned peaks (internal layering)

could be adjusted to be longer than usual to accommodate a

calibration signal from the active target, as shown in Fig. 6.

The active target can also work in a smart mode where it can

record the transmission in addition to broadcasting the signal

back to the radar and/or transmit a recorded signal. The link

budget for an active target deployed at broadside and grazing

angles that can support a version of MCoRDS flying on a

NASA P-3 platform is shown in Table I. If the radar’s transmit

signal is used for calibration, then an amplifier stage with 13

dB gain and 23 P1dB at output could be used.

V. CONCLUSION

The crossover analysis framework is complete which is used

to identify and fix issues in data products. OPR toolbox scripts

can now populate the crossover rows of the Correction matrix.

Crossover analysis at near-orthogonal and near-zero crossover

angles can provide insight into how the backscatter is affected

by areas with varying ice dynamics. The next step is to build a

natural target analysis framework to fill the remaining rows by

identifying good natural targets for absolute calibration. This

process includes a specularity analysis of data products to find

smooth water under flight paths.
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Fig. 6. Operation mode of the Active Target

TABLE I
LINK BUDGET FOR THE ACTIVE TARGET

Operation parameter Broadside (Grazing)
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Transmit antenna gain 3 dBi (0 dBi)
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Received noise power -95.20 dBm
Received SNR 53.75 dB (20.75 dB)
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