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A B S T R A C T   

Nanocrystalline (NC) Ni-40Cu and Ni-40Cu-0.6P (at.%) alloys were mechanically loaded in tension at ambient 
(23 ◦C) and elevated (150 ◦C) temperatures with the deformed nanostructure captured by in situ transmission 
electron microscopy coupled with digital image correlation for data mining high strain regions prior to cata
strophic failure. The addition of the P provided grain boundary partitioning that stabilized the NC structure 
under both loading cases, which was not found to be the case for the binary alloy. While mechanical strength 
softening was observed in each of the alloys upon thermomechanical loading, the retention of strength was 
substantially higher in the ternary alloy than its binary counterpart. Digital image correlation was found to be a 
useful means for image mining to identify different regions where failure mechanisms were initiated. Inter
granular failure was observed as the dominant failure mechanism in all specimens with the binary alloy revealing 
a coarser fracture profile as compared to a finer fracture profile in the ternary alloy. Atomistic simulations are 
used to understand P solute strengthening of the grain boundaries against this fracture failure mode.   

1. Introduction 

Over the last 30 years, nanocrystalline (NC) alloys have been 
modeled [1–10], fabricated [11–16], and characterized [11–19] to reap 
the benefits of the Hall-Petch relationship [20,21]. Significant efforts 
have been made to study the mechanisms governing the strength gained 
by reducing the grain size (GS) of a material to retain that strength 
throughout deformation. While NC alloys exhibit exceptional strength 
from their nanometer sized grains, these grains are inherently unstable 
because of the high radius of curvature described by the Gibbs-Thomson 
effect [22]. The application of thermal [23–25] and/or mechanical 
[26–30] stimuli results in significant grain coarsening to reduce this 
radius of curvature resulting in an associated reduction in strength. The 
mitigation of such detrimental grain growth has been approached from 
two primary concepts – kinetically pinning the grain boundaries (GBs) 
[31,32] and/or reducing the thermodynamic driving force for grain 
growth, i.e., making the Gibbsian excess free energy trend towards zero 
[1,15]. These approaches have each manifested themselves in materials 
which are reported to be NC stabilized. In the Cu-Ta alloy system, 

nanoscale Ta precipitates out of solution pinning the boundaries 
resulting in excellent stability up to temperatures of 1000 ◦C [3,33]. 
Even under mechanical loading, these stabilized grains have been 
resilient against growth [34]. Comparatively, the Ni-P system, first re
ported to be NC stabilized by Kirchheim [15,35], achieves its stability 
through a thermodynamic stabilization method, with more recent work 
by Zhou et al. revealing the ability to vary the stability mechanism from 
thermodynamic to Zener through composition and/or process control 
[11]. 

Many nanocrystalline alloys, where the grains are not stabilized, 
reveal coarsening as a mechanism of deformation under loading [26–29, 
36]. Under stabilization of an NC alloy, this removes GB migration as a 
deformation mechanism whereupon other mechanisms become domi
nant [10]. To identify and evaluate such mechanisms ideally requires in 
situ loading methodologies where one can observe the material 
response. By doing so, direct insights into the deformation and failure 
behavior can be gained, which are often speculated through ex situ tests 
with postmortem characterization. 

A multitude of mechanical testing platforms have been developed for 
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such in situ experiments, ranging from commercially available systems 
[37–40] to independently developed microelectromechanical systems 
(MEMS) [17,18,41–48]. The observation of the deformation using these 
testing platforms can be through optical, X-ray, and electron microscopy 
methods, with each having various strengths and weaknesses. For op
tical imaging, image resolution for fine scale features is limited to sizes 
greater than a few hundred nanometers; in X-ray imaging, optical spatial 
resolution is of the order of a hundred nanometers; and for electron 
microscopy, it is dependent if the imaging mode being either scanning or 
transmission modes. This work will focus on transmission electron mi
croscopy (TEM) because it has the highest spatial resolution, of the order 
of a few nanometers, which is ideal for NC stabilized alloys. 

Of these TEM-based devices, the majority of studies focused on NC 
materials have been limited to mechanical loads applied at room tem
perature (RT) [17,18,47,48]. For example, Gupta et al. [48] employed 
stress relaxation tests to quantitatively extract the activation volume of 
nanocrystalline Au films while Guo et al. [39] and Kumar et al. [49] both 
examined grain rotation under mechanical loads within a TEM. If tem
perature is applied during loading, it is achieved through an attachment 
that heats the sample through the TEM, such as a laser [50–56] or the 
loading device itself [11,57,58]. Arguably, the latter method offers more 
flexibility in that a specialized TEM column is not required. Of the 
loading device approach, Zhu and his group [41] have constructed a 
MEMS chip that applies simultaneous thermal and mechanical loads on 
TEM specimens. To date, this device has been employed for the study of 
1D nanomaterials such as Si or Ag nanowires [41,46,59]. Despite the 
variety of potential means to perform thermomechanical loading for in 
situ TEM, there has not been a significant number of reports examining 
NC alloys using this approach. Since load and temperature are both 
means to coarsen NC grains, their compound effect on nanostructure 
stability and strength offers an interesting opportunity for study. This 
work serves to bridge the gap between the mechanical and thermo
mechanical testing regimes within the TEM allowing for insights into 
nano-structural evolutions when these two types of loads are applied 
together. 

In this paper two NC stabilized alloys are chosen for study: the 
ternary Ni-40Cu-0.6P (at.%) [60] and the binary Ni-40Cu (at.%) system 
(which serves as the control). The Ni-Cu alloy forms a solid solution with 
the Ni-40Cu composition being reported as the peak strength [61]. In the 
ternary system, the P solute partitions to the GBs and provides a ther
modynamic stabilization mechanism between the two NC nano
structures [11]. 

2. Materials and methods 

2.1. Fabrication of thin films 

A set of Ni-40Cu and Ni-40Cu-0.6P (at.%) NC films were deposited 
via magnetron sputtering in an AJA 1500-F sputtering chamber by co- 
sputtering elemental Cu with either Ni or Ni-4P (at.%) targets, respec
tively. Prior to sputtering, a base pressure < 4.0 × 10−6 Pa was achieved 
wherein ultra-high purity Ar was flowed into the chamber at a rate of 10 
standard cubic centimeters per minute while a gate valve throttled the 
pumping rate to achieve the working gas pressure of 0.267 Pa. Each film 
was deposited onto pre-polished 13 mm radius NaCl crystals at a 
deposition rate of 0.1 nm/s to a thickness of 75 nm. The NaCl substrates 
were then dissolved in deionized water allowing the film to float off the 
substrate and be suspended on the water surface. The liberated films 
were then lifted onto a 3 mm diameter Cu grid, dried via wicking, and 
prepared for FIB lift-out as outlined in [62]. 

The compositions used in this work were prepared through known 
sputtering rates calibrated by atom probe tomography (APT) in our prior 
work [59]. The compositions were verified via APT to within 0.1 at.%. 

2.2. Description of MEMS devices 

The MEMS device used here consists of a free-standing comb drive 
actuator that supports Z-shaped Si springs, Fig. 1. The central springs 
simultaneously support a viewing shuttle and provide Joule heating 
when connected to an external voltage supply. Equation 1 [41] describes 
the applied force, F, as a function of applied voltage, V (V): 

F =
Nεt
d

V2 (1)  

where N is the number of comb pairs, ε the permittivity of the envi
ronment, t the device thickness, and d the spacing between adjacent 
comb pairs. A comprehensive description of the device design is pro
vided in [41], with the primary changes here being the active device 
thickness and size to enable higher loads. 

The Z-beams are modeled as ideal springs [41,42] allowing for 
calibration of the applied force through Hooke’s Law. The spring stiff
ness was calculated by finite element analysis (FEA) on the ANSYS 
software platform with a temperature dependent model [63]. The 
temperature dependency of Si’s Young’s modulus is given as: 

E(T) = E0 − 0.04 (T − T0) # (2)  

where E0 (160 GPa) is the Young’s modulus of Si at room temperature 
(T0, 22 ◦C) and E(T) is the Young’s modulus of Si at an elevated tem
perature. Each device was measured to assess the shuttle gap width as a 
function of the applied voltage and/or temperature prior to mounting a 
specimen based on a modeled spring stiffness of 204 N⋅m−1 at 22 ◦C and 
197 N⋅m−1 at 150 ◦C. The upper bound temperature is limited by the 
elastic response of the Si-based device [63]. 

The devices were manufactured by MEMSCAP® via the Silicon-on- 
Insulator Multi-User MEMS Processes (SOI-MUMPS) with an active de
vice thickness of 25 µm. Each device was evaluated under an optical 
microscope at 2000x magnification to ensure separation of features 
prior to use. For the interested reader, the details of this and similar 
MEMS chip devices are found in reference [64]. The devices were then 
Ag epoxied into a custom carrier fit to a Hummingbird 8-pin Electrical 
Biasing Holder and wire-bonded to the gold pads via 1 mil Au wire. 

The thermoelectric and electromechanical responses were again 
modeled in ANSYS via a 3D multi-physics technique discussed in detail 
in reference [41]. Thermal modeling results were validated by 
measuring the resistance of the device while external heat was applied in 
a vacuum chamber up to 200 ◦C. This resistance was then compared to 
the intrinsic resistance of the device while heated through Joule heating. 
The model was additionally verified by qualitatively comparing the 
grain growth behavior of NC Pt on the MEMS device as compared to a 
DENS Solutions Wildfire® chip for a temperature range of 22 ◦C – 700 ◦C 
with further details of this calibration reported in the Supplemental 
section. 

2.3. In situ loading procedures 

Annealing ramp procedures were defined in terms of current per 

Fig. 1. Scanning electron micrograph showing the key features of the device. 
An electrostatic comb drive allows for mechanical loading. Specimens are 
welded across the central shuttle gap enclosed in the white dashed box. The 
entire structure is supported by Z-shaped beams which serve as springs and 
allow for resistive heating. 
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second rather than temperature because of the complexity of the elec
trothermal model. Furthermore, a linear current ramp rate does not 
result in a linear temperature rise with the reader referred to Appendix 
Fig. A1 for additional details relating the temperature as a function of 
time and current. The devices were heated at a ramp rate of 0.01 mA⋅s−1 

to slowly bring the system to equilibrium. Specimens were held at the 
maximum loading current of 10 mA (150 ◦C) for 60 min. prior to 
applying mechanical loads to allow for stabilization of both the MEMS 
device and any microstructural evolution in the specimen. The speci
mens were then mechanically loaded at an assumed stress rate of ≈ 10 
MPa⋅s−1. This translates to a real stress rate of 3.75 – 5.38 MPa⋅s−1 

applied to the specimen as measured in post-processing. The real stress 
rate applied to the specimen cannot be fully predicted due to specimen 
unfurling, slippage, and the actual percentage of the load that the 
specimen bears relative to the springs. However, the real measured 
stress rates can be captured during the expriment and are the following: 
Ni-40Cu at RT: 4.81 MPas−1, Ni-40Cu-0.6P at RT: 3.75 MPas−1, Ni-40Cu 
at 150 ◦C: 5.38 MPas−1, and Ni-40Cu-0.6P at 150 ◦C: 4.29 MPas−1. 
Further explanation for these calculations is provided in Appendix A1 
with supplementary figures Fig. A2 through Fig. A4 added for clarity. 

2.4. Microstructural characterization 

Thin film specimens were prepared for TEM through a focus ion 
beam (FIB) milling lift-out technique using a Tescan Lyca XMU FIB-SEM. 
The samples were extracted from the plane-normal of the 75 nm thick 
films and shaped via an 8 keV, 120 pA Ga+ ion beam for milling and an 8 
keV, 20 pA Ga+ ion beam for welding. The further details of the pro
cedure are outlined in [62,65,66]. 

The nanostructure of the films was microstructurally characterized 
through the plane-normal during in situ studies in a 200 keV FEI Tecnai 
G2 Supertwin TEM. These films were characterized at various stages 
including in the as-deposited state (no thermomechanical load condi
tion), after a 60 min. annealing step, during thermomechanical loading, 
and post loading. During the loading steps, in situ videos were acquired 
at 10 frames per sec. to capture the material response as deformation 
occurred. 

The grain size of the films was measured through dark field imaging 
within the gage section, with a minimum 150 grains counted per 
specimen. 

2.5. Simulation details 

To support the forthcoming structure-property discussion, atomistic 
NC structures were created and mechanically tested. These structures 
consist of nearly 40 grains, periodic boundaries, and have a grain size of 
8 nm and a randomly selected grain orientation distribution. They were 
initially created for elemental Ni from phase field simulations using the 
methods outlined in [67] and equilibrated using a two-step equilibration 
approach [68]. This approach ensured that the resulting NC structures 
are more physical in terms of topologies and size distributions of grains 
and GBs and are also properly equilibrated. All simulations were per
formed in LAMMPS software [69] and visualizations carried in OVITO 
[70]. 

To date, there is not a well-vetted thermodynamic potential for the 
Ni-Cu-P alloy. However, Ni-Cu forms a complete solid solution [71] and 
Ni and Cu exhibit similar partition and reactive phase formations with P. 
To that end, we have employed the use of a Ni-P structure, which has an 
established potential [10], to assess the mechanical behavior as a 
function of NC stability to lend insights into experimental alloys’ 
behavior. Alloyed Ni-P structures were generated from NC Ni structures 
by randomly replacing some amount of Ni atoms with P atoms to reach a 
global composition of Ni-1P (at.%). The initial alloyed structures were 
subjected to the hybrid molecular dynamics (MD) - Monte Carlo (MC) 
simulations until all the solute segregated to GBs and the system’s po
tential energy reached a local minimum [72]. A MC step consisted of 

swapping P and Ni atoms with probabilities dictated by the Metropolis 
criteria at 23 ◦C (300 K). After every 1000 MC steps, the whole system 
was equilibrated for 1 ps at 23 ◦C in an isothermal-isobaric ensemble 
while maintaining zero normal pressure at periodic boundaries [10]. 
Interactions in elemental Ni and alloyed Ni-P structures were modeled 
using EAM style interatomic potentials that are shown to reproduce 
experimental lattice parameters and cohesive energies [73,74]. 

With the system constructed, the NC Ni and Ni-P structures were then 
tested under uniaxial tension using MD simulations in an isothermal- 
isobaric (NPT) ensemble at a constant strain rate of 108 s−1 at 23 ◦C 
temperature and zero normal pressure along boundaries in the trans
verse directions. The stress values between 5 and 10 % strain were 
averaged to obtain the flow stress. To simulate fracture, the uniaxial 
tension MD simulations were also performed in canonical (NVT) 
ensemble at 23 ◦C and 150 ◦C temperatures. The contribution of 
deformation mechanisms was quantified as percentages of total loading 
strain accommodation during the uniaxial tensile testing using contin
uum scale kinematic metrics [75,76]. Atoms participating in different 
deformation mechanisms (i.e., twinning, dislocation, elastic grain 
deformation and GB deformation) can be delineated based upon the 
kinematic signatures like slip vector, shear and structural environments 
[75] with additional details regarding this found in [10,77]. The relative 
contribution of the GB mechanisms and all the intragranular mecha
nisms combined (i.e., twinning, dislocation, elastic grain deformation) is 
obtained as the ratio of percentages of total loading strain accommo
dated in these two mechanisms averaged over the flow regime (i.e., 
5–10 % strain). 

2.6. Digital image correlation 

Digital image correlation (DIC) was applied to the last 60 s. of 
deformation before the films failed. While DIC is based on contrast 
tracking and dynamical diffraction in a TEM can confound image 
interpretation, this was not found to be a significant issue and will be 
further discussed later in the paper. First, frames were stack aligned in 
AstroImageJ 5.0.0.00 using an image stabilizer algorithm. The trans
formation was defined as a translation with a maximum pyramid level of 
1, template update coefficient of 0.9, and error tolerance of 1 × 10−7 for 
a maximum of 200 iterations. The stacked images were exported from 
AstroImageJ and imported into the VIC-2D7 software suite for DIC 
analysis. The region of interest (ROI) was defined and a subset size 
evaluated for each specimen individually. The image correlation map 
was then calculated using an exhaustive search procedure which filled 
the boundaries of the ROI with a low-pass filter. The search applied 
Gaussian weights to the subset with an optimized 8-tap interpolation 
approach using a normalized squared differences criterion. The 
Lagrange strain was calculated for the mapped region resulting in strain 
maps. The maps are scaled to the minima and maxima of the specimens 
across the 60 s. range. As defined in the experimental section, loading 
rate was ≈ 3.75 – 5.38 MPas−1, meaning that the analyzed time frame 
corresponds to a 225 – 323 MPa load range, depending on the specimen, 
prior to failure and the Lagrange strain is calculated with respect to this 
frame rather than the initial undeformed configuration. 

3. Results & discussion 

3.1. Mechanical & microstructural properties 

Each specimen was mechanically loaded at a stress rate of 3.75 – 
5.38 MPa⋅s−1. Stress is calculated from a force based on the smallest 
gage width of the individual specimen (which ranged between 400 – 
500 nm) and a gage thickness of 75 nm determined by the deposition 
rate of the specimen with further details provided in Appendix A1. Note 
that the thermomechanically loaded specimens are subjected to a slight 
stress offset in the pre-load condition because of the thermal expansion 
of the Si device applying a minor tensile load. 
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Fig. 2(a-d) are plots of the two alloys at the two temperatures. Strain 
measurements are made by manually measuring the shuttle gap width at 
periodic intervals (30 s.). These manual measurements are prone to 
error because of specimen geometry, unfurling of the specimen during 
the initial loading stage, and slippage from the grips. When a specimen is 
initially loaded, large initial jumps in the far-field strain are observed 
until the specimen is pulled taut under loading. This is clearly seen in the 
Ni-40Cu alloy loaded at 150 ◦C, Fig. 2(c), where the first 30 s. of data 
returns a 2 % far-field strain under a load of only 0.14 GPa. Additionally, 
the Pt welds attaching the specimen to the shuttle may allow some 
slippage to occur between the specimen and the weld joint. For our 
experiments, accounting for this slippage event does not substantially 
alter the failure trends across the various conditions. Nonetheless, an 
example of this slipping behavior is noted in the Ni-40Cu-0.6P alloy 
loaded at 150 ◦C in the micrographs that will be presented in Section 
3.2.2. Collectively, these effects contribute to error in the reported 
strain. Collectively, one should carefully consider these effects when 
assessing the far-field strain value provided in the stress-strain plots in 
Fig. 2(a-d), which is an outcome of experimental limitations using this 
testing method. While these are practical experimental issues, the ability 

to monitor the specimen response under loading, even with semi- 
quantitative measurements, provides the opportunity for new insights 
to deformation evolution to loading and compliments “bulk” scale 
testing that are more appropriate for more rigorous mechanical property 
evaluation which cannot capture the mechanistic behavior. 

The Ni-40Cu-0.6P / room temperature (RT) alloy shows a fracture 
stress of ≈ 1.91 GPa. Upon thermomechanically loading, the fracture 
stress lowers to ≈ 1.80 GPa, which is 94 % of RT fracture strength. The 
decrease in strength at fracture can in linked to two potential outcomes. 
First, in the RT test specimen, in principle, all the species are in solution 
in the as-deposited condition, with Zhou et al. noting that only a minor 
amount of P is found in the GBs [11]. Only upon post-processing 
annealing does the P solute partition significantly into the GB regions. 
Prior work by the authors [60] reveals the highest hardness (9.69 ±

0.09 GPa for Ni-40Cu-0.6P) occurs when all the solute is providing solid 
solution strengthening. Upon annealing, the P partitions to the GBs to 
stabilize the NC structure against grain growth but this results in a loss of 
P’s contribution to the solid solution strengthening evident by a 
reduction of hardness to 9.11 ± 0.1 GPa. Furthermore, when heat is 
applied to drive the solute into the GBs, some modest grain growth 

Fig. 2. Mechanical and microstructural properties measured during testing of the NC foils. Stress-strain and force-time plot of (a) Ni-40Cu at RT; (b) Ni-40Cu-0.6P at 
RT; (c) Ni-40Cu at 150 ◦C; (d) Ni-40Cu-0.6P at 150 ◦C. Cumulative plots for all specimens: (e) corrected stress-strain curves for all conditions; (f) initial grain size 
distributions measured by dark field techniques. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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occurs, Fig. 2(f), before stabilization when one compares the average 
values prior to mechanically loading the foils. But any growth is minimal 
evident in the overlapping standard deviations about each average. 
Here, the Ni-40Cu-0.6P / RT sample has an average grain size of 8 ± 4 
nm and the Ni-40Cu-0.6P / 150 ◦C sample has an average grain size of 10 
± 8 nm, with the higher standard error value after annealing being 
because of inhomogeneous coarsening. Thus, the loss of the P solute out 

of the matrix to the GBs coupled with a modest increase in grain size 
contributes to the measured reduction in loss of strength when loaded at 
temperature. 

To readily compare the two compositions in the four temperature 
conditions, Fig. 2(e) plots the stress vs. strain of all data sets with 
correction for initial unfurling of the Ni-40Cu alloy loaded at 150 ◦C. 
The uncorrected data and further discussion of data corrections and 

Fig. 3. Brightfield micrographs of those films during loading at 22 ◦C. Timestamps are displayed in mm:ss:ms. Beneath the unloaded and near-fracture maps are DIC 
maps for the hydrostatic strain in the load direction which highlight microstructural transformations. Dashed boxes within the inset images display regions of in
terest. (a) Ni-40Cu as-deposited and prior to loading where an interior crack is observed as-deposited (white arrow); (b) Ni-40Cu 60 s, at an applied load of 1.78 GPa, 
before failure; (c) Ni-40Cu just before failure, at an applied load of 2.02 GPa, where two cracks have developed on the exterior of the film (black arrows) and changes 
in diffraction contrast are seen within the dashed boxed regions; (d) Ni-40Cu just after fracture where the fracture has followed the interior crack lines and a very 
small nano-scale crack has developed (dashed black arrow) upon fracturing; (e) Ni-40Cu-0.6P Ni-40Cu-0.6P as-deposited and prior to loading; (f) Ni-40Cu-0.6P 60 s, 
at an applied load of 1.68 GPa, before failure; (g) Ni-40Cu-0.6P just before failure, at an applied load of 1.91 GPa, where two cracks have developed on the edges of 
the film (black arrows) and one in the interior of the film (white arrow) with changes in diffraction contrast highlighted in the dashed boxes; (h) Ni-40Cu-0.6P just 
after fracture where the fracture line passes through the top-left exterior crack and the interior crack from (g) and a residual crack remains (black dashed arrow). (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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artifacts is found in Appendix A1. 
For the control Ni-40Cu / RT, the fracture strength is ≈ 2.02 GPa and 

upon testing at 150 ◦C, the fracture strength is ≈ 1.12 GPa, which is 55 % 
of RT fracture strength. The strength measured at RT is comparable to 
that of the ternary alloy as P in the Ni-40Cu-0.6P alloy has not yet 
strongly partitioned to the GBs. Based on the work of Bikmukhametov et 
al. [78], the addition of 0.6P would increase the relative strength of the 
ternary alloy by approximately 8 %. The difference in strength between 
these two alloys at RT is within the error given the numerous limitations 
in gathering the measurement as discussed above. More interestingly, 
there is a substantially higher percentage reduction in strength with 
temperature in the binary alloy than the ternary one. This can be 
explained by solute P partitioning to and strengthening the grain 
boundaries of the Ni-40Cu-0.6P alloy at elevated temperatures [60]. The 
reduction of strength in the binary Ni-40Cu upon heating is linked to its 
increase in grain size from 8 ± 5 nm (RT) to 18 ± 11 nm (150 ◦C) prior 
to loading. This average grain size value is nearly double of the NC 
stabilized counterpart at the same test temperature, though noting that 
each of the average grain size values are within each other’s standard 
error. 

The most notable outcome of this data set is the significant retention 
of strength upon thermomechanically loading the NC stabilized ternary 
alloy. Collectively, these results demonstrate superior strengthening that 
can be achieved through NC stabilization. 

3.2. Deformation and failure behavior 

With the strength responses measured, the advantages of doing such 
tests in situ to characterize the nanostructure evolution and failure 
behavior is presented. The DIC videos for the in situ acquisitions of each 
test are provided in the Supplemental section available online with this 
paper. 

3.2.1. Room temperature response 
A series of still frame bright field images taken from the in situ video 

acquisition for the RT loaded specimens is displayed in Fig. 3. This series 
shows the films in the unloaded state, Fig. 3(a,e), 60 s. before failure, 
Fig. 3(b,f), just before failure, Fig. 3(c,g), and just after failure, Fig. 3(d, 
h). A careful review of the outer edges of the gage section reveals dark, 
diffraction contrast for a series of larger grains. FIB milling to shape the 
gage length is known to create ion induced grain growth [62,79] and 
explains this artifact; however, this FIB induced coarsening is qualita
tively less in the Ni-40Cu-0.6P samples which is attributed again to the 
presence of the stabilizing solute. This coarsening is important to 
recognize when considering grain size effects on the ultimate tensile 
strength reported herein, as the grain size values reported are averaged 
over the entire sample with generally coarser grains on the exterior. 
While this sample has not been annealed to induce the P solute parti
tioning, prior atom probe tomography characterization by the authors 
has shown some slight partitioning of the P to the GBs in the 
as-deposited state which is provides some modest stabilization from the 
ion-induced grain growth [11,72]. And, finally we note the presence of 
such specimen preparation induced coarse grains may also contribute to 
the lower failure strength of the binary alloy as compared to the ternary 
because of their comparatively larger volume fraction between the two 
samples. 

Located at the bottom, left-hand corner of each of these bright field 
micrographs are magnified insets of the regions noted by the solid white 
box in each image. Within these insets, dashed white boxes are added to 
draw the eye to the same region and highlight the microstructural 
evolution that occurred between each of the selected still frame images. 
The dashed boxes note a few (but not all) areas subjected to grain 
contrast changes, with a particular grain in that box coming in or out of 
contrast. Since contrast is linked to diffraction, this indicates that the 
granular crystallite orientation to the electron beam has shifted. Such 
shifts can be a result of grain coarsening or grain rotation. The thick 

arrows in these frames are guides to features through which the fractures 
pass. Thick white arrows point to cracks while black arrows point to the 
edges of the fracture line. 

While bright field images are useful, the ability to readily observe all 
contrast changes over the entire sample over a multitude of video frames 
(>10,000 frames gathered over the course of the experiment) is difficult, 
if not impossible, to examine manually. There is a high likelihood that 
some features will be missed. Furthermore, after fracture, one is often 
biased to the observations that solely focus on where the particular re
gion of failure occurred. To mitigate these concerns, DIC has been 
employed. 

Traditionally, DIC is used in optical microscopy where a speckle 
pattern is applied to the specimen surface to allow for tracking features 
for the purpose of strain mapping [80,81]. This same idea has also been 
applied using scanning electron microscopy (SEM) measurements 
[82–86]. However, unlike an optical image, where all the contrast from 
these features are collected at the same time since its parallel illumi
nation, the SEM image is a serial sequence since the beam rasters over 
the sample creating an image delay from the first captured point to the 
last captured point. In contrast, an advantage of the TEM, like an optical 
microscope, illumination of the sample uses parallel rays and collects the 
entire image at the same time. 

DIC has been previously employed to in situ TEM deformation studies 
[87,88], where the samples were amorphous and the Bragg diffraction 
contrast would be minimal to reduce artifacts in contrast tracking/strain 
mapping. Here, the same DIC idea is applied, but now to a NC alloy. The 
presence of a crystalline phase, in principle, will increase the potential 
contrast error in tracking since the crystallites can rotate in and out of 
contrast resulting in aberrant strain maps. While this is a legitimate 
concern, Wang et al. [87] did capture the DIC of their amorphous sample 
by using the native contrast that comes from short range ordering and 
here the NC grain size does spatially limit the extent of long range 
ordering. 

If there is a significant change in contrast because of grain rotation or 
coarsening, this would result in a loss of data as calculated by the DIC 
map [80]. Thus, the hydrostatic strain maps presented for the load di
rection (exx), Fig. 3, provide a reasonable evaluation of the localized 
strain, as grain rotation and growth events should not contribute to the 
strain map as they would instead result in a failure in indexation. Noting 
that determination of the largest pixel size above which the indexation 
fails is user defined, one ideally would use the smallest size for the best 
spatial resolution without oversampling the image. The shear strain 
components, exy, provide less insight into structural transformations 
than the hydrostatic component and are provided in Appendix Fig. A5for 
completion. Here, DIC is used as a data mining tool to identify regions of 
localized deformation; however, we noted that the DIC hydrostatic 
strain map matches well with microstructural evolutions. In the sup
plementary online video section, an overlay of the DIC contrast from the 
sample during pulling is provided for both the hydrostatic component in 
the loading direction (exx) and the shear component (exy). 

While the sample is crystalline and is subject to the diffraction 
contrast concerns noted above, the level of contrast changes throughout 
the sample, particularly in the early stages of loading, was found to be 
relatively minor, evident by the continuous green contrast that is seen in 
the DIC image under its corresponding bright field image in Fig. 3. In the 
supplementary videos, there is a flickering of light green contrast during 
the pull supporting that any error created by these dynamical diffraction 
effects are present but not overwhelming in using DIC as a tracking 
method. When the sample approaches the stress at failure, specific re
gions in the sample indicate significant changes in contrast. These are 
the darker blue, purple, red and yellow strain contrast signals see in 
Fig. 3. These regions directly correlate to where the film is undergoing 
significant deformation and where the sample ultimately undergoes 
failure. For example, in Fig. 3(c), in the inset image, a thick white arrow 
in the middle of this image points to the onset of a crack in the interior of 
the NC alloy. The corresponding DIC image below showing a region of 
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high contrast evident by the red strain pointed to by the matching thick 
white arrow. In this same sample, the thick black arrows in the DIC 
image of Fig. 3(c) correspond to the sample’s ultimate fracture path. 
While other areas in the DIC image also show contrast (see the thin 
dashed white arrow where a crack develops, for example), these were 
not the failure points. Comparison of these regions to the bright field 
video images is found to have the onset of microcracking or other 
changes in the grain contrast. Collectively the use of DIC readily helps 
identifying various regions of deformation, even those areas that did not 
result in catastrophic failure. Through the video sequence of DIC images, 
the initial formation and subsequent evolution of these regions are now 
more apparent than what one can be easily gleaned through simple 
viewing of the bright field image sequence. 

With the DIC mapping, the next question is if the measured strain 
values from the map are accurate. Here, the authors first note that far- 
field strain values extracted from the DIC maps, reported in the 
respective discussions below, showed only slight variation to the 
manually measured far-field strain using the shuttle seperation for the 
same time frame (60 s. before failure). The difference between the two 
techniques is unsurprising with manual measurements generally 
reporting higher strain values than DIC due to the inclusion of slippage 
from the grips. If the sample slips, the device has moved further than 
what the sample has responded and therefore measurement across the 
device gap overestimates the real strain in the sample. The high local 
strain gradients reported may be further influenced by the inclusion of 
out-of-plane stresses such as those created on the specimen from a few 
nanometer difference in shuttle height on either side of the gap when the 
specimen is pulled in tension. 

As noted previously, the DIC frames analyzed the last 60 s. before 
failure. Computationally, it is impractical to do this analysis over the 
entire number of frames for the experiment. Thus, the strain changes 
shown for all the DIC maps are relative to the first frame of selected 
analysis to the last frame before failure within this 60 s. time sequence. 
Thus, the strain values from DIC would not match those from the strain 
values reported in Fig. 2, which is collected over the entirety of the 
loading experience. 

In Fig. 3(c)’s DIC image, the maximum identified strain, which is also 
in the region where failure initiated, is ≈ 1.1 %, i.e., the red tint on the 
outer edge of the gage section. However, the far-field strain measured by 
DIC corresponds to only 0.21 % ±0.01 % strain across the map. 
Comparatively, manual measurement of the far-field strain for the same 
time period (60 s before failure) yield a strain of ≈ 0.89 %, which is 
reasonably close to the far-field strain computed by DIC given the dif
ferences in measurement techniques. This example is the worst case, 
whereas most of the other far-field strain values are closer to each other 
as is described below. For example, the Lagrange strain is independent of 
rigid body motion while the far-field strain is simply a small-strain 
tensor. 

Next, the DIC strain map corresponding to the ternary alloy is 
considered, Fig. 3(g). The algorithm reports a maximum strain region of 
≈ 4.4 % with a far-field strain of 1.00 % ±0.02 %. Again, using the same 
frame sequence in the last portion of the test, manual measurement of 
the far-field strain yields a value ≈ 0.84 %, which is in good agreement 
when considering the same time interval. Note that Tong et al. [81] have 
optically measured strain variations in materials and commented that 
local strain measurement can be higher than the overall strain 
measured, even on the order of 6 – 7 times higher. If one further in
vestigates the DIC contrast color scheme of Fig. 3(f), particularly the 
other side of this high strain region, it is balanced by a localized strain 
region of ≈ −3.6 % (purple) with much of the balance of the sample 
strained being colored values that are ± 1 %. 

Regardless of these collective issues where matching variation oc
curs, DIC is showing, at least qualitatively, a means to identify the re
gions of deformation in the crystalline material by TEM image capture. 
Furthermore, the strain measurements, both by the device and DIC 
mapping, are on the order of magnitude for values expected from 

mechanically tested metal thin films [89–91] and offers areas for future 
investigation and optimization. For the balance of the paper, where DIC 
is used, it is presented as a mining tool to locate the regions of interest of 
where and how these nanostructures evolved under load. 

Using the DIC as a guide, examination of the binary Ni-40Cu alloy 
reveals the growth of two sets of internal cracks, Fig. 3(c). Comparing 
the inset image dash boxes between Fig. 3(b) and (c), one can see a 
reduction of diffraction contrast at the edges of the gage length between 
these two frames. This lighter contrast region is correlated to the DIC 
image where the thick black arrows highlight the regions that ultimately 
indicate where the fracture will occur. This fracture path follows the 
internal crack that has formed in this structure suggesting a potential 
initiation site wherein it would then be transverse to both sides of the 
gage length. 

Like the binary Ni-40Cu, the ternary Ni-40Cu-0.6P alloy develops 
cracks during mechanical loading. These cracks form at the edges of the 
specimen and in the interior of the film, i.e., the thick white arrow in 
Fig. 3(g). Examination of the microstructural features near the fracture 
site reveal a less clear change in diffraction contrast in this ternary alloy, 
Fig. 3(g), as compared the binary one, Fig. 3(c), with the image corre
lation technique highlighting areas of microstructural activity below 
each of the micrographs. A crack in the bottom-right side of the inset 
image indicated by a white dashed arrow in Fig. 3(g) can be correlated to 
an area surrounded by compressive strains in DIC map (purple colored 
region). Internal crack formation is also noted in an area of tensile (red) 
contrast, noted by the thick white arrow in Fig. 3(g). Nearby, other 
microstructural evolution events occur which are difficult to resolve by 
the eye, but the DIC map once again does an excellent job of revealing 
these changes. One can make out slight changes in grain size and 
contrast throughout the central section of the gage width by comparing 
the insets in Fig. 3(f,g). 

With the sample broken, the fracture surfaces of the Ni-40Cu and Ni- 
40Cu-0.6P specimens, pulled at RT, are now examined and found to be 
an intergranular failure mode, Fig. 4. This is confirmed by the rough 
edges of the fracture surface outlining the grain boundaries. The Ni- 
40Cu alloy also exhibits a larger, lighter-contrast region along the 
fracture surface. This corresponds to individual grains within the alloy 
that have slid across one another being pulled out to reveal a thinner, 
electron transparent region (lower thickness contrast), Fig. 4(a). 
Comparatively, the Ni-40Cu-0.6P alloy shows a finer, jagged toothed 
profile with fewer areas of this type of lighter contrast along the fracture 
surface, Fig. 4(b). This indicates that fewer grains in the ternary alloy, as 
compared to the binary alloy, slid across each other during the pulling. 
This difference is linked to the P solute acting as a GB strengthener from 
sliding and/or decohesion. 

3.2.2. Room temperature modeling 
Atomistic simulations of the strength of NC Ni and Ni-P under uni

axial tension for 8 nm grain size structures is presented in Fig. 5. This is 
at the same size as our experimental grains. The aim of these simulations 
is to ascertain the influence of the P on the GB strength. Again, it is noted 

Fig. 4. High magnification brightfield micrographs stitched together (a) the 
fracture surface of Ni-40Cu and (b) the fracture surface of Ni-40Cu-0.6P. 
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Fig. 5. Bar graphs showing how the flow stress (a) and strain accommodation distribution (b) vary with solute content and distribution for Ni and Ni-1P with an 8 
nm grain size under isothermal-isobaric load. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 

Fig. 6. (a) A stress-strain plot showing the failure behavior of Ni and Ni-1P with an 8 nm grain size under isothermal-isovolumetric load. Beneath are 2D slices 
through (b) the elemental Ni structure as it fails, and (c) the Ni-1P structure as it fails. Black boxes enclose the nucleation site of the crack in the first frame that the 
crack has formed. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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that Ni and Ni-P are modeled rather than Ni-Cu and Ni-Cu-P because of 
the lack of good thermodynamic potentials and the development of such 
thermodynamic potentials beyond the scope of this work. And, as 
commented above, Ni and Cu form a complete solid solution [71] and 
the thermodynamic behavior of P is similar between Ni and Cu [92–94] 
suggesting that these simulation results will be reasonable estimations. 

What can be gleaned from the NPT condition, displayed as bar 
graphs in Fig. 5(a,b), is that the flow stress increases as P is added to the 
GBs of elemental Ni. Experimentally, even in the as-deposited (sol
utionized) state, there will be some P located within the GBs [10,11] 
which would promote an increase in flow stress in the Ni-40Cu-0.6P 
alloy as compared to the Ni-40Cu alloy. As previously noted, prior 
experimental work has shown the potential for solid solution strength
ening as P is added to the grain interior of Ni or Ni-Cu [60]. 

The flow stress of a NC material is dictated by the competition be
tween the GB and the intragranular mechanisms towards microstruc
tural strain accommodation [10]. The increase in flow stress as P is 
added to the GBs, Fig. 5(a), is indicative that the solute is indeed 
strengthening the boundaries. This is further supported by comparing 
the GB to grain strain accommodation, Fig. 5(b). The ratio being greater 
than unity indicates that GB mechanisms are the dominant deformation 
mode for this smaller grain size and these GBs accommodate more strain 
than the intragranular mechanisms, in agreement with previous studies 
[10]. The ratio decreases when the solute P is added to the GBs, which in 
combination with the increase in flow stress, would imply that the GBs 
are stronger in Ni-1P than in elemental Ni. This partially explains why 
the P containing alloy experimentally tested here (Ni-40Cu-0.6P) 
yielding a finer, jagged tooth pile than the Ni-40Cu alloy. Here, the 
boundaries were strengthened by the addition of P making them harder 
(and by default brittle) resulting in a more cleaved-like fracture 
behavior. In contrast, the alloy with no P had weaker GBs which resulted 
in cracks growing more coarsely through the GBs and ultimately a 
coarser fracture edge structure. 

Further confirmation of the failure behavior is shown in Fig. 6, in 
which the modeled stress-strain plots for Ni-1P and Ni are displayed, 
Fig. 6(a), along with 2D slices through the structures during failure, 
Fig. 6(b,c). 

Here, the model suggests that the Ni-1P alloy (again, with P forced 
into the GB) should fail well before the elemental Ni structure, Fig. 6(a). 
This appears to agree with the experimental data, Fig. 2, in which Ni- 
40Cu-0.6P is slightly weaker than Ni-40Cu. A more careful consider
ation of the modeled stress-strain plots reveals that the Ni structure can 
accommodate more stress and strain before a crack nucleates than the 
Ni-1P structure. However, the nucleated crack propagates more rapidly 
through the Ni structure than the Ni-P structure, was initiated as indi
cated by the steep drop off in stress at failure in the Ni structure, Fig. 6 
(a). 

Slices through the failure event, Fig. 6(b,c) reveal a dramatic dif
ference in the failure behavior between the Ni and Ni-1P structures. 
Atoms are color coded for ease of visualization – red atoms are consid
ered part of a GB, dark blue atoms are considered part of the grain 
interior, cyan atoms comprise twin boundaries and stacking faults 
(hexagonal close packed), and white atoms (only visible in the GBs of the 
Ni-1P structure) are P solute atoms. 

Looking first at the modeled Ni structure, crack nucleation initiates 
at a strain value of 11.55 %, Fig. 6(b). As the strain further increases, the 
crack grows substantially, even with only a 0.05 % increase. A secondary 
crack then impinges at the top of the modeled structure at 11.65 % strain 
and by 11.95 % strain, large sections of the structure have separated. 
The crack that nucleated at 11.55 % strain dramatically opens the 
structure across the 0.40 % strain differential across the sliced images. 

Examination of the modeled Ni-1P system simulation reveals a 
significantly different progression of the crack as the strain progresses, 
Fig. 6(c). Here, the crack nucleates at a strain value of 7.1 %, grows very 
slightly with an increase in strain even up to 0.4 % strain higher than the 
initiation site. Ultimately the Ni-1P structure accommodates a larger 

strain differential after crack nucleation than the elemental Ni structure. 
This difference in how much strain can be accommodated by the 

system before failure but after crack nucleation is significant to the 
experimental observations in Section 3.2.1. The model suggests that 
crack nucleation is harder to achieve in elemental Ni than in the Ni-1P 
binary system, but easier to propagate through Ni than through Ni-1P 
once it has formed. Fabrication of an idealized structure is difficult 
and elemental Ni reportedly deposits with significant void formation 
[95] depending on the deposition condition. In these films, nanoscale 
cracks preexist in the as-deposited state, which can be seen in Appendix 
Fig. A6. While the model appears to smoothly support the experimental 
results, the in situ data is vital to understanding why such differences in 
failure strength exist. The combination of in situ experiments to elucidate 
nanoscale cracks leading to the intergranular failure behavior with 
atomistic modeling suggests that the impact of such 2D defects, while 
often overlooked, are substantial in the processing NC alloys for struc
tural applications. Furthermore, the modeled results displayed in Fig. 6 
(b,c) of the different types of opening structure upon crack propagation 
are supportive of the fracture surface shown in Fig. 4, wherein the 
Ni-40Cu-0.6P alloy displays a finer-toothed edge than the Ni-40Cu 
deposit. 

3.2.3. Thermomechanical response 
A series of bright field micrographs acquired prior to and during 

thermomechanical loading is displayed in Fig. 7. The series consists of 
the alloys as-deposited, Fig. 7(a,f) upon annealing at 150 ◦C for 60 min., 
Fig. 7(b,g), 60 s. before fracture, Fig. 7(c,h), just before fracture, Fig. 7 
(d,i), and just after fracture has occurred, Fig. 7(e,j). Ion beam induced 
grain growth is again noted along the edges of these films, Fig. 7(a,f), 
and has previously been explained in the results above. Some micro
structural evolution is observed in both the binary Ni-40Cu and ternary 
Ni-40Cu-0.6P alloys, Fig. 7(a,b) and (f,g). These changes are supported 
by the grain size measurements noted in Fig. 2(f) where the Ni-40Cu 
alloy increased from 8 ± 5 nm at RT to 18 ± 11 nm at 150 ◦C while 
the Ni-40Cu-0.6P alloy increased from 8 ± 4 nm to 10 ± 8 nm under the 
same conditions. 

Magnified insets of the white solid boxed regions in the bottom left- 
hand corner allow for easier evaluation of these microstructural 
changes. White dashed boxes within the inset images provide for similar 
areas to draw comparisons. Within these boxes, a change in diffraction 
contrast is noted during thermomechanical loading, which indicates a 
shift in grain orientation from either rotation or coarsening. Note that 
what appears to be a large grain in the ternary Ni-40Cu-0.6P alloy, Fig. 7 
(f-j) on the right side of the gage section (pointed out by a small black 
arrow) is an artifact from a section of the film that has folded over during 
milling. Additionally, this ternary specimen slips noticeably away from 
the shuttle during loading, Fig. 7(g-j), and snaps back into place when 
the load is alleviated. This behavior implies that the foil is slipping out 
from the Pt weld during loading resulting in a lower specimen failure 
strength than what is reported and demonstrates the practical experi
mental complications for these types of in situ microscopy tests. Thick 
black arrows are also provided in Fig 7(d,i) indicating where the fracture 
line passes through upon failure. 

As with the RT tests, the DIC maps in Fig. 7 guide the analysis of 
where these films failed and other notable regions of interest. The 
change in color from green in the RT loading condition to blue in these 
conditions is derived from a change in the scale bars. The Ni-40Cu shows 
a dark blue flickering of the DIC derived contrast during most of the 
loading procedure. Areas under high stress develop as the film ap
proaches failure, evident by the red, green, and purple contrast spots in 
Fig. 7(d). The bottom-left tensile strain (red spot) is related to the 
bottom-left dashed box in the corresponding bright field micrograph 
inset in Fig. 7(d). A reduction in contrast is observed because either 
grain growth, rotation, or local thinning effects or a combination of 
these has occurred. Interestingly, no crack formation is observed prior to 
failure within the gage section or at the edges of the film. The specimen 
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ultimately fails in two locations, Fig. 7(e). The primary fracture (defined 
as transmitting through the entire gage width) passes through the 
localized tensile strain found in the bottom-left side of the DIC map, 
Fig. 7(d). A secondary fracture transmits halfway through the structure, 
passing through both the central tensile (red) area and a local 
compressive (purple) region nearby, Fig. 7(d). These regions are 
accompanied by significant changes in contrast, as noted by the inability 
of the DIC map to find a solution in the area and mapping the color as 
black. Regarding this secondary crack, it is important to note that in the 
video capture sequence, the hardware limitations of the camera result in 
acquisition only of the frame before failure and the frame after failure. 
Without high-speed image capturing, one is unable to observe the crack 
propagation events throughout the entire failure event. It is quite 
feasible that the secondary crack initiated prior to catastrophic failure 
but did not propagate through the sample because the initial crack 
alleviated the stress first. It is suspected that mechanically loading at 

elevated temperature promotes a more uniform tensile stress condition 
whereupon multiple failure sites can become active. The DIC maps 
clearly highlight the stress concentrations at such multiple sites in these 
thermomechanically loaded films, Fig. 7(d) and (i). The secondary crack 
initiation site is linked to areas undergoing high tensile and high 
compressive stresses in close proximity. In the room temperature de
posits, such paired sites do not appear to form which may explain the 
difference in behavior between the deposits. 

Comparatively, the primary fracture in the ternary Ni-40Cu-0.6P 
alloy transmits through the small nick on the bottom right side of the 
film, marked by the black arrow in Fig. 7(i), while the secondary fracture 
initiates from the lighter contrast region on the left side of the film. 
These features are also highlighted in the corresponding DIC maps by 
the compressive (purple) spots marked with thick black arrows. The 
existence of compressive strains within this specimen could be unin
tuitive since the sample is tested in tension. Noticeably, the areas 

Fig. 7. Brightfield micrographs of those films during loading at 150 ◦C. Timestamps are displayed in mm:ss:ms. DIC maps for the hydrostatic strain in the load 
direction are provided below the unloaded and near-fracture micrographs to highlight areas of microstructural evolution. (a) Ni-40Cu as-deposited prior to 
annealing; (b) Ni-40Cu just after annealing; (c) Ni-40Cu 60 s, at an applied load of0.89 GPa, before failure; (d) Ni-40Cu just before fracture, at an applied load of1.13 
GPa, where a small crack is noted (thick arrow) and a region of lighter contrast has developed (b). (e) Ni-40Cu just after fracture. A secondary fracture line is noted to 
transmit halfway through the specimen from the crack in (d); (f) Ni-40Cu-0.6P as-deposited prior to annealing; (f) Ni-40Cu-0.6P just after annealing; (h) Ni-40Cu- 
0.6P 60 s, at an applied load of1.63 GPa, before failure; (i) Ni-40Cu-0.6P just before fracture, at an applied load of1.80 GPa, a light-contrast region has developed 
with a very small nick and a very small nick has developed; (j) Ni-40Cu-0.6P just after fracture where the primary fracture passes through the small nick on the 
bottom-right side in (i) and a secondary fracture line is noted to transmit halfway through the specimen from the light contrast region on the middle-left side of (i). 
Comment on (c) and h). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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adjacent to the compressive strain are undergoing significant tensile 
strain as compared to the rest of the foil. This appears to induce a 
compressive load on the neighboring grains in accommodating the 
overall deformation. This result highlights one of the benefits of DIC as a 
useful characterization method for evaluation of the deformation 
behavior in NC alloys. Ultimately, the secondary fracture terminates in 
an area with a refined grain size (compared to larger grains on the edges 
of the foils), in a region under tensile strain (red) shown in Fig. 7(i,j). 

In this thermomechanically loaded state, the DIC maps reveal 
competition between multiple sites for failure, Fig. 7(d,i), regardless of 
composition. This results in two cracks which both propagate through 
the specimens at nearly the same time. In both deposits, the secondary 
fracture terminates in a region under tensile strain and at a refined local 
grain size compared to the edges of the foils. The DIC maps suggest that 
the secondary fracture may alleviate a small, localized strain while the 
primary fracture alleviates a larger strain nearby. 

Like the specimens loaded at RT, the strain values reported by the 
DIC maps vary from the far-field strain measured across the shuttle. The 
far-field strain measured across the entirety of these specimens, Fig. 2(c, 
d), varies from the maximum strain measured here as expected. The 
binary Ni-40Cu alloy is measured to achieve a maximum strain of ≈ 2.4 
% and the ternary alloy is measured to achieve a maximum strain of ≈
5.7 % for the entire test to failure. The DIC map of the binary alloy, again 
only analyzing the last 60 s. before failure, shows a maximum local 
strain value of ≈ 7.4 %, Fig. 7(d), and a calculated far-field strain 
measurement of 0.70 % ± 0.05 % which differs slightly from the manual 
far-field strain measurement of ≈ 0.96 % over the same time frame. 
Similarly, the ternary alloy is reported to achieve a maximum of ≈ 4.5 % 
local strain by DIC during the last 60 s. of loading, Fig. 7(i), and a 
calculated far-field strain of 0.64 % ± 0.05 % which compares to the 
manual far-field strain measurement of ≈ 1.16 % for this frame range. 

The far-field strain measurements calculated by DIC are generally 
lower than those measured by hand. This variation can be attributed to 
the specimen noticeably slipping from the grips near the end of the test 
as mentioned above in Section 3.1. The slippage would increase the 
strain value reported by manual measurement across the gap as 
compared to the DIC measurement reported here. Overall, the variation 
between the DIC-calculated far-field strain values and manually 
measured strain values are not substantially large and give confidence in 
the application of DIC to polycrystalline materials as reported. 

High magnification micrographs of the primary fracture line confirm 
intergranular fracture behavior, Fig. 8. Like the RT sample, upon 
annealing and loading the Ni-40Cu alloy, the grains have a jagged 
profile but with significantly less light contrast grains from the grains 
tearing and sliding part, Fig. 8(a). This could be tied to the annealing 
process sealing fissures within the structure, resulting in less shearing 
within the plane of the film. The Ni-40Cu-0.6P alloy continued to display 
the jagged, fine-toothed fracture surface, Fig. 8(b), which is linked to the 
strengthening of the GBs by P as discussed above. 

3.2.4. High temperature modeling 
The failure surface of the Ni-40Cu and Ni-40Cu-0.6P alloy at 150 ◦C, 

Fig. 8, is consistent with those results demonstrated at room tempera
ture. Atomistic modeling of the 8 nm structures at 150 ◦C, Fig. 9(a), 
under isothermal-isovolumetric (canonical ensemble) conditions reveals 
enhanced ductility at elevated temperatures for both compositions. 
Interestingly, the elemental Ni structure deviates dramatically in its 
strength and ductility at 150 ◦C compared to RT while the Ni-1P alloy 
displays only a slight difference. Furthermore, calculation of the yield 
strength for the Ni and Ni-1P alloys using the 0.2 % offset method [77] 
suggests that the yield strength of pure Ni is similar to its strength at 
room temperature while Ni-1P declines slightly. Nevertheless, Ni-1P has 
a higher yield strength than pure Ni regardless of the temperature 
studied, Table 1. 

The modeled, idealized Ni structure appears to gain strength at 
150 ◦C which contrasts with the experimental results. Furthermore, the 
elemental Ni structure also exhibits a much more substantial drop in 
strength during failure which is indicative that cracks propagate even 
more effectively through Ni at higher temperature than at RT. The 
discrepancy between the experimentally observed drop in strength at 
elevated temperature is tied to the difference between the idealized 
modeled structure (which has no pre-existing flaws) and the nano-cracks 
that are present in the experimental structure as has been reported for Ni 
previously [95]. 

The higher yield strength of Ni-1P system stems from the fact that the 
segregation of P atoms strengthens the GBs, evident from the works in 
reference [10]. Appendix Fig. A7 shows the percentage of total strain 
accommodation in different mechanisms, as a function of applied strain 
at 23 ◦C. It can be seen from this plot that the contribution of GB 
mechanisms towards strain accommodation is higher in NC Ni than in 
Ni-1P, demonstrating the expected GB strengthening from the interfacial 
solute segregation in the Ni-P system. While an increase of temperature 
has a softening effect on strength, it is much more pronounced in Ni-1P 
system than pure Ni, as GBs are already weaker in the latter. 

Examination of the microstructures as they fail, Fig. 9(b,c), shows a 
similar trend as observed at RT. In the elemental Ni structure, two cracks 
nucleate at a strain value of 14.55 % and rapidly grow across the next 
0.1 % of strain. The proximity of these simultaneous initiation sites 
likely contributes to the significant increase in magnitude of the strength 
lost during failure shown in Fig. 9(a). Comparatively, the Ni-1P alloy 
nucleates one crack at a strain value of 7.6 %, nucleates a secondary 
crack at 7.65 % strain on the opposite side of the structure, wherein the 
two cracks slowly grow towards each other over the next 0.35 % strain. 
These results highlight the significance of the crack number density and 
distribution. Ultimately what dictates the failure behavior of the 
experimental films may be the proposed nanoscale cracks, their number 
density, and distribution through the film structures. 

Consideration of this crack propagation behavior implies that the 
modeling results are consistent with the experimental findings, as the 
Ni-40Cu deposit fails at a much lower stress when thermomechanically 
loaded at 150 ◦C, while the Ni-40Cu-0.6P deposit exhibits a less signif
icant drop in ultimate tensile strength (UTS) upon subjecting it to a 
thermomechanical load state. The Ni-40Cu specimen is very well- 
behaved in its agreement with the model suggesting that if a crack 
preexists within the foil, the foil should fail much faster at elevated 
temperatures than at room temperature. While the Ni-40Cu-0.6P alloy 
does not behave as well as the binary system in that the difference in UTS 
is more apparent experimentally than the model would predict. Collc
tively, there may well be differences in the crack density between the RT 
and 150 ◦C loaded structures which are not obvious via BF-TEM. 

4. Collective conclusions and outlook 

In situ RT loading of nanocrystalline Ni-40Cu and Ni-40Cu-0.6P re
veals similar fracture strength which aligns with their similar grain size 
and the homogenous distribution of P in the ternary alloy. Nevertheless, 

Fig. 8. High magnification brightfield micrographs stitched together (a) the 
fracture surface of Ni-40Cu upon thermomechanically loading at 150 ◦C and (b) 
the fracture surface of Ni-40Cu-0.6P upon thermomechanically loading 
at 150 ◦C. 
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there are variations in crack formation and fracture surface profile, with 
the slight amount of P solute strengthening the GBs. The difference in 
crack behavior is confirmed through atomistic simulations of deforma
tion flow stress. 

The alloys soften when thermomechanically loaded at 150 ◦C, irre
spective of composition, but a substantially higher fraction of its 
strength is retained in the ternary alloy over the binary regardless of 
loading temperature. This is attributed to the Ni-40Cu maintaining a 
slightly coarser grain size than the Ni-40Cu-0.6P and the P providing 
additional GB strength. 

DIC mapping is shown to aid in evaluating regions of interest and 

map well to where ultimate failure points initiate. The calculated far- 
field strain values extracted from DIC and those from manual far-field 
strain measurements, over the same analysis period, show reasonably 
good agreement. Any such differnces are attributed to the inherent 
limitations and errors in each measurement. For example, DIC is sus
ceptible for aberrations in contrast changes from Bragg and the far-field 
in specimen alignment and security of weld joints (which were more 
susceptible to loosening with temperature) to name a few. Regardless of 
these issues, the values reported are of the correct order of magnitude for 
mechanical testing of thin films. The application of DIC as a data-mining 
tool is shown to be a technological advancement that can aid in iden
tifying significant events in the microstructural response to external 
stimuli. 

Intergranular failure was prevalent in both samples at both tem
perature loading conditions. At RT, the Ni-40Cu film reveal more sliding 
and tearing apart of the film as compared to the Ni-40Cu-0.6P For the 
ternary alloy, a jagged, fine tooth failure surface is seen and linked to the 
P strengthening the boundaries. 

Modeling of the fracture behavior of 8 nm grain size Ni and Ni-1P, for 

Fig. 9. (a) A stress-strain plot showing the failure behavior of Ni and Ni-1P with an 8 nm grain size under isothermal-isovolumetric load at 150 ◦C. Beneath are 2D 
slices through (b) the elemental Ni structure as it fails at 150 ◦C, and (c) the Ni-1P structure as it fails at 150 ◦C. Black boxes enclose the nucleation site of the crack in 
the first frame that the crack has formed. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Table 1 
Yield strengths of Ni-1P and Ni systems at different temperatures, as obtained by 
the 0.2 % offset method from the stress-strain curves provided in Fig. 9a.  

Temperature 23 ◦C 150 ◦C 

System Ni-1P Ni Ni-1P Ni 
Yield strength (GPa) 4.9 4.1 4.6 4.1  
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comparison to the experimentally probed alloys, reveal that the addition 
of P promoted an increase in flow stress and distributed a higher fraction 
of the strain to the GBs under isothermal-isobaric conditions. Further
more, under isothermal-isovolumetric conditions, it was found that the 
elemental Ni structure fail more rapidly after crack nucleation than Ni- 
1P Visualization of the model structures support the experimental 
findings wherein the P-enriched alloy exhibits a finer tooth fracture edge 
upon failing than the Ni-40Cu alloy. The model results were within error 
at RT and consistent with the experimental results at 150 ◦C, with the 
latter revealing the significance of crack number density and distribu
tion on the ultimate tensile strength of the system. 
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Appendix A1. – MEMS Device Operation

Fig. A1. The annealing treatment applied to the specimens reported herein. Temperature was ramped via a current of 0.01 mA⋅s−1 which was held for 1 h before a 
mechanical load was applied. 

For the thermomechanical conditions, the specimens were annealed in situ to partition the P solute to the boundaries and then loaded. A repre
sentative curve showing this sequence is given in Fig. A1. For the force measurements during testing, the applied force for a specimen is obtained by 
comparing the “gap” distance with and without the specimen mounted under the same actuation force. For the electrostatic actuator, the actuation 
force is proportional to the square of the actuation voltage (Va2). A lumped mechanical model of the device is given below, Fig. A2. The device consists 
of two shuttles (A, B) with a “gap” in between, where the specimen is mounted. The supporting beams of the two shuttles have the same stiffness k.

Fig. A2. A spring block diagram representative of the MEMS device system used for thermomechanically loading specimens in this work. 
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The device without specimen: 

x0 =
FA

k
(A1)  

g0 = x0 + gi (A2) 

The device with specimen: 

kxA + ksxs = FA (A3)  

ksxs = kxB (A4)  

xA = xs + xB (A5)  

g = xs + gi (A6) 

Combining these six equations can give the force on the specimen (Fs) as 

Fs =
k
2

(g0 − g) (A7)  

where FA is actuation force, x0 is displacement of shuttle A without specimen, kand ks is stiffness of Z-beam and specimen, xA, xB and xs are 
displacement of shuttle A, B and specimen, gi is the initial “gap” distance without specimen and actuation voltage, g0 is the “gap” distance without the 
specimen under actuation voltage, and g is the “gap” distance with the specimen under the same actuation voltage. 

According to this equation, when the stiffness k of the supporting beams of the shuttle is known, and the “gap” distances with and without specimen 
under the same actuation voltage are known, one can calculate the force in the specimen, from which the stress can be calculated. The stiffness k can be 
calculated using finite element simulation with the well-characterized dimensions of the supporting beams. The simulated stiffnesses for the three 
devices are 204 ± 7 N/m at room temperature or 191.7 N/m at 150 ◦C. The “gap” distances without a specimen at different actuation voltages are 
obtained during calibration of the device. The “gap” distances with a specimen are obtained during the testing and measured in post-processing. 

Herein, the device has been carefully designed, including the dimensions of the Z-beams, to obtain appropriate stiffness, such that the specimen can 
be substantially deformed without pulling the load sensor too much. As an example, for a specimen with length of 1 µm, thickness of 500 nm, width of 
75 nm, and Young’s modulus of 2 GPa, the stiffness of the specimen is calculated to be 75 N/m based on EA/L. This value is smaller than the stiffness of 
the Z-beam (204 N/m) in the experimental setup. 

Specimen unfurling and slippage are experimental realities despite the best efforts to minimize their effects. During the lift-out process, some foils 
will be placed on the device in a highly relaxed “furled” state, Fig. A3. A tensile load applied will then unfurl the foils to the point of being taut wherein 
the microstructure then begins to accommodate the load. Additionally, specimens may undergo slippage and pull out from the Pt grips at higher loads 
which manifests itself in higher strain rates at high loads. This is much more difficult to consistently verify in the data by eye and has not been 
subtracted from our data sets to ensure consistency between them.

Fig. A3. A furled specimen (light blue) would appear to deform substantially upon initial loading of the device (dark blue). (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.) 

In the Ni-40Cu alloy loaded at 150 ◦C, a substantial increase in strain is noted between the first two data points, signifying such a relaxed state in 
the film was present as it was prepared for load testing. There are two implications of this at elevated temperatures. First, that the specimen is 
unfurling when a mechanical stimulus is being applied indicating the thermal expansion of the shuttle when heating to 150 ◦C is effectively applying a 
net load and strain of near-zero on the structure since the specimen is unfurling in response to the thermal expansion. As such, the thermal stress and 
strain components are taken to be zero in the real data. Additionally, one notes that the stress corresponding to the measured strain is exceptionally 
small, per equation 7 above, as the device itself provides most of the resistance to the load. Assuming an elastic response in this early stage of loading, 
one can use a linear slope to calculate the stress-strain relationship at this low stress value and therein extrapolate the corresponding true strain value 
(0.05 % in this case) from the system. The difference between the measured strain and this true strain value (2.2 % in this case) is then subtracted from 
the subsequent data points while the first non-zero data point is set equal to the calculated true strain value. Comparison of Appendix Fig. A4(e) with 
Fig. 2(e) in the text shows the difference between the corrected and uncorrected data sets. 

T.R. Koenig et al.                                                                                                                                                                                                                               



Acta Materialia 263 (2024) 119462

15

Fig. A4. Mechanical and microstructural properties measured during testing of the NC foils. Stress-strain and force-time plot of (a) Ni-40Cu at RT; (b) Ni-40Cu-0.6P 
at RT; (c) Ni-40Cu at 150 ◦C; (d) Ni-40Cu-0.6P at 150 ◦C. Cumulative plots for all specimens: (e) raw stress-strain curves for all conditions; (f) initial grain size 
distributions measured by dark field techniques. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 

Appendix A2 – Shear Strain DIC Maps 
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Fig. A5. DIC maps displaying the shear strain component, exy. (a) reference frame of Ni-40Cu at RT, (b) Ni-40Cu at RT, just before failure, (c) reference frame of Ni- 
40Cu-0.6P at RT, (d) Ni-40Cu-0.6P at RT, just before failure, (e) reference frame of Ni-40Cu at 150 ◦C, (f) Ni-40Cu at 150 ◦C, just before failure, (g) reference frame 
of Ni-40Cu-0.6P at 150 ◦C, (h) Ni-40Cu-0.6P at 150 ◦C, just before failure. (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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Appendix A3 – Highlighting Nanoscale Cracks in the As-Deposited Condition

Fig. A6. Brightfield micrograph of Ni-40Cu as-deposited, prior to loading or heating. White arrows guide the eye to nanoscale cracks within the structure in the as- 
deposited state. 

Appendix A4 – Strain Accommodation Mechanisms in Nanocrystalline Ni and Ni-1P

Fig. A7. Percentages of total strain accommodation by individual deformation mechanisms during the uniaxial tensile loading of NC Ni-1P (solid lines) and Ni 
(dashed lines) structures at 23 ◦C and in isothermal-isovolumetric (canonical) ensemble. (For interpretation of the references to color in this figure legend, the reader 
is referred to the web version of this article.) 
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