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The objective of this study is to investigate the effects of uncertainty of tem-
perature and crystallographic orientations on the homogenized stress—strain
response of Ti-6Al-4V alloy. The dual-phase Ti-6Al-4V alloy is an exceptional
candidate for various applications in the aerospace field owing to its
remarkable specific strength and significant mechanical properties at elevated
temperatures. First, the hardening parameters are calibrated using a crystal
plasticity finite element computational model. Once the crystal plasticity
model parameters are calibrated by minimizing the error between experi-
mental and predicted stress—strain curve behavior, the sensitivity of the
predicted homogenized mechanical behavior to the temperature and crystal-
lographic orientations is also analyzed. The findings of this work can be uti-
lized to predict the alloy’s homogenized mechanical properties, along with the
characterization of the underlying microstructure at a specified temperature
and orientation for a precise volume fraction of alpha and beta phases of the
alloy. Furthermore, both the temperature and microstructural orientations
are examined under a variation of 2% and 10%, respectively, to evaluate the

uncertainty propagation on the mechanical response.

INTRODUCTION

The aerospace and biomedical industry heavily
relies on metallic materials including Titanium-
Aluminum alloys due to their exceptional mechan-
ical properties such as high strength, low density,
and excellent corrosion resistance across a diverse
range of operating temperatures.'™ The microstruc-
tures of these alloys are the primary determinant of
their unique performance and physical characteris-
tics.” Ensuring the success of applications requires
the crucial task of monitoring and predicting mate-
rial properties under varying temperatures and
orientations.

Titanium and its alloy can be categorized into five
alloy families, namely «-Ti, near o alloys, o« + 3, -
alloys, and intermetallic compounds based on Wil-
liams’ “Titanium.”® Structural applications often
require high-strength titanium alloys, which
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typically consist of a two-phase (x + f§) microstruc-
ture. This o +  phase configuration is widely uti-
lized and finds extensive application in various
industries.”®

The mechanical performance of metallic materials
can be explored under large deformations using the
crystal plasticity finite element (CPFE) method. The
CPFE method is a computational technique used to
simulate and analyze the behavior of golycrystalline
materials undergoing deformation.®” It combines
the principles of crystal plasticity, which considers
the plastic deformation mechanisms at the crystal
level, with the finite element method, which dis-
cretizes the material into finite elements for numer-
ical analysis.

In the field of materials science and engineering,
the behavior of metallic alloys is often governed by
complex microstructural interactions, and as a
result, there is inherent uncertainty in their mate-
rial properties. Uncertainty arises due to a variety
of factors, such as variations in processing param-
eters, microstructural heterogeneity, temperature
range of the operation and post-processing, etc.
These factors can lead to variations in the material
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properties, such as strength, ductility, and tough-
ness, which can impact the performance of the
material in different applications.'®!!

Understanding and quantifying this uncertainty
is crucial for predicting the performance of these
materials under different conditions and ensuring
their suitability for specific applications.'? In addi-
tion, uncertainty quantification can also hellp guide
the design and optimization of materials.’®™ By
identifying the sources of uncertainty, it is possible
to develop more accurate and reliable models for
predicting material properties and designing alloys
with improved performance. The state-of-the-art
utilizes  computational methods to  model
microstructural uncertainty to estimate the varia-
tions in crystallographic texture, grain size distri-
bution, and homogenized material properties
including elasto-plastic stress—strain response.'®2
Studies also include the identification of the uncer-
tainty on the deformation behavior as a result of the
microstructural uncertainty arising from thermo-
mechanical processing®’ and computation of the
variations in elastic properties due to the uncer-
tainty of microstructure geometry, single-crystal
elastic constant values, and crystallographic tex-
ture.?> We refer the readers to the summary study
in Ref. 23 on the state-of-the-art uncertainty quan-
tification algorithms applied to small-scale materi-
als science problems. In this study, we model the
variations related to the measurements for temper-
ature and crystallographic texture and their prop-
agation on the homogenized elasto-plastic stress—
strain behavior of Ti-6Al-4V alloy. In particular,
this study extends our group’s preliminary work on
the quantification and modeling of microstructural
texture uncertainty on homogenized mechanical
properties®>~2? by modeling the effects of the uncer-
tainty of both temperature and microstructural
texture.

This study utilizes the CPFE method to investi-
gate the deformation behavior of Ti-6Al-4V alloy.
Initially, an optimization algorithm is employed to
simulate and accurately match the stress and strain
curves with experimental data. Subsequently, the
impact of the uncertainty potentially arising from
the measurements of temperature and crystallo-
graphic orientations on the material properties is
thoroughly analyzed. This comprehensive examina-
tion provides valuable insights into the alloy’s
deformation behavior and the consequent impact
of uncertainty on its performance.

COMPUTATIONAL FRAMEWORK
Crystal Plasticity Modeling

The implementation of a Crystal Plasticity Finite
Element (CPFE) model is used to create an accurate
multi-scale framework to investigate the elastic and
plastic mechanical properties of the multi-phase Ti-
6Al-4V alloy. A proprietary CPFE model accounts
for the microscopic texture, grain orientation, active

phase-specific dislocation slip systems, and single-
crystal values for the elastic stiffness tensor in
addition to the slip hardening parameters to esti-
mate Ti-6Al-4V’s mechanical performance under
complex, user-prescribed boundary conditions in a
time-efficient manner. Within this study, Anand
and Kothari’s rate-independent, single-crystal con-
stitutive model®® is adopted to calibrate Ti-6A1-4V
crystal plasticity hardening parameters at 21°C,
which can consequently be used to predict the
alloy’s homogenized stress—strain behavior. The
hardening moduli (A*#) used in the aforementioned
constitutive model is represented by the following
equation:3°32

' =[q+(1-¢)s”|h* (nosumon p) (1)
where 6 represents the Kronecker delta function,
q represents the latent hardening ratio, and A’ is
the single-crystal slip hardening rate. The values
1.0 and 1.4 are generally used to describe the
magnitude of the latent hardening ratio that
matches a coplanar and non-coplanar slip system,
respectively. The slip systems of the hexagonal
close-packed (HCP) alpha-phase microstructure are
assumed to be non-coplanar, while the simulation
for the body-centered cubic (BCC) beta-phase
microstructure assumes a coplanar slip system.
The following expression for the single-crystal slip
hardening rate is inclusive of the alloy’s hardening
parameters Ao, sg, and a:>0732

X :ho(l—{f (2)

Ss

where hy is the hardening modulus, s; is the
saturation stress, s; is the critical resolved shear
stress, and a is the power law exponent. The slip
systems considered in the realm of the calibration
study are the basal <a >, prismatic <a >, pyrami-
dal <a >, and pyramidal first <c + a > slip systems
(Table I).

The formulation of the elastic stiffness tensor for
the HCP crystalline structure, prior to CPFE defor-
mation simulation, assumes a transversely isotropic
condition that abides by the independence of five
main constituents under the following conditions:
Cii = Ca, Cpz, Ci3=0Cs, C3z3, Cs, and
Cy4 = (C11 — C12)/2. Furthermore, Table II holds
beta-phase elastic stiffness in three independent
components corresponding to a BCC structure

which fall under the following conditions:
Ci1 = Cop = Css, Ci2 = Ci3 = Cas, and
Table 1. Ti-6Al1-4V  elastic stiffness tensor

components for the alpha-phase at 21°C34

Cll C33 C55 C12 C13

164.7 GPa 82.5 GPa 61.8 GPa 175.2 GPa 48.5 GPa
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Table II. Ti-6Al-4V  elastic stiffness tensor
components for the beta-phase at 21°C34

C11 055 Cl2
104.6 GPa 148.9 GPa 71.3 GPa

Cy4 = C55 = Cg. The material-specific elastic stiff-
ness tensor values for alpha and beta phases are
calibrated at room temperature in Refs. 33—-35.

Crystal Plasticity Model Calibration
with Optimization

One of the primary objectives of the present work is
to calibrate the crystal plasticity hardening param-
eters of Ti-6Al-4V alloy at a temperature of 21°C. This
is achieved through the integrated use of the CPFE
model and an interior-point-convex optimization
technique. Calibration is required due to the lack of
analytical or experimental quantification of the
hardening parameters associated with the constitu-
tive model implemented in this study. The employ-
ment of an interior-point optimization technique is
favorable for its leverage with respect to a largely
scaled problem that engages several active variables,
as well as the successive comparison between dlS-
cretized data points, similar to the work presented
The algorithm is capable of allocating a minimum
between the upper and lower bounds via the conver-
gence of the objective function in a robust and
efficient manner, thus allowing for a relatively low
computatlonal time and distinctive numerical stabil-
ity in accordance with a high-fidelity CPFE model.>®

In order to find the optimum set of values
corresponding to the initial slip resistances (sy),
hardening moduli (h¢), saturation stress (s;), and
power law exponent (a) within the room tempera-
ture range, experimentally measured stress—strain
data under simple compression are referenced
within the optimization algorithm. The objective
function aims to minimize the sum of the squared
relative error percentages between the predictions
of the CPFE simulation and the experimental data.
Establishing the sum of squared errors (SSE) as an
objective function is necessary to account for the
difference in the order of magnitude between the
stress—strain curve parameters used in the objective
function generation. The optimization problem for-
mulation is characterized by the following equation:

minimize SSE(sg, hy, s5,a) (3)

2
Epred _ Eexp 2 Uﬁl‘ed _ G;XP
SSE = ( e ) +< e

Y
b pred b exp ) 2

o3 (e

(4)
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where its components are designated in terms of
the elastic stiffness moduli (&), yield strength (g,),
and four successive slope increments (b; where
1 =1,2,3,4) along the plastic region extracted from
the stress—strain curve. The superscripts exp and
pred denote experimental and predicted data,
respectively. These quantifying parameters are
illustrated in Fig. 1.

The algorithm is set to obtain a total of 10 design
variables pertaining to crystal plasticity hardening
parameters at 21°C. The initial slip resistance
values, along with the hardening moduli are estab-
lished as variables particular to basal <a >, pris-
matic <a>, pyramidal <a>, pyramidal <c +a>
slip systems, while the saturation stresses and
power law exponent are assumed to represent an
individual variable for the HCP characteristic slip-
systems defined. The beta-phase hardening param-
eters are not included as independent variables in
the calibration process for the lack of quantitative
bounds that may be set for the BCC slip systems;
henceforth the values are taken to be equivalent to
those of alpha-phase basal <a>, prismatic <a>,
and pyramidal <c+a>, which is based on an
extension of Ozturk’s assumption in Ref. 35.

Uncertainty Quantification (UQ)
for Temperature and Crystallographic
Orientation

Uncertainty Quantification for Temperature

Upon the calibration of the crystal plasticity
parameters at a nominal temperature of 21°C, an
uncertainty quantification (UQ) approach is applied
to observe the sensitivity and variations of the
elastic and plastic stress—strain curve parameters
as a response to distinctive changes with respect to
temperature and initial crystallographic orienta-
tions. The UQ for temperature is carried out by
assuming =+2% variations around the expected
value using a Gaussian distribution representation,
while the initial crystallographic orientation
described by a Rodrigues space vector is assumed
to remain constant. The examination of the pro-
posed minuscule change in temperature, which
emulates possible discrepancies in temperature
measuring devices, will help assess the reliability
of the CPFE model’s predictions.

In an effort to represent the appropriate changes
to the CPFE input parameters that are susceptible
to change according to thermal variation, the slip
directions and plane-normal values are mitigated as
a consequence of the c/a ratio change with temper-
ature in alpha-phase.?” Moreover, the elastic prop-
erties at the prescribed temperature represent
baseline values to the linearly decreasing change
of stiffness components with respect to temperature,
which is documented as a unique set of slopes by
Ghosh and Ozturk.?*?° Furthermore, the initial slip
resistance parameters for each slip system in the
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Fig. 1. Experimental and CPFE-predicted stress—strain curves for Ti-6Al-4V at room temperature.

HCP configuration are adjusted according to the
temperature change via the application of the
following equation:>*3°

T p
8" = Sper (T—f> (5)

where T, is taken to be equivalent to 21°C, s,.r is
the initial slip resistance value at 21°C, and p is
approximated to a value of — 1.3435 However, the
hardening moduli, saturation stress, and power law
exponent remain constant throughout the sensitiv-
ity analysis due to the lack of literature on the
crystal plasticity constitutive model parameters as a
function of thermal variation, which would require
an adequately representative experimental proce-
dure for characterization purposes of high cost.

Uncertainty Quantification for Crystallographic
Orientation

The mechanical properties of o + f Titanium alloys
are intimately connected to the characteristics of their
microstructures. The development of a predictive
model for material properties based on orientation
changes requires a substantial and comprehensive
database.'® The original set of experimental orienta-
tions serves as the baseline data set for simulating
stress—strain curves in the CPFE model. Moreover,
Young’s modulus and yield strength are derived from

these curves and utilized for comparative purposes
with data from varied orientations, alongside the
evaluation of uncertainty. Variations in process
parameters result in corresponding changes to the
orientation values. To simulate the effect of
microstructural changes due to variations in
microstructure orientation, a random perturbation of
+ 10%isintroduced to the orientation values using the
MCS method, while maintaining a constant temper-
ature of 21°C. Additional 1000 simulations are then
performed to supplement the limited experimental
data. Because the properties are dependent on
microstructure, the additional simulation would sug-
gest how they are related. These perturbed orienta-
tions serve as input parameters for the CPFE model,
which calculates the corresponding strain—stress
curve. Furthermore, the uncertainty propagation on
mechanical properties, including the yield strength
and Young’s modulus, is computed. The percentage
error between the baseline data set and experiential
data is analyzed to evaluate the propagation of
uncertainty throughout the CPFE model.

RESULTS AND DISCUSSIONS

Calibration Results for Crystal Plasticity
Model Parameters

The computational framework integrating the
rate-independent CPFE model, and the interior-
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point optimization algorithm identify the crystal
plasticity parameters shown in Table III. In consis-
tency with the quantified elastic and plastic vari-
ables defined through Fig. 1 mentioned a priori, the
model attains a local minimum to the objective
function devised with candidate parameters within
the user-defined minimum and maximum ranges of
the crystal plasticity variables of interest. Moreover,
the set of alloy-specific parameters results in the
homogenized stress—strain curve, illustrated in
Fig. 2, along with the experimental curve. Conse-
quent to the nullified objective function achieved
through the optimization process, the misalignment
that is visually noted in Fig. 2 is attributed to the
parameters’ ranges along the stress—strain curve,
which can be mitigated through the attribution of
additional variables within the problem formula-
tion; however, such action introduces a costly
increment to the solution and is not yet theorized
to evaluate design variables of interest within a
feasible region. The validation of the alloy’s hard-
ening parameters provides a baseline or reference
for the projection of the stress—strain behavior as a
result of the slip-system-specific initial slip resis-
tance values. Additionally, the calibrated set of
candidate parameters provides a preliminary basis
for the prediction of the viscoelastic and viscoplastic
behavior of the alloy, which may be exploited for
computation purposes that may, in turn, decrease
the material experimentation costs. Furthermore,
acquiring the set of Ti-6Al-4V’s candid plasticity
parameters may be extended for metallic alloys’
design objectives that could be carried out via
Computer-Aided Design (CAD) and Finite Elements
Method (FEM) methods that are able to simulate
contemporary additive manufacturing mechanisms,
thus improving the overall approach to multi-scale
structural hierarchy design components fabricated
from Ti-6Al-4V.

Uncertainty Propagation on Elasto-Plastic
Stress—Strain Behavior due to Variations
of Temperature

Post-calibration of Ti-6Al-4V model-specific crys-
tal plasticity parameters, a Gaussian distribution
within a + 2% range, using 1000 samples with the
MCS method, about the mean temperature of 21°C
is generated to investigate the model’s sensitivity to
thermal changes. Figure 3 demonstrates that the
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2% variation in temperature leads to insignificant
changes in the elastic stiffness and yield strength.
This is further supported by the histogram plots for
Young’s modulus and yield strength in Fig. 4
demonstrating the uncertainty propagation in these
parameters. The elastic parameters measured cor-
responding to the temperature values tested via the
CPFE model are found to be inversely proportional
to the changes in temperature as agreed by the
analytical relationship between the stiffness tensor
constituents and temperature.

Such direct proportionality cannot be generalized
to the remaining parameters describing the plastic
deformation region. That is due to the assumption of
the hardening moduli, saturation stresses, and
power law exponent values as constants, as well as
the absence of a deterministic relationship between
the plastic region slopes and temperature. The
change in the slopes is noted to be following a
close-to-normal distribution as a response to the
Gaussian input for the temperature values within
the specified bounds. However, Fig. 5a and c illus-
trate a right-handed skewed and left-handed enu-
meration of the first and third slope values
respectively, which may suggest a non-linear corre-
lation between the slopes and the thermal varia-
tions. Furthermore, the absolute error percentages
between the CPFE model and experimental data for
the plastic region are illustrative of the thermal
effect on the alloy’s mechanical behavior. The
maximum absolute error percentages recorded for
the plastic region slopes are as follows: by ~ 4.1%,
bs ~ 10.5%, b3 ~ 23.9%, and b, ~ 7.6%. Accordingly,
the effects of the thermal variations on the elastic
stiffness, HCP slip systems definition, and slip
resistances provide an insight into the potentially
quantifiable correlation between Ti-6Al-4V’s hard-
ening behavior and temperature that is accompa-
nied by the comprehension of the model’s
temperature’s sensitivity within a viable extent of
uncertainty.

Uncertainty Propagation on Elasto-Plastic
Stress-Strain Behavior due to Variations
of Initial Texture

To investigate the effects of the microstructural
texture uncertainty on the stress-stress behavior, a
post-calibration procedure is conducted on the
model-specific crystal plasticity parameters. This
involves generating 1000 samples representing

Table ITI. Ti-6Al1-4V (alpha-phase) calibrated crystal plasticity parameters at 21°C and strain-rate of 0.01 s!

Slip system So

Basal <a > 388.3 MPa
Prismatic <a > 383.7 MPa
Pyramidal <a > 686.3 MPa
Pyramidal <c +a> 423.8 MPa

ho Ss a
641.6 MPa 724.1 MPa 1.8
509.9 MPa 724.1 MPa 1.8
610.2 MPa 724.1 MPa 1.8
642.1 MPa 724.1 MPa 1.8
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Fig. 2. CPFE-predicted stress—strain curve for calibrated parameters in comparison to experimental data at 21°C.
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Fig. 4. Frequency histograms for the computed Ti-6Al-4V elastic parameters as a result of 2% variation over nominal room temperature.
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Fig. 5. Frequency histograms for the computed Ti-6Al-4V plastic parameters as a result of 2% variation over nominal room temperature.
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deviations from the original initial texture data by
applying a Gaussian distribution assumption within
a +10% range by following the findings of Acar and
Sundararaghavan®*?® on the variations of
microstructural texture. The objective is to evaluate
the model’s response to orientation changes in
crystallographic orientations, particularly concern-
ing the crystal plasticity parameters mentioned
earlier.

The stress—strain relationship for the nominal
orientation, along with the maximum and minimum
variations observed during the simulation, is
depicted in Fig. 6. The nominal data indicates a
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Fig. 6. Stress—strain curves corresponding to the maximum and
minimum variations as a result of the uncertainty of crystallographic
orientations in comparison to the nominal data.
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yield strength of 908.46 MPa and Young’s modulus
of 115.09 GPa. Throughout the simulation, the yield
strength exhibits a maximum value of 909.59 MPa
and a minimum value of 907.67 MPa, while the
corresponding range for Young’s modulus is 115.24—
114.94 GPa. The maximum absolute percentage
error is 0.12% for the yield strength and 0.26% for
Young’s modulus. The result demonstrates minimal
deviation within the 10% range of orientation
changes. Histogram plots in Fig. 7 present the
distributions of the elastic modulus and yield
strength obtained from the 1000 simulations using
the MCS method. Both diagrams display a slightly
right-skewed distribution, suggesting no direct cor-
relation between the material properties and the
orientation subjected to changes according to the
Gaussian distribution. This indicates that the vari-
ation in material properties is not linearly depen-
dent on changes in the orientation within the
specified ranges. Figure 8 illustrates the distribu-
tions of the slopes within the plastic region in
response to the corresponding orientation changes.
It is observed that slopes b; and b4 exhibit a right-
skewed distribution, while slopes b2 and b3 display a
left-skewed distribution. The maximum absolute
percentage error for the slopes of the plastic region
for b1, by, b3, and b4 are 9.90%, 15.8%, 14.5%, and
12.9%, respectively. This finding suggests that there
is no direct correlation between the slope within the
plastic region and the orientation changes. The
absence of a consistent relationship implies that
changes in orientation do not exert a deterministic
influence on the slope characteristics within the
plastic region.
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Fig. 7. Frequency histograms for elastic modulus and yield strength obtained using 1000 samples representing 10% variation over
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Fig. 8. Frequency histograms for plastic region slopes obtained using 1000 samples representing 10% variation over microstructural orientations

with MCS method.

In summary, the analysis reveals minimal devi-
ation in the stress—strain relationship across a
range of orientation changes. Material properties,
such as elastic modulus and yield strength, do not
show a direct correlation with orientation varia-
tions. Moreover, the slope characteristics within the
plastic region are not consistently affected by
changes in orientation.

CONCLUSION

This study investigates the effects of uncertainty
on the homogenized stress—strain behavior of Ti-
6Al-4V alloy. It starts with the calibration of the
crystal plasticity parameters, signifying a computa-
tional understanding of the alloy’s behavior at the
specified temperature. In the calibration study, the
optimization process proves its substantiality in the
determination of plausible crystal plasticity param-
eters that are influenced by the subjective case of
the specimen’s manufacturing method that is rele-
vant to the alloy’s texture and overall mechanical
capabilities under certain conditions. Next, devia-
tions from the nominal temperature and crystallo-
graphic orientations are modeled to find the
corresponding variations of the stress—strain
response using the Monte Carlo Sampling (MCS)
method. The findings for temperature variation
demonstrate a non-linear connection between the
alloy’s plastic behavior and temperature while
showing negligent influence over homogenized elas-
tic modulus and yield strength. Moreover, the
stress—strain relationship exhibits minimal devia-
tion when subjected to variations in crystallo-
graphic orientations. The investigation further
reveals that mechanical properties, including elastic
modulus and yield strength, are not linearly corre-
lated with changes in orientations. Additionally, the
slope characteristics with the plastic region do not
exhibit consistent effects in response to orientation
variations. Future work may extend this study by
investigating the effects of microstructural uncer-
tainty in addition to the uncertainty of external

physical drivers (e.g., temperature) on the multi-
scale mechanical behavior ranging from micro-scale
to component-scale.
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