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A B S T R A C T

Biological conservation depends increasingly on the establishment of protected areas that include as many
species as possible, and are extensive, compact, and connected. Various optimization models have been
developed to address one or more of these goals; this article develops a set of models that can be used
sequentially or separately to promote all four. Assuming that species are mapped across a rectangular grid, we
first identify core areas that are extensive and compact by maximizing the density of the graph associated with
the reserve. This minimizes the number of boundary edges (suitably normalized) and thus reduces opportunities
for organisms to leave the core areas, and external threats to enter. We then identify contiguous corridors
between these compact areas based on costs and species conservation goals, allowing the judicious replacement
of core elements where possible. This suite of optimization models can assist in designing an efficient and
effective system of compact protected areas along with connecting corridors.
1. Introduction

In modern reserve design, conservationists seek to designate areas
for protection that, all else being equal, (i) protect as many species
as possible, and are (ii) extensive, (iii) compact, and (iv) connected
to one another. The arguments are now well known. Reserves that
protect more species will be more effective biologically and more easily
justified economically and politically. Extensive reserves can support
large populations that are less vulnerable to intrinsic factors such as
demographic stochasticity (chance variation in births, deaths and sex
composition (Lande, 1988)) and the loss of genetic variation (through
inbreeding and chance inheritance (Frankham, 2005; O’Grady et al.,
2006)) as well as from extrinsic factors such as catastrophes (fires,
floods, hurricanes) and climate change (Beier, 2012; Bengtsson et al.,
2003). Compact reserves will be less affected by threats that enter
through reserve boundaries such as altered microclimates, illegal graz-
ing and wood cutting, disease, poaching, and predation (Murcia, 1995).
They may also be easier and cheaper to manage and protect (Bruner
et al., 2004). Finally, connected reserves will allow for the movement
of individuals between sites, buffering against downward fluctuations
in numbers or genetic diversity, sustaining populations and evolution-
ary processes (Diamond, 1975; McCullough, 1996; Wilson and Willis,
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1975), and allowing species to track changing climates (Beier, 2012;
Dinerstein et al., 2020; Hannah, 2011) at far less effort and cost to
alternatives such as assisted migration (Krosby et al., 2010). These ideas
informed and motivated conservation planning from local to global
scales (Kingsland, 2002; Olson and Dinerstein, 2002), and the number,
cumulative area and connectivity of reserves quickly grew (Jenkins
and Joppa, 2009; UNEP-WCMC, accessed 2021). While the biological
imperative to create large and connected reserves is now clear, there
are significant economic, political, and social costs to setting lands
aside from human use. Conservationists need to designate reserves
that are as effective and efficient as possible, but initially lacked two
essential tools for doing so. First, they had limited knowledge of many
species’ distributions, especially in remote and species-rich areas such
as the tropics, so there was little confidence in the effectiveness of any
proposed reserve to protect species (Williams et al., 2002). Second,
even when species’ distributions were known, conservationists had
limited tools to find the most efficient set of sites to preserve these
species. There has been continued improvement in both areas, and the
science of reserve design now draws on increasingly complete data and
sophisticated analytical tools.
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Early attempts to achieve the first goal, protecting the most species,
focused on identifying and protecting sites that were hotspots of various
kinds, for example, that were high in endemic species, in taxonom-
ically unique species, in endemics and total species, or in endemics
and threats (reviewed in Brooks et al., 2006). These approaches did
not use all the available data on species’ distributions, and several
researchers proposed instead using a greedy algorithm: selecting the
most diverse site and then adding, in stepwise fashion, subsequent
sites that contain the greatest number of species not yet represented,
providing ‘‘complementarity’’, a key early principle in reserve design
(reviewed in Margules and Pressey, 2000; Pressey et al., 1993). This
approach is easily implemented but does not guarantee an optimum in
coverage or efficiency, since the value of any particular site depends
ultimately on which other sites are also selected.

Later, methods from mathematical optimization were introduced to
regional conservation planning, for example in the US Gap Analysis
Program (Scott et al., 1993), to identify sites that would protect all
species of interest. An early application (Kiester et al., 1996) mapped
all 357 species of vertebrates in Idaho onto a grid of 389 hexagons, each
640 km2 in area, and asked for each size of a reserve system, of 1, 2, 3,…
hexagons, which specific hexagons would protect the most species.
Global optima were found for sets of up to five hexagons by exhaustive
search. Larger sets were identified using an IBM Optimizing Subroutine
Library for a ‘‘maximal location covering problem’’ (Church et al.,
1996). This approach was extended globally, though with necessarily
lower resolution (Rodrigues et al., 2004a,b).

Numerous studies have now treated the reserve design problem
as a set- or maximal-set covering problem, respectively seeking the
most efficient solution to protect all species or the most species with a
reserve system of a given size or budget (Cabeza and Moilanen, 2001).
These approaches easily accommodate sites that are already protected
or that are weighted to reflect their differing costs or benefits to species
conservation. While these approaches do identify sites that are efficient
in space and cost, the sites chosen tend to be small and remote from
one another and not ideal for the long term. For example, the four
hexagons in Idaho with greatest combined diversity of vertebrates
include one each from the northern rainforest, central boreal forest,
southwest desert, and southeast Snake River basin. To be fair, with
larger total reserve sizes (more hexagons), the set-covering analyses
find more equivalent solutions, providing ‘‘flexibility’’ in decision mak-
ing, another early principle in reserve design (Pressey et al., 1993).
However, there clearly was a need to formally address these additional
goals.

A number of models have now been devised to design reserve
systems that are efficient in protecting species and that also satisfy the
additional goals of being connected, compact, or both. Connectivity
can be measured in a variety of ways (Butler et al., 2022; Keeley et al.,
021; Pascual-Hortal and Saura, 2006); here we focus on structural
r habitat connectivity of an ecoscape. Early work was conducted on
stablishing connected reserves (Önal and Briers, 2002, 2005, 2006;
Williams et al., 2002), followed by a more recent treatment (Billionnet,
2012). A variety of optimization models have also been developed for
connected reserve design that incorporates aspects of species home
range (Gupta et al., 2019) and species relocation (Dissanayake et al.,
2012).

In order to model compactness, one line of research focused on
minimizing the sum of pairwise distances (or maximum distance) be-
tween sites in a given cluster (Nalle et al., 2002a; Önal and Briers,
2002). Alternative measures are the sum of distances (or maximum dis-
tance) to an optimally chosen central site within the cluster (Billionnet,
2016; Önal et al., 2016; Wang and Önal, 2016; Williams et al., 2005).
nother approach to promote compactness minimizes the perimeter
or scaled perimeter) of the cluster (Daigle et al., 2020; Fischer and
hurch, 2003; McDonnell et al., 2002; Öhman and Lämås, 2005; Önal
nd Briers, 2003; Possingham et al., 2000; Wright et al., 1983). A
2

thorough description of alternative compactness measures and their w
mathematical formulation can be found in Billionnet (2021). Some
otable efforts have sought to generate reserves that are both connected
nd compact (Billionnet, 2016; Cova and Church, 2000; Önal et al.,
016; Wang and Önal, 2016; Williams and ReVelle, 1996; Williams,
998).
Biobjective approaches have been studied in order to combine

wo measures of compactness (Nalle et al., 2002a,b). Our previous
ork (Weerasena et al., 2014) used a hierarchical optimization ap-
roach to create compact clusters of sites. The well-known Marxan
oftware (Ball et al., 2009) employs a biobjective approach that tries
o simultaneously maximize compactness and minimize total site ac-
uisition cost. Though originally implemented using simulated anneal-
ng (Ball et al., 2009), solution by integer linear programming was later
dded (Beyer et al., 2016).
Connectivity between protected areas is now considered integral to

ny system of protected areas (Alagador et al., 2012), especially in light
f continued climate change, and is mandated in many international
onservation targets (Ward et al., 2020). Connectivity between reserves
an be provided in various ways. For mobile species, stepping stones
long migration pathways may be sufficient, as for example with
igratory waterfowl and the US National Wildlife Refuge system (Fis-
hman, 2005). For species that are less mobile or that cannot move
hrough human-dominated landscapes, corridors may need to be con-
inuous. The corridors themselves may serve as conduits for movement,
or what Beier and Loe (1992) called ‘‘passage species’’ that simply
ransit the corridor. Or they may need to be habitats for ‘‘corridor
wellers’’ that live and reproduce in them (Hess and Fischer, 2001).
n the first case, corridors can be tacked on afterwards to a system
f large, compact nature reserves; in the second, the corridors are
etter viewed as part of a single, connected reserve. Various methods
ave been developed to identify efficient or effective corridors between
xisting reserves, using individual-based models, circuit theory, graph
heory, or least-cost measures, among others (reviewed in Hilty et al.,
020, Hall et al., 2021). Notable contributions for addition of corridors
sing optimization techniques include (Conrad et al., 2012), Gomes
(2011), Dilkina et al. (2017), Dissanayake et al. (2012), Gupta et al.
2019), Hamaide et al. (2022), Sessions (1992), Suter et al. (2008),
nd Williams (1998).
A number of studies have used mathematical optimization to simul-

aneously identify compact reserves and connecting corridors (Billion-
et, 2013; Fuller and Sarkar, 2006). Earlier versions of Marxan could
ind corridors with the help of manual inputs or specialized scripts,
hough a new program Marxan Connect (Daigle et al., 2020) now
treamlines that process.
The present work continues along such lines by formulating a

articular measure of compactness (network density), creating compact
lusters of sites that protect species within a given cost budget, and
hen judiciously adjusting these clusters to enable the provision of
efficient and species-rich) corridors that join them. This yields a system
f connected reserves that jointly satisfies the four goals outlined at the
eginning of this section. It should be emphasized that we illustrate
ere a sequential process that first identifies compact clusters of core
reas, then constructs corridors that link these clusters, and finally
llows adjustment of the original clusters to achieve a feasible solution
hat respects a budgetary constraint. These three steps, which involve
he use of optimization models for their solution, can also be applied
ndividually to either create compact clusters, to connect existing core
reas, or to adjust a system of core areas plus connecting corridors.
e believe that the flexible approach developed here is especially
pplicable when natural core areas/reserves are geographically distant
rom one another so that the addition of (noncompact) single-parcel

idth corridors makes ecological and economic sense.
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Fig. 1. Potential reserves consisting of six sites within a uniform rectangular grid.

2. Optimization models

2.1. Measuring compactness

For simplicity, we assume that potential reserve sites are defined on
a rectangular grid of uniform sites. Fig. 1 shows illustrative examples
n which six sites (indicated by the outlined squares) might be selected
o define a potential reserve within the entire grid.
It is useful to define the graph 𝐺 = (𝑁,𝐸) associated with a potential

eserve, consisting of the selected sites (nodes) 𝑁 and in which the
raph edges 𝐸 indicate adjacency of sites in 𝑁 . Specifically, two sites
, 𝑏 ∈ 𝑁 are adjacent, with [𝑎, 𝑏] ∈ 𝐸, if they share a common side.
et 𝑛 = |𝑁| and 𝑚 = |𝐸| denote, respectively, the number of nodes
nd the number of edges in 𝐺. For example, the graph associated with
he reserve shown in Fig. 1(a) has 𝑛 = 6 nodes and 𝑚 = 5 edges. In
eneral, a potential reserve consists of 𝑚 pairs of adjacent sites and
as 𝑝 exterior defining boundary lines. Since grid cells are uniform, we
ssume for simplicity that the distance between adjacent sites is 1 and
hat the distance between nonadjacent sites is given by the minimum
umber of edges joining them in 𝐺.
As discussed in Section 1, compactness can been defined in a

umber of ways. In our study we concentrate one specific measure
f compactness, namely the density of the graph 𝐺 = (𝑁,𝐸), which
s defined as 𝛿 = 𝑚∕𝑛. The reason for using the term density here
rises from the general concept of graph density, defined as the ratio
f the number of edges in a graph to the maximum number of possible
dges. Since a reserve graph 𝐺 is embedded in the plane, the maximum
umber of edges in 𝐺 is at most 3𝑛 − 6 (Chartrand and Zhang, 2005).
onsequently, the ratio 𝑚∕𝑛 does indeed measure the density of a
eserve graph. It is useful to note that for any regular grid of sites
e.g., triangular, rectangular, hexagonal), we must have 𝑚 ≤ 3𝑛 − 6 so
hat the density 𝛿 = 𝑚∕𝑛 will be bounded above by 3.
We argue that maximizing the density of the associated graph is
reasonable goal for achieving compactness. Indeed maximizing the
raph density 𝛿 is closely related to minimizing the perimeter 𝑝, the
um of lengths of all boundary edges of the reserve. Namely, for a
raph 𝐺 = (𝑁,𝐸) embedded in a uniform rectangular grid (all unit
ength cell sides), there are four lines surrounding each cell giving a
otal count of 4𝑛 lines defined by the figure. This is also equal to the
umber of boundary edges 𝑝 plus twice the number of graph edges 𝑚,
iving 4𝑛 = 𝑝+2𝑚, and so 4 = 𝑝

𝑛 +2𝛿. Therefore maximizing the density
is equivalent to minimizing a normalized form of the perimeter 𝑝. Bio-

logically, maximizing the density of a reserve graph then minimizes the
proportion of boundaries across which organisms can leave a reserve,
or external threats can enter. By such normalization, the density mea-
sure allows us to compare reserve configurations containing different
numbers of sites 𝑛. Previous investigations have measured compactness
using a different normalization, by comparing the perimeter to the
circumference of a circle with the same area (Öhman and Lämås, 2005;
Possingham et al., 2000). Billionnet (2021) considers compactness to
be measured by the ratio of the perimeter to the area of the reserve;
since we assume uniform grid cells, minimizing this measure is then
equivalent to maximizing the graph density.

As an illustration, the densities of the reserves depicted in Fig. 1
are (respectively) 5

6 , 1, and
7
6 . So the reserve shown in Fig. 1(c) would

be classified as the most compact configuration of the three, which is
intuitively reasonable. As a further example, suppose that the selected
3

c

reserve sites form a rectangle with 𝑅 rows and 𝐶 columns. Then
the density is calculated to be 𝛿 = 2 − [(𝑅 + 𝐶)∕𝑅𝐶]. This quantity
is maximized by making 𝑅 and 𝐶 as equal as possible, conforming
to the idea that a square-shaped reserve achieves the most compact
rectangular shape. A square-shaped reserve with 𝑅 rows and 𝑅 columns
then has density 𝛿 = 2 − 2

𝑅 , approaching the limiting value 𝛿 = 2. As
iscussed in Section 2.2, an upper bound of 2 on reserve graph density
olds for rectangular grids and is important in developing the solution
echnique discussed there.

.2. Models for creating compact reserves

In this section, we develop an optimization framework for creating
ompact reserves based on maximizing the graph density 𝛿 = 𝑚∕𝑛.
e suppose that the system of possible reserve sites is defined by
rectangular grid  of uniformly-sized cells, each represented by an
rdered pair (𝑖, 𝑗) ∈ . If two cells (𝑖, 𝑗) and (𝑘, 𝑙) share a common side,
e say they are adjacent. The set 𝑁(𝑖, 𝑗) indicates the neighborhood of
𝑖, 𝑗), namely those grid cells adjacent to cell (𝑖, 𝑗).
The optimization models developed here and subsequently identify

a compact set of sites constituting a possible reserve, taking into ac-
count the desired representation of species and a budgetary constraint.
These models require the following inputs:

𝑆 = number of conservation species to be protected
𝐴𝑠 = set of sites (𝑖, 𝑗) inhabited by species of type 𝑠, where
𝑠 = 1, 2,… , 𝑆
𝐵 = total budget available for the reserve system
𝑏𝑖𝑗 = budgetary cost of purchasing, conserving or maintaining
site (𝑖, 𝑗).

We define decision variables 𝑥𝑖𝑗 to indicate which grid sites (𝑖, 𝑗) are
selected for inclusion in the reserve system:

𝑥𝑖𝑗 =
{

1 if site (𝑖, 𝑗) ∈  is selected
0 otherwise.

We use this notation to define the graph 𝐺 = (𝑁,𝐸) associated
with a stipulated reserve. Namely, 𝑁 = {(𝑖, 𝑗) ∶ 𝑥𝑖𝑗 = 1} and 𝐸 =
{[(𝑖, 𝑗), (𝑘, 𝑙)] ∶ 𝑥𝑖𝑗 = 𝑥𝑘𝑙 = 1, (𝑘, 𝑙) ∈ 𝑁(𝑖, 𝑗)}. Then the graph density
can be expressed as the ratio

𝛿 =
1
2
∑

(𝑖,𝑗)∈
∑

(𝑘,𝑙)∈𝑁(𝑖,𝑗) 𝑥𝑖𝑗𝑥𝑘𝑙
∑

(𝑖,𝑗)∈ 𝑥𝑖𝑗
(1)

The denominator of (1) counts the total number of sites in the
reserve system 𝐺. The numerator of (1) counts the number of adjacent
pairs of sites in 𝐺 and is divided by 2 to avoid double counting the
number of actual edges in 𝐺. To obtain a feasible configuration of
sites with maximum density, we can solve the following 0–1 nonlinear
optimization model (𝑃1):

(𝑃1) maximize
1
2
∑

(𝑖,𝑗)∈
∑

(𝑘,𝑙)∈𝑁(𝑖,𝑗) 𝑥𝑖𝑗𝑥𝑘𝑙
∑

(𝑖,𝑗)∈ 𝑥𝑖𝑗
(2)

subject to
∑

(𝑖,𝑗)∈𝐴𝑠

𝑥𝑖𝑗 ≥ 𝑛𝑠, for all 𝑠 = 1, 2,… , 𝑆 (3)

∑

(𝑖,𝑗)∈
𝑏𝑖𝑗𝑥𝑖𝑗 ≤ 𝐵 (4)

𝑥𝑖𝑗 ∈ {0, 1}, for all (𝑖, 𝑗) ∈  (5)

Constraint (3) enforces the requirement that to protect species of
type 𝑠 adequately, we must select at least 𝑛𝑠 sites in which species 𝑠 is
present. Constraint (4) ensures that the total cost of selected sites does
ot exceed the conservation budget 𝐵.
The objective function represented in (2) is a ratio of two functions

(𝑥) and 𝑔(𝑥), with the numerator being a quadratic in the 0–1 decision
ariables 𝑥. Let 𝛺 be the feasible region defined by (3)–(5). Using con-
epts from fractional programming (Borrero et al., 2017), we instead
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Fig. 2. Distribution of species A–P over a 10 × 10 grid; see Pimm and Lawton (1998).
solve the following problem: max{𝑓 (𝑥) − 𝜆𝑔(𝑥) ∶ 𝑥 ∈ 𝛺}. The value 𝜆
is to be selected so that this new objective function value achieves the
maximum value 0. This can be accomplished by applying Dinkelbach’s
algorithm (Dinkelbach, 1967) in order to identify the optimal 𝜆⋆, which
will then equal the maximum value of the ratio 𝑓 (𝑥)

𝑔(𝑥) over 𝑥 ∈ 𝛺. For our
problem, we have some natural bounds on the optimal value 𝜆⋆. From
Section 2.1, we know 4𝑛 = 𝑝 + 2𝑚 > 2𝑚 so that 𝑓 (𝑥)∕𝑔(𝑥) = 𝑚∕𝑛 < 2.
Also we expect that 𝑚 > 𝑛 holds for any reasonable configuration, so
that 𝑚∕𝑛 > 1. Consequently, the optimal 𝜆⋆ can be found by searching
the interval (1, 2), say starting with the initial value 𝜆 = 1.5.

Note that in the optimization problem max{𝑓 (𝑥) − 𝜆𝑔(𝑥) ∶ 𝑥 ∈ 𝛺},
the function 𝑓 (𝑥) involves quadratic terms 𝑥𝑖𝑗𝑥𝑘𝑙. Using a standard
transformation, this optimization problem can be converted into an
equivalent one involving 0–1 decision variables only in a linear fashion.
Namely, define the new binary variables 𝑦𝑖𝑗𝑘𝑙 = 𝑥𝑖𝑗𝑥𝑘𝑙:

𝑦𝑖𝑗𝑘𝑙 =
{

1 if both sites (𝑖, 𝑗) and (𝑘, 𝑙) are selected
0 otherwise.

The following constraints then ensure that 𝑦𝑖𝑗𝑘𝑙 equals 1 if and only
if sites (𝑖, 𝑗) and (𝑘, 𝑙) are both selected:

𝑦𝑖𝑗𝑘𝑙 ≤ 𝑥𝑖𝑗 , for all (𝑖, 𝑗), (𝑘, 𝑙) ∈  (6)

𝑦𝑖𝑗𝑘𝑙 ≤ 𝑥𝑘𝑙 , for all (𝑖, 𝑗), (𝑘, 𝑙) ∈  (7)

𝑥𝑖𝑗 + 𝑥𝑘𝑙 − 𝑦𝑖𝑗𝑘𝑙 ≤ 1, for all (𝑖, 𝑗), (𝑘, 𝑙) ∈  (8)

𝑦𝑖𝑗𝑘𝑙 ≥ 0, for all (𝑖, 𝑗), (𝑘, 𝑙) ∈  (9)

Specifically, constraints (6)–(7) ensure that 𝑦𝑖𝑗𝑘𝑙 must equal to 0 unless
oth 𝑥𝑖𝑗 and 𝑥𝑘𝑙 equal 1, while constraint (8) ensures that if both
𝑖, 𝑗) and (𝑘, 𝑙) are selected for conservation, then 𝑦𝑖𝑗𝑘𝑙 must equal 1.
onsequently, 𝑦𝑖𝑗𝑘𝑙 = 𝑥𝑖𝑗𝑥𝑘𝑙 always holds. Moreover, it can be shown
hat these 𝑦𝑖𝑗𝑘𝑙 variables can be relaxed to be continuous rather than
inary.
Thus the following linear mixed-integer model 𝑃2 can be iteratively

olved using Dinkelbach’s algorithm to identify a reserve configuration
ith maximum density 𝜆⋆:

𝑃2) maximize
1
2

∑

(𝑖,𝑗)∈

∑

(𝑘,𝑙)∈𝑁(𝑖,𝑗)
𝑦𝑖𝑗𝑘𝑙 − 𝜆

∑

(𝑖,𝑗)∈
𝑥𝑖𝑗 (10)

subject to (3)–(9)

As an illustration of this approach, consider the problem posed
by Pimm and Lawton (1998), in which there are 16 species A–P
distributed across a 10 × 10 grid; see Fig. 2. Suppose that each species
𝑠 should appear in at least two sites, so that 𝑛𝑠 = 2 for all 𝑠. In addition,
suppose that at most 𝐵 = 15 sites can be chosen, achieved by setting
all 𝑏𝑖𝑗 = 1.

We used MATLAB version R2020a (MATLAB, 2020), CPLEX Opti-
mization Studio version 12.9.0 (IBM, 2020), Python 3.7 and a MacBook
Pro equipped with an Intel i7 processor and 16 GB memory to solve our
optimization models. Dinkelbach’s algorithm converged to an optimal
solution 𝑥⋆ = (𝑥⋆𝑖𝑗 ) after just two iterations (in less than 10 s) with
𝜆⋆ = 𝛿 = 21

15 = 1.4. This solution is given in Fig. 3, which displays the
–1 values of 𝑥⋆. The shaded squares highlight the 15 sites selected for
4

he reserve.
Fig. 3. Solution obtained using Algorithm 1 for the Pimm and Lawton (1998) data set
(𝐵 = 15, 𝑛𝑠 = 2 for all species 𝑠). Selected sites are shown shaded.

Fig. 4. Alternative solution to model 𝑃2 for the Pimm and Lawton (1998) data set
(𝐵 = 15, 𝑛𝑠 = 2 for all species 𝑠). Selected sites are shown shaded.

2.3. Alternative solutions

The maximum density solution to the Pimm and Lawton problem
shown in Fig. 3 is just one optimal solution to the model 𝑃2. An
alternative solution, also with 𝛿 = 𝑚

𝑛 = 21
15 = 1.4, is displayed in Fig. 4.

Having alternative optimal solutions is quite valuable, as it provides
decision makers the opportunity to apply additional criteria to select a
configuration from among those alternative optima.

A family of optimal solutions to the original problem can be found
by adding suitable constraints to the original formulation. Let 𝑥⋆ = (𝑥⋆𝑖𝑗 )
denote an optimal solution found by solving model 𝑃2, let 𝐼0 be the
set of indices 𝑖𝑗 for which 𝑥⋆𝑖𝑗 = 0, and let 𝐼1 be the set of indices 𝑖𝑗
for which 𝑥⋆𝑖𝑗 = 1. Then add to the original model 𝑃2 the following
constraint
∑

{𝑥𝑖𝑗 ∶ 𝑖𝑗 ∈ 𝐼1} −
∑

{𝑥𝑖𝑗 ∶ 𝑖𝑗 ∈ 𝐼0} ≤ |𝐼1| − 1 (11)

and solve model 𝑃2 with this added constraint. Constraint (11) cuts
off the current optimal solution 𝑥⋆. Moreover it can be shown that
this added constraint does not preclude any other alternative optimal
solution (Balas and Jeroslow, 1972). If solution of model 𝑃2 with this
added constraint produces the same objective function value, we have
now identified an alternative optimal solution.
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Fig. 5. Distribution of species 𝑎, 𝑏, 𝑐 over a 14 × 14 grid; see Weeraseena et al. (2014).
Fig. 6. Some alternative optimal solutions for the 14 × 14 problem of Weeraseena et al. (2014). Species requirements are 𝑛𝑎 = 49, 𝑛𝑏 = 41, 𝑛𝑐 = 44 with an upper bound 𝐵 = 61.
Clusters obtained are labeled 1, 2, 3, etc.
This process continues by adding one new constraint of the form
(11) each time, based on the 0/1 nature of the optimal 𝑥⋆ just found.
Once we obtain a smaller value of the objective function, the process
can stop. This procedure will generate all alternative optimal config-
urations. We illustrate this generation process by solving a problem
previously introduced in Weerasena et al. (2014). This problem in-
volves a 14 × 14 grid of sites in which there are three species 𝑎, 𝑏, 𝑐
with 𝑛𝑎 = 49, 𝑛𝑏 = 41, 𝑛𝑐 = 44 and an upper bound 𝐵 = 61 on the
number of selected sites. The distribution of species on these 196 sites
is depicted in Fig. 5.

Solving this problem using model 𝑃2 results in the solution shown
in Fig. 6(a). The optimal density was therefore achieved not by creating
a single cluster but was identified by the model as consisting of three
separate compact clusters of sites. By applying the procedure discussed
here, we generated a number of alternative optimal solutions, several of
which are displayed in Fig. 6(b)–(d). Notice that the models developed
here do not ensure connectivity of the entire reserve system.

To explore this further, we consider the 14 × 14 problem just
introduced, now with more general site costs 𝑏𝑖𝑗 generated using a
uniform distribution over the interval [1, 10]. Fig. 7 displays the cost
values for the individual reserve sites. We now apply model 𝑃2 in order
to generate compact clusters using the upper bound 𝐵 = 290.
5

Two of the resulting optimal solutions are shown in Fig. 8; the
first contains four clusters and the second contains three clusters. Since
our objective is to generate a reserve system that is connected, the
following section will discuss an efficient approach for judiciously
adding corridors to connect such clusters. It should be noted that
solution of model 𝑃2 never required more than 10 CPU seconds for any
of the results shown in Figs. 6 and 8.

2.4. Addition of corridors

As seen in Section 2.3, model 𝑃2 can produce compact disjoint
clusters of core areas to be protected. We now develop a heuristic
for adding corridors to connect these clusters in a manner that uses
relatively few corridor sites. Since the added corridor sites provide
habitat for species, a secondary objective will be to bias the selection
of corridor sites in favor of those that are species rich.

The addition of corridors to connect wildlife reserves has been
approached using a variety of optimization techniques. Önal and Briers
(2006) develop an integer programming formulation to create a fully
connected reserve that satisfies species representation constraints. How-
ever there is no assurance that the resulting configuration achieves
compactness. By contrast a number of researchers have developed
models for connecting existing clusters of wildlife reserves (possibly
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Fig. 7. General site costs for the 14 × 14 problem of Weeraseena et al. (2014).
Fig. 8. Some alternative optimal solutions for the 14 × 14 problem of Weeraseena et al. (2014) with nonuniform cost values.
compact) in an optimal way, by treating the problem as a Network
Steiner Tree problem (Dilkina et al., 2017; Hamaide et al., 2022;
Williams and ReVelle, 1998; Williams and Snyder, 2005) or as a
connected subgraph problem (Conrad et al., 2012; Dilkina and Gomes,
2010). Our approach takes as given a compact set of wildlife reserves
and seeks to connect them using a one parcel wide corridor system
in a computationally effective manner. Possibly our approach can be
extended to develop a corridor system that takes into account corridor
geometry (Matisziw et al., 2015; St John et al., 2018; Wang et al.,
2022; Yemshanov et al., 2022); this is clearly an avenue for further
exploration.

In order to connect clusters using relatively few corridor sites in an
efficient way, we developed a heuristic that sequentially joins ‘‘nearest’’
clusters until all are connected, at which point we can identify efficient
corridors joining the given clusters. Initially we identify two existing
clusters that are closest to one another (measured by the minimum
number of corridor sites needed to join them). Since there will generally
be multiple ways to minimally connect these two clusters, we select
a minimum length corridor whose constituent sites contain the largest
number of species. The original two clusters plus this identified corridor
are then coalesced into a new (pseudo) cluster, and the process is
repeated. Note that such corridors need not necessarily directly join
two original clusters; they may attach to a previously added corridor
(in this way producing a heuristically obtained Steiner tree of corridors
joining the original clusters).

More specifically, consider disjoint clusters 𝐶1, 𝐶2,… , 𝐶𝑘 produced
by applying model 𝑃 . We expand in turn clusters 𝐶 ,𝐶 ,… , 𝐶 by one
6

2 1 2 𝑘
layer of adjacent sites until two expanded sets connect. This can be
accomplished by keeping the current collection of 𝑘 sets in a queue,
adding to the set at the front of the queue all (new) sites that are
adjacent to that set, and then placing this expanded set at the end
of the queue. Eventually, two of the original clusters, say 𝐶𝑖 and
𝐶𝑗 , will become connected. Since there are multiple ways in which
𝐶𝑖 and 𝐶𝑗 can be connected with the fewest number of corridors
sites, we use a suitably adapted longest path algorithm to identify a
minimum number of connecting sites that contain the maximum number
of species, giving rise to a new cluster to replace 𝐶𝑖 and 𝐶𝑗 . Then this
process is repeated, now with a smaller number of (expanded) clusters,
to eventually identify a set of corridors that connect all of the original
clusters 𝐶1, 𝐶2,… , 𝐶𝑘. This heuristic runs very quickly, especially in
comparison to the exact approach discussed in Section 3.1; our com-
putational experience shows that the heuristic solutions produced are
either optimal or near optimal.

There are several ways in which we can (if desired) generate alter-
native configurations that join the original clusters 𝐶1, 𝐶2,… , 𝐶𝑘 in a
near-optimal way. First of all, it is straightforward to modify our longest
path algorithm to generate alternative corridor designs that join 𝐶𝑖 and
𝐶𝑗 with a minimum length corridor containing the maximum number
of species. If additional alternative configurations are desired, then the
original ordering of 𝐶1, 𝐶2,… , 𝐶𝑘 in the queue data structure can be
permuted and the entire process can be repeated. Since our heuristic is
reasonably efficient, such multiple invocations can produce a rich set
of alternative optimal solutions.

We illustrate in Fig. 9 the result of applying this approach to the

configuration displayed in Fig. 6(a), which contains three compact
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Fig. 9. Expansion process obtained from initial compact clusters in Fig. 6(a). Part (a) shows the expansion of 𝐴,𝐿, 𝑆 by one level to 𝐴1, 𝐿1, 𝑆1. Part (b) shows the expansion of
𝐴1, 𝐿1 by one level to 𝐴2, 𝐿2.
Fig. 10. The result of adding corridors (shown dark) and removing boundary sites (shown with dotted line) using alternative solution (a) of Fig. 6 for the 14 × 14 problem of
eeraseena et al. (2014). The solution in (a) adds nine corridor sites, while the solution in (b) then removes nine boundary sites.
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lusters. For ease of illustration, we rename these clusters as 𝐴,𝐿, 𝑆.
hen we expand each cluster in turn by adding one layer at a time.
he first layer added to cluster 𝐴 contains adjacent sites labeled 𝑏;
he first layer added to cluster 𝐿 contains adjacent sites labeled 𝑚;
nd the first layer added to cluster 𝑆 contains adjacent sites labeled
. The result of these first-level expansions is shown in Fig. 9(a); let
s denote these expanded clusters as 𝐴1, 𝐿1, 𝑆1. Since these expanded
clusters are still disjoint, the expansion process is continued. Namely,
a second layer of adjacent sites (labeled 𝑐) is added to 𝐴1, and then a
second layer of adjacent sites (labeled 𝑛) is added to 𝐿1, resulting in
the enlarged clusters 𝐴2 and 𝐿2 shown in Fig. 9(b). At this point, we
observe that clusters 𝐴2 and 𝐿2 meet along the indicated double-lines
hown in Fig. 9(b), meaning that the two original clusters 𝐴 and 𝐿 can
e merged using a corridor involving sites 𝑏, 𝑐, 𝑛, 𝑚. Then among the
elevant possibilities, we use a modified longest path algorithm to select
he 𝑏 − 𝑐 − 𝑛 − 𝑚 corridor with maximum species representation. This
rocess is then repeated with the two (expanded) clusters now available
ntil they merge. The added corridors that result are shown dark in
ig. 10(a). This heuristic added nine extra sites connecting the three
riginal clusters shown in Fig. 6(a). These added corridor sites cover
n additional [4, 4, 4] of species 𝑎, 𝑏, 𝑐, respectively.
Having identified a set of (say 𝑀) promising corridor sites to

onnect the original clusters 𝐶𝑖, we can consider two options. The first
s to identify for decision makers the proposed set of corridors — which
nvolves adding the fewest number of unit width corridor sites that
ave the most impact in terms of increasing species numbers. They can
hen weight the benefit of adding these particular sites to the overall
eserve, versus the added cost. Alternatively, we can seek to identify
ertain ‘‘boundary’’ sites whose removal will still result in a connected
ystem that respects the species and budgetary constraints (3)–(4).
emoving a relatively small number of these boundary sites is expected
o have small impact on the overall compactness of the original reserve
lusters. The following discussion indicates how this can be approached
7

y developing an appropriate 0–1 integer programming model. [
For species 𝑠, let 𝐸(𝑠) denote the number of sites (in the current
lusters) containing 𝑠 in excess of 𝑛𝑠, plus the number of corridor sites
ontaining 𝑠. So 𝐸(𝑠) represents the excess number of sites containing
present in the current configuration of clusters and corridors. In ad-
ition, certain sites appearing on the boundary of the original clusters
𝑖 can be removed without disconnecting its containing cluster; let 𝐾
enote the set of such boundary sites. Such (non-disconnecting) bound-
ry sites can be found efficiently, with the computation time growing
inearly with the number of nodes and edges in the graph (Tarjan,
972).
We would like to determine a set of boundary sites (𝑖, 𝑗) ∈ 𝐾 to

emove to maintain feasibility of the system with the added corridors
nd removed boundary sites. Consequently, we solve the following
ptimization problem:

(𝑃3) minimize
∑

(𝑖,𝑗)∈𝐾
𝑥𝑖𝑗 (12)

subject to
∑

(𝑖,𝑗)∈(𝐴𝑠∩𝐾)
𝑥𝑖𝑗 ≤ 𝐸(𝑠), for all 𝑠 ∈ 𝑆 (13)

∑

(𝑖,𝑗)∈𝐾
𝑥𝑖𝑗 ≥ 𝑀 (14)

𝑥𝑖𝑗 ∈ {0, 1}, for all (𝑖, 𝑗) ∈ 𝐾 (15)

onstraint (13) ensures that the removed boundary sites maintain feasi-
ility of the species requirement (3) after adding the corridor sites and
emoving the boundary sites 𝐾. Constraint (14) ensures that enough
oundary sites are removed to account for the 𝑀 added corridor sites,
hus maintaining the original budgetary requirement (4). If model 𝑃3
rovides a feasible solution, then we are able to incorporate all the
xtra sites used to create the corridors. If this model is infeasible, then
e can solve again with an alternative set of corridors.
To illustrate this process, we return to the situation shown in

ig. 6(a), in which the species and cost requirements are given by

𝑛𝑎, 𝑛𝑏, 𝑛𝑐 ] = [49, 41, 44] and 𝐵 = 61. For the solution shown in
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Fig. 11. The result of adding corridors (shown dark) to alternative solution (a) of Fig. 8 for the 14 × 14 problem of Weeraseena et al. (2014). The solution in (a) adds eight
corridor sites, while the solution in (b) then removes seven corridor sites.
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Fig. 10(a), we obtain species coverage [49, 42, 44] for the three clusters
involving 61 sites. The corridors shown add nine corridor sites with
species coverage [4, 4, 4]. Model 𝑃3 produces a feasible solution with
nine boundary sites, represented in Fig. 10(b) as cells with dotted
sides. These nine boundary sites remove species coverage of [4, 5, 4],
giving a net species coverage (original + corridor — boundary) of
[49, 42, 44]+[4, 4, 4]−[4, 5, 4] = [49, 41, 44], a connected feasible solution
involving 𝐵 = 61 sites.

This approach can also be applied to instances with general site
costs 𝑏𝑖𝑗 . To illustrate, consider the solution with four clusters in
Fig. 8(a) that was generated by applying model 𝑃2. Using our previously
described method for adding species-rich corridors, we identified the
eight corridor sites shown in Fig. 11(a). We now discuss in general how
o determine a set of boundary sites to remove to compensate for the
ddition of corridor sites.
Suppose that 𝑀 corridor sites have been added to a configuration

f disjoint clusters. We solve the following optimization problem (𝑃4),
hich generalizes the model (𝑃3) employed in the uniform cost case.
ere 𝐵′ is the additional cost (in excess of 𝐵) incurred when these 𝑀
orridor sites are added.

(𝑃4) minimize
∑

(𝑖,𝑗)∈𝐾
𝑥𝑖𝑗 (16)

subject to
∑

(𝑖,𝑗)∈(𝐴𝑠∩𝐾)
𝑥𝑖𝑗 ≤ 𝐸(𝑠), for all 𝑠 ∈ 𝑆 (17)

∑

(𝑖,𝑗)∈𝐾
𝑏𝑖𝑗𝑥𝑖𝑗 ≥ 𝐵′ (18)

𝑥𝑖𝑗 ∈ {0, 1}, for all (𝑖, 𝑗) ∈ 𝐾 (19)

A solution of 𝑃4 identifies a set of boundary sites that can be
emoved from the configuration to restore feasibility: that is, a solution
hat satisfies constraints (3)–(4) in model 𝑃1. For the example with
orridors shown in Fig. 11(a), application of model 𝑃4 identifies seven
ites to remove, giving the final configuration shown in Fig. 11(b). Here
he total cost is 288.18 + 51.36 − 51.76 = 287.78 ≤ 290. The species
equirements are also satisfied.

. Model evaluation and real-world data sets

This section assesses the quality and the effectiveness of our overall
pproach. We evaluate our methodology using test cases previously
iscussed as well as a more extensive real-world data set. First, we
ompare the heuristic approach for corridor generation discussed in
ection 2.4 with an exact approach. Next, we study the performance
f our proposed models on data sets derived from real-world examples.
ll computations reported were performed using the computational
nvironment specified in Section 2.2.
8

.1. An exact model for corridor generation

We used the optimization model proposed in Billionnet (2021) to
valuate the quality of the solutions produced by the heuristic algo-
ithm described in Section 2.4. This flow-based optimization model is
imilar to those developed for various Steiner tree problems (Ljubić,
021).
Specifically, the Billionnet approach seeks to connect up at mini-
um total cost a given set of clusters 𝐶1, 𝐶2,… , 𝐶𝑘 by using a set of
ntermediate sites (𝑖, 𝑗), where there is a cost 𝑘𝑖𝑗 associated with each
site (𝑖, 𝑗). The model assumes that if a site (𝑖, 𝑗) is already protected or
included in a cluster, the cost associated with that site is zero. Recall
that the heuristic approach developed in Section 2.4 is designed to
identify a fewest number of corridors that connect the given clusters,
and that have the largest impact in terms of increasing species number.
Thus, to have a reasonable comparison of our heuristic algorithm with
the Billionnet flow model, we modified the objective function of the
Billionnet model as follows. For each site (𝑖, 𝑗) that is not included in
ne of the given clusters, we define the site cost 𝑘𝑖𝑗 = 𝑀 − 𝑠𝑖𝑗 where

𝑀 is a sufficiently large positive number and 𝑠𝑖𝑗 is the total number of
species contained in site (𝑖, 𝑗). As a result, identifying a set of corridor
sites with the minimum total cost 𝑘𝑖𝑗 is equivalent to identifying a
smallest set of corridor sites that overall contain the maximum number
of species.

When we applied this exact model to the two examples illustrated
in Figs. 6(a) and 8(a), the exact model and the heuristic algorithm
produced corridors with the same number of corridor sites and the
same number of additional species. Specifically, the exact and heuristic
solutions were identical for the instance shown in Fig. 8(a). In contrast,
the exact model produced an alternative set of corridors for the instance
shown in Fig. 6(a); both solutions are displayed in Fig. 12. The heuristic
approach took 0.0015 and 0.0020 s, while the exact model took 41 and
45 s, to produce corridors for the test cases given in Figs. 6(a) and 8(a),
respectively.

3.2. Results using a real-world data set

Next we discuss the quality and effectiveness of our overall ap-
proach using a data set obtained from the Atlas of the Vascular Flora
of the Iberian Peninsula (AFLIBER) (Ramos-Gutiérrez et al., 2021).
Thirty species were selected at random from this source, which contains
distribution data for thousands of plant species in Spain and Portugal.
Distribution data for the 30 species was then filtered down to a 200 km×
200 km block and analyzed at the 10 km × 10 km resolution. The region

of Portugal and Spain outlined in Fig. 13(a) was selected because the
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Fig. 12. Corridors produced by (a) the exact model and by (b) the heuristic algorithm for the three clusters shown in Fig. 6(a).
Fig. 13. The 40,000 km2 area of Portugal and Spain from which the real species data is taken is shown in Fig. 13(a), while Fig. 13(b) gives the corresponding species distribution
map for the 30 selected species.
level of completeness of distribution records was relatively high and the
species richness was relatively low. The corresponding species numbers
𝑠𝑖𝑗 are tabulated in Fig. 13(b).

For our next set of analyses, we assume uniform site costs 𝑏𝑖𝑗 = 1.
The first set of computational tests investigated the 10 × 10 data set
from the top-left block of Fig. 13 and considered separately the cases
𝑛𝑠 = 1 and 𝑛𝑠 = 2 for all species 𝑠.

For each of these two cases, the overall cost budget 𝐵 was set equal
to 10, 20, 30, 40, and 50. The results of running model 𝑃2 are shown
in Fig. 14, where it is seen that in all cases we obtained a single, nearly
square cluster. Table 1 shows the optimal value 𝜆⋆ and the CPU time
(in seconds) required by the Dinkelbach algorithm to solve model 𝑃2.
In each case, convergence was achieved in at most two iterations of the
algorithm.

In order to explore larger problems and the addition of corridors,
we considered the entire 20 × 20 system displayed in Fig. 13(b). First,
we applied model 𝑃2 to five separate instances, whose characteristics
are given in Table 2. For each species 𝑠, the number of required species
𝑛𝑠 is a random integer uniformly drawn from the interval [1, 20]. The
results obtained from model 𝑃2 for these five instances are shown in
Fig. 15, where it is seen that in all cases we obtained multiple clusters.
Table 3 displays the number of clusters produced, the optimal graph
density value 𝜆⋆, and the computation time, respectively. For example,
9

Table 1
Solution of model 𝑃2 for the 10 × 10 data set.
𝑛𝑠 = 1 𝑛𝑠 = 2

𝐵 Optimal 𝜆 Time (s) 𝐵 Optimal 𝜆 Time (s)

10 1.3333 9.65 10 1.3333 6.81
20 1.5500 12.60 20 1.5500 12.49
30 1.6333 10.25 30 1.6333 3.84
40 1.6750 6.14 40 1.6750 8.62
50 1.7143 5.59 50 1.7143 7.80

Table 2
Characteristics of the 20 × 20 test problems.
Test cases 𝐵 𝑛𝑠
Problem 1 30 𝑛𝑠 ∈ [1, 20]
Problem 2 30 𝑛𝑠 ∈ [1, 20]
Problem 3 35 𝑛𝑠 ∈ [1, 20]
Problem 4 35 𝑛𝑠 ∈ [1, 20]
Problem 5 40 𝑛𝑠 ∈ [1, 20]

model 𝑃2 produced four clusters with graph density 1.1333 for Problem
1; it took 19.49 s to obtain this result.

Second, we applied the exact and heuristic methods to add corridors
to these clustered systems, resulting in the corridors shown dark in
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Fig. 14. Clusters obtained by applying model 𝑃2 to the 10 × 10 data set, for various species coverage requirements 𝑛𝑠 and budget constraints 𝐵.
Fig. 15. Clusters produced by model 𝑃2 for the 20 × 20 data set.
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ig. 16. The leftmost column of this figure displays the corridors
roduced by the exact method while the rightmost column displays
he corridors produced by our heuristic algorithm. Numerical results
ssociated with this analysis are provided in Table 4. For Problems 3
nd 4, the exact and heuristic approaches used the same set of corridor
ites to connect all clusters. For Problems 1, 2 and 5, the heuristic
ethod identified corridors containing one extra site compared to the
xact method. Notice that with one extra site, we achieve a significantly
arger number of species; this reflects the advantage of prioritizing
pecies-rich sites in our models for corridor selection. Table 4 shows
hat the computation time of the heuristic method is less than 0.3 s
10

f

or all test problems, which is some 600 times faster than the exact
low-based model (Billionnet, 2021).
To further validate the effectiveness of our heuristic, we applied
odel 𝑃2 to a set of test instances with nonuniform site costs 𝑏𝑖𝑗 ,
andomly generated from the interval [1, 10]. Three different random
cenarios were considered, corresponding to three independent sets of
andomly selected 𝑏𝑖𝑗 with associated sum of all site costs 𝐵𝑡𝑜𝑡𝑎𝑙 =
190, 2176, 2159. For each such 𝐵𝑡𝑜𝑡𝑎𝑙, the overall budget value 𝐵 was
aried as 5%, 10%, and 15% of 𝐵𝑡𝑜𝑡𝑎𝑙. As in the prior analyses, the
umber of required species 𝑛𝑠 is a random integer uniformly drawn
rom the interval [1, 20]. We considered ten separate test instances with



Ecological Modelling 478 (2023) 110281L. Weerasena et al.

c

n
𝑃

t

t
r

Fig. 16. Corridors (shown dark) added for the 20 × 20 test problems. The leftmost column shows corridors added using the exact method while the rightmost column shows
orridors added using the heuristic method.
onuniform site costs, whose characteristics are given in Table 5. Model
2 was then applied to each test instance. Table 6 displays the number
of clusters produced, the optimal graph density 𝜆∗, and the computation
ime, respectively.
We then applied the exact and heuristic methods to add corridors

o these clustered systems with nonuniform site costs. The numerical
esults associated with this analysis are provided in Table 7. Only for
11
Problem 14 did the heuristic method identify more corridors to connect
all clusters, compared to the exact method; in that case the heuristic
added just one extra site and in the process added five to the number of
covered species. Furthermore, as seen in Table 7, the computation time
of the heuristic method is less than 0.8 s for all test problems, some two
orders of magnitude less than that for the exact method. This analysis
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Table 3
Solution of model 𝑃2 for the 20 × 20 data set.
Test cases 𝐵 # Clusters Optimal 𝜆 Time (s)

Problem 1 30 4 1.1333 19.49
Problem 2 30 5 1.2000 21.81
Problem 3 35 3 1.3714 23.54
Problem 4 35 3 1.4000 40.45
Problem 5 40 5 1.3750 19.31

Table 4
Summary of adding corridors for the 20 × 20 data set.
Test cases # Corridor sites Species count Time (s)

Exact Heuristic Exact Heuristic Exact Heuristic

Problem 1 15 16 114 128 189.12 0.2991
Problem 2 25 26 244 292 181.44 0.0514
Problem 3 12 12 122 122 190.02 0.2141
Problem 4 11 11 130 130 187.26 0.0663
Problem 5 28 29 279 303 182.11 0.0112

Table 5
Characteristics of the 20 × 20 test problems with nonuniform site
costs.
Test cases 𝐵𝑡𝑜𝑡𝑎𝑙 𝐵 𝑛𝑠
Problem 6 2190 10% 𝑛𝑠 ∈ [1, 20]
Problem 7 2190 10% 𝑛𝑠 ∈ [1, 20]
Problem 8 2176 5% 𝑛𝑠 ∈ [1, 20]
Problem 9 2176 5% 𝑛𝑠 ∈ [1, 20]
Problem 10 2176 10% 𝑛𝑠 ∈ [1, 20]
Problem 11 2159 10% 𝑛𝑠 ∈ [1, 20]
Problem 12 2159 10% 𝑛𝑠 ∈ [1, 20]
Problem 19 2159 15% 𝑛𝑠 ∈ [1, 20]
Problem 14 2159 10% 𝑛𝑠 ∈ [1, 20]
Problem 15 2159 15% 𝑛𝑠 ∈ [1, 20]

again highlights the efficiency of our heuristic method in comparison to
the exact model, when applied to problems with nonuniform site costs.

4. Discussion

Protected areas are generally viewed as the primary mechanism by
which to preserve biological diversity, for example in the Aichi Biodi-
versity Target 11 of protecting at least 17% of terrestrial lands with
‘‘ecologically represented and well connected systems of protected ar-
eas’’ (COBD, 2010). There has been significant progress toward meeting
these global goals of coverage and connectivity, but challenges remain
and the goals themselves are now viewed as inadequate. We have
described a method to delineate a system of connected reserves that is
efficient in protecting species. In the next sections, we summarize the
contributions (and limitations) of our approach, address some caveats,
and outline some further extensions of this work.

4.1. Contributions of our approach

We have described a suite of algorithms to aid in designing effi-
cient systems of protected areas that contain extensive, compact cores
along with their connecting corridors. Specifically, we first identify
reserve systems comprised of a single or several compact clusters; we
discuss how in fact a set of alternative compact areas can be generated
by our model, important in pursuing the investigation of alternative
designs. Using a heuristic approach, we then connect any resulting
disjoint clusters with corridors chosen for their conservation values.
Our computational study suggests that this heuristic is reasonably
efficient and typically near optimal in performance. This approach
addresses our four goals of designing efficient reserve systems that
provide species coverage, and are extensive, compact, and connected.
A third optimization model can be applied, if desired, to remove certain
boundary sites of the compact cores to compensate for the addition
12
of the identified corridor sites. It is important to note that these three
optimization models can be applied sequentially, or individually, to aid
decision makers.

Our approach shares features with many others in systematic re-
serve planning. First, it is implemented for presence/absence data on
species (or habitat types, communities, or other features of conser-
vation interest) on a rectangular array. Second, it can take existing
protected areas as fixed and build strategically on them for greater
coverage and connectivity. Third, our model can be used to justify the
inclusion of particular sites in a reserve and identify alternatives if those
sites are not chosen.

There are ways in which our approach departs from others in the lit-
erature. Notably, we employ a somewhat novel measure of compactness
to guide the optimization models. While maximizing the graph density
𝛿 is mathematically equivalent to certain other measures proposed
in the literature, our measure satisfies 1 ≤ 𝛿 ≤ 2, making it easy
to initialize the Dinkelbach algorithm using 𝜆 = 1.5. (For hexagonal
grids we have the bounds 1 ≤ 𝛿 ≤ 3 and so could initialize with
𝜆 = 2.) Even for the largest problems analyzed here, this algorithm
converged in at most four iterations. Moreover our density measure
allows a comparison between candidate reserves possessing different
sizes since 𝛿 must have a numerical value within the interval [1, 2].
We also indicate how it is possible to generate alternative compact
clusters, all having maximum density, by systematically adding a new
constraint (11) at each step to problem 𝑃2. To illustrate the potential
or such exploration, we found over 40 alternative solutions when
nvestigating the 14 × 14 test problem of Weerasena et al. (2014) by
equentially adding constraints of the form (11) to model 𝑃2. This is
n important consideration since it enables the analyst to provide a
ich set of alternative configurations, which can then be evaluated by
ecision makers. Additionally, we explicitly consider exchanging core
or corridor sites if they can better serve the twin goals of coverage
nd connectivity. This option is a natural result of seeking to maximize
he conservation return on investments (Kareiva, 2010); indeed, Fuller
t al. (2010) suggests that strategically trading the 1% least cost-
ffective of Australia’s nearly 7000 protected areas could dramatically
ncrease the conservation value of the protected area system.
Our approach can also be used to quantify the costs and benefits of

onnecting versus enlarging reserves (Adams et al., 2019; Falcy and
stades, 2007), critical when the funds and political and social will
or the protection of lands are limited (Seidl et al., 2021). Corridors
will often be through developed landscapes and may require restora-
tion, making them expensive competitors for limited funds with core
reserves. Indeed, this was one of Simberloff et al.’s (1992) primary
concerns about proposed corridor systems in Florida.

One other feature of our modeling approach is worth emphasizing.
The optimization model 𝑃1 strictly segregates the objective function
from the species representation and budget constraints, unlike ap-
proaches like Marxan (Ball et al., 2009; Daigle et al., 2020), which
incorporate cost, boundary length, and possibly conservation targets
into a single objective function. The latter approach requires a judicious
selection of weighting factors since these components have quite differ-
ent units. Moreover, if the decision maker wishes to systematically vary
these weighting factors to obtain a set of alternative reserve designs,
the binary nature of the variables makes it impossible in general
to generate all ‘‘non-inferior (Pareto optimal)’’ solutions (Williams,
1998). By contrast, we optimize density (a single objective) subject
to constraints on total cost (in $ units) and species representation (in
numbers); the decision maker will have a good sense of the total cost
budget and also the species representation requirements and (if desired)
can parametrically vary these values.

4.2. Caveats and extensions

There are a number of caveats in this work. First, the distributions
of many species, even among relatively well-studied birds (Ocampo-

Peñuela et al., 2016), may not be known with certainty, and there will
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Table 6
Solution of model 𝑃2 for the 20 × 20 test problems with nonuniform site costs.
Test cases # Clusters Optimal 𝜆 Time (s) Test cases # Clusters Optimal 𝜆 Time (s)

Problem 6 2 1.5122 272.88 Problem 11 2 1.5417 33.14
Problem 7 3 1.3958 52.18 Problem 12 2 1.5294 220.96
Problem 8 4 1.1081 14.59 Problem 13 2 1.6944 168.08
Problem 9 4 1.1471 20.65 Problem 14 3 1.4255 44.05
Problem 10 3 1.3750 5304 Problem 15 2 1.6620 174.80
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Table 7
Summary of adding corridors for the 20 × 20 test problems with nonuniform site costs
Test cases # Corridor sites Species count Time (s)

Exact Heuristic Exact Heuristic Exact Heuristic

Problem 6 18 18 222 222 49.9750 0.751
Problem 7 25 25 261 261 61.5339 0.2084
Problem 8 21 21 290 290 82.6125 0.7403
Problem 9 20 20 255 255 82.7988 0.1567
Problem 10 11 11 144 144 60.9956 0.0107
Problem 11 8 8 70 70 46.626 0.0062
Problem 12 6 6 40 40 47.5666 0.0056
Problem 13 7 7 51 51 42.9829 0.0059
Problem 14 14 15 181 186 59.8559 0.0141
Problem 15 10 10 150 150 43.8985 0.0066

be cases in which species are inaccurately omitted from or assigned to
sites. These errors are of particular concern in tropical forests which
are rich in biodiversity but not in survey data (Amano and Sutherland,
2013; Donaldson et al., 2016; Meyer et al., 2016; Rodrigues, 2011;
ydecks et al., 2018). Methods for reserve planning have addressed
hese uncertainties in various ways (reviewed in Arthur et al., 2002).
he threshold approach considers a species to be present in a site if
ts expectation of occurring there exceeds some threshold, say 90%,
nd then maximizes the coverage of species that exceed this thresh-
ld (Haight et al., 2000). This ignores sites for which species just
iss the threshold but uses standard maximum coverage algorithms.
n contrast, the expected coverage approach maximizes the expected
umber of species covered, using all the data but in a nonlinear 0–
optimization problem of greater difficulty (Polasky et al., 2000).
atts et al. (2020) modified Marxan to incorporate four kinds of
ncertainty: that a species or some other feature occurs in a site, that
t occurs but might disappear, that it occurs but might be degraded
nd no longer contribute to conservation goals, and that it does not
ccur but might appear through ecological succession or other mecha-
isms. Haider et al. (2018) presented a robust optimization approach
hat protects against worst-case scenarios, while Rosing et al. (2002)
efended heuristic methods, including their own, when the underly-
ng data are too soft to support ‘‘optimal’’ solutions. After all, Csuti
t al. (1997) found that 17 of 18 heuristic approaches covered at
east 422 species in Oregon with 23 sites, just shy of the optimum of
26. Additional errors can arise simply from the choice of grid size
nd origin (Dunn, 2010; Witte et al., 2008), and all can lead to the
nefficiencies or failures in a reserve design.
We view this investigation as a first step in creating an integrated

pproach to reserve design. Encouraged by the efficiency and quality of
esults for the 20 × 20 real-world test problems, we plan to expand our
et of test data to encompass larger examples. In order to accommodate
dditional data sources, we also plan to generalize our approach to
ncorporate sites defined on hexagonal grids or more generally defined
n an arbitrary graph. Another avenue for future investigation is
xpanding the width of added corridors (currently one parcel wide) to
romote a more accommodating habitat for transit.

. Closing comments

The 2011 Aichi Accords set a lofty goal of protecting 17% of
errestrial lands worldwide, which helped focus attention on the bio-
iversity crisis and launch an enormous increase in protected lands.
13
nfortunately, this growth has been far from optimal in terms of pro-
ecting biodiversity, often favoring lands of limited agricultural or other
alue rather than ones satisfying specific conservation goals (Maxwell
t al., 2020; Stokstad, 2020). The resulting biases and shortfalls repre-
ent a lost opportunity (Visconti et al., 2019), which must be coun-
ered in future conservation efforts. In addition, there has been a
ontinued downgrading and degazetting of protected areas around the
orld (Mascia and Pailler, 2011; Ruaro et al., 2020; Symes et al., 2016),
onservatively affecting an area equal to that of Mexico (Kroner et al.,
019), and undermining all these conservation efforts. Finally, there
s growing concern that the goal of protecting 17% of terrestrial lands
ill not suffice to protect the earth’s biodiversity — even 40% may
ot be enough (Leclère et al., 2020). There are now calls to protect
ar more lands, from 30% (Dinerstein et al., 2019) to 50% (Wilson,
016), and with more specific objectives (Baillie and Zhang, 2018; Noss
t al., 2012). Proposed objectives include protecting key biodiversity
reas (Visconti et al., 2019), climate refugia and connectivity (Car-
asco et al., 2021; Carroll and Noss, 2021), wilderness (Watson et al.,
018), and ecosystem functions (Maxwell et al., 2020), achieving no
et loss of natural ecosystems (Maron et al., 2020), limiting further
limate change (Arneth et al., 2020; Dinerstein et al., 2020) and extinc-
ions (Rounsevell et al., 2020), and accommodating other conservation
nd development goals (Di Marco et al., 2016; Sala et al., 2021; Tilman
t al., 2017). These conservation goals will require significant addi-
ional growth in the protected area networks on earth that is strategic
n minimizing costs and conflicts with other needs. Our integrated
pproach begins to address this challenge by providing for the joint
esign of large, compact reserves with their connecting corridors.

oftware availability section

We used MATLAB version R2020a (MATLAB, 2020), CPLEX Opti-
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odels. We used Python 3.7 to implement the heuristic algorithm.
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