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Reconciling the contrasting
narratives on the environmental
impact of large language models
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The recent proliferation of large language models (LLMs) has led to divergent narratives about their
environmental impacts. Some studies highlight the substantial carbon footprint of training and using
LLMs, while others argue that LLMs can lead to more sustainable alternatives to current practices.

We reconcile these narratives by presenting a comparative assessment of the environmental impact
of LLMs vs. human labor, examining their relative efficiency across energy consumption, carbon
emissions, water usage, and cost. Our findings reveal that, while LLMs have substantial environmental
impacts, their relative impacts can be dramatically lower than human labor in the U.S. for the same
output, with human-to-LLM ratios ranging from 40 to 150 for a typical LLM (Llama-3-70B) and from
1200 to 4400 for a lightweight LLM (Gemma-2B-it). While the human-to-LLM ratios are smaller with
regard to human labor in India, these ratios are still between 3.4 and 16 for a typical LLM and between
130 and 1100 for a lightweight LLM. Despite the potential benefit of switching from humans to LLMs,
economic factors may cause widespread adoption to lead to a new combination of human and LLM-
driven work, rather than a simple substitution. Moreover, the growing size of LLMs may substantially
increase their energy consumption and lower the human-to-LLM ratios, highlighting the need for
further research to ensure the sustainability and efficiency of LLMs.
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Large language models (LLMs) are revolutionizing many industries, enabling automated content creation!,
improved customer service?, enhanced software development processes®, and novel approaches to the design of
robots*. However, as LLMs become increasingly integrated into people’s daily lives and work routines, concerns
have been raised about their environmental impact, particularly with regard to energy consumption, water
consumption, and carbon emissions>®.

Studies have shown that the training of just one LLM can consume as much energy as five cars do across
their lifetimes’. The water footprint of Al is also substantial; for example, recent work has highlighted that water
consumption associated with AI models involves data centers using millions of gallons of water per day for
cooling®. Additionally, the energy consumption and carbon emissions of Al are projected to grow quickly in the
coming years’, exacerbating the environmental challenges posed by this technology.

However, not all assessments of LLMs’ environmental impact are negative. One study argues that LLMs could
serve as a more sustainable alternative to current work practices'?. Others have proposed that, by automating
tasks that would otherwise be performed by human workers, LLMs (or more broadly, Al systems) can provide
opportunities to reduce the overall environmental footprint associated with these activities!"!2.

These contrasting narratives, one of which positions LLMs as a “sustainability problem”, and the other of
which positions them as a “sustainability solution”, underscore the need for a comprehensive assessment of the
environmental impact of LLMs in comparison to humans. To address this research gap, we present a comparative
life cycle assessment (LCA) of the environmental and economic costs of LLMs and human labor in the context
of written content creation. While LLMs can perform various tasks, we focus on text writing as it represents
a widely-used AI service and provides a specific context in which to evaluate potential efficiency gains. We
acknowledge that LLM performance may vary across different content types and that our analysis does not
account for qualitative differences in output between LLMs and humans. Thus, our study aims to provide a
quantitative comparison of resource utilization rather than a qualitative assessment of content.
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Human-to-LLM Ratio

LCA is a methodology that helps quantify the environmental impacts of goods, systems, and activities
across their life cycle, beginning with the sourcing of raw materials and concluding when those materials
enter a waste stream!*!%, By using an LCA approach, we seek to provide a more holistic understanding of the
sustainability implications of LLM adoption. For a typical LLM, our analysis focuses on Meta’s Llama-3-70B!° as
a representative example of LLMs and considers the task of writing a 500-word page of content. To reflect recent
efficiency improvements via smaller LLMs, we also consider Gemma-2B-it as a lightweight state-of-the-art LLM.
We quantify and compare the energy consumption, water consumption, carbon emissions, and economic costs
associated with LLMs (Llama-3-70B/Gemma-2B-it) and human workers performing this task. Importantly, all
other things being equal, the environmental impacts of LLMs are highly correlated with the model size (i.e., the
number of active parameters used for inference). As such, our analysis can reveal insights into the common and
relatively low environmental impacts of a variety of similar-sized LLMs beyond the ones we consider.

The results presented here focus on our best understanding of the current state of the LLM field. Although
our quantitative results differ from those reported in the prior study'® due to variations in methodologies and
our focus on conservative comparisons that lower the human-to-LLM ratios, both our findings and the prior
study'? indicate that LLMs may serve as more efficient and cost-effective alternatives to human labor. However,
the growing model sizes driven in part by the scaling law (e.g, recently released Llama-3.1-405B6) will likely
increase the energy consumption and the associated environmental impacts of LLMs substantially. Therefore,
despite the potential efficiency advantages of today’s typical and lightweight LLMs compared to human labor, we
emphasize the importance of continuing and strengthening research efforts to ensure the long-term sustainability
of LLMs.

Results

The results of our comparative LCA reveal that LLMs (Llama-3-70B/Gemma-2B-it) potentially outperform a
human (U.S. resident) in all four environmental and economic metrics: energy consumption (0.020/0.00024 kWh
vs. 0.85 kWh per page), carbon emissions (15/0.18 grams vs. 800 grams of CO2 per page), water consumption
(0.14/0.0017 liters vs. 5.7 liters per page), and economic costs ($0.08/0.01 vs. $12.1 per page), with human-
to-LLM ratios ranging from 40 to 150 for Llama-3-70B and from 1,200 to 4,400 for Gemma-2B-it (with two
significant figures in all the human-to-LLM ratios). We also performed a comparative LCA for the LLMs vs.
an Indian resident. Although India and the U.S. have different wage levels, per capita electricity usage, carbon
emissions, and water consumption, LLM:s still outperform an Indian resident in all the considered metrics,
resulting in human-to-LLM ratios between 3.4 and 16 for Llama-3-70B and between 130 and 1,100 for Gemma-
2B-it. Despite the potential efficiency advantages of LLMs compared to human labor, we emphasize that our
analysis is not intended to derail the ongoing efforts to curb LLMs” own large environmental footprints. Instead,
we recognize that these efforts must be continued and reinforced to keep LLMs sustainable in the long term,
especially as the LLM size and energy consumption continue growing. In Fig. 1, we summarize our results for
typical LLM vs. human (left) and lightweight LLM vs. human (right). Below, we present these results in greater
detail.

Results for typical LLM vs. human
Energy, carbon emission and water consumption
To estimate the environmental costs of a typical LLM, we considered Meta’s recent medium-sized Llama-3-70B
model, which is one of the most powerful and widely fine-tuned open LLMs'>. When deployed on Nvidia H100
server clusters utilizing state-of-the-practice techniques, Llama-3-70B consumes about 0.008 kWh on GPUs for
producing a long output with over 350 tokens given a medium-length prompt!”. Additionally, the non-GPU
energy takes up about 30-40% of a server’s total energy on average!'8. Thus, by assuming 40% for a server’s non-
GPU energy and elevating the GPU energy from 0.008 kWh to 0.010 kWh to consider a longer text output, we
use an estimate of 0.017 kWh as the total server energy for Llama-3-70B to write a 500-word page of content.
The average carbon intensity for the U.S. grid was 0.39 kg/kWh in 2022, which is projected to steadily
decrease in the next decade!®. The annualized PUE, WUE for a state-of-the-art U.S. data center, and water
intensity for electricity generation in the U.S. are 1.17, 0.55 L/kWh, 3.14 L/kWh, respectively?>?!. Based on these
numbers, the total operational energy consumption, operational carbon emission and water consumption for
using Llama-3-70B to generate one page of content are 0.0195 kWh, 7.6 grams and 70.5 ml, respectively. While
the embodied “scope-3” carbon emissions and water consumption for manufacturing GPUs and supply chains
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Fig. 1. Human-to-LLM ratios in terms of the energy consumption, carbon emission, water consumption, and
economic cost for writing one 500-word page of content.
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)?2-24 official data or reliable sources for the

can be significant (e.g., ~10-30% for servers depending on lifespans
embodied footprint are often lacking.

Here, to account for the embodied environmental footprints, we conservatively multiplied the operational
environmental footprints by a factor of 2 to get the total carbon emission and water consumption by Llama-3-
70B for generating a 500-word content: 15 grams and 140 ml, respectively. The conservative choice of the factor
2 is based on recent empirical studies showing the portion of embodied carbon in the overall carbon footprint
for LLM inference?>%4,

A pre-trained LLM, like the popular LLaMA model families, is used by many users and downstream tasks
including customized fine-tuning to suit a variety of applications?*. As a result, the total computational demand
of LLM inference can exceed that of training by far?®, making the amortized training cost for each LLM inference
request small in real systems. Moreover, unlike the inference cost, an accurate estimate of the small amortized
training cost for each inference highly depends on reliable information about the total usage of the LLM, which
is lacking in the public domain. Thus, our estimate does not explicitly include the amortized training cost, which
can be implicitly absorbed by our conservative choice of the factor 2 when accounting for embodied carbon and
water footprints. For a fair comparison, we do not consider the amortized “training cost” (e.g., education and
professional training) for performing the same task by human labor. Additionally, we neglected data centers’
carbon reduction credits obtained through a variety of programs such as Power Purchasing Agreements®’ that
may further offset the (market-based) carbon emission.

To estimate the environmental footprints of humans, we assumed that each page of content has 500 words and
that the average human writing speed is 300 words/hour!?, resulting in 1.67 hours for a human to write one page
of content. While admittedly humans perform a wide variety of tasks, we amortized the human’s environmental
footprints based on the number of hours needed to write one page of content. This methodology is similar in
spirit to how the embodied footprints are accounted through amortization®?2. We excluded the environmental
footprints for using auxiliary tools (e.g., a desktop or laptop) to avoid potential double counting and conduct a
conservative estimate.

o Energy. The average U.S. per capita residential electricity consumption was 4437 kWh in 2020%. Thus, even
excluding all the other energy usage (e.g., electricity at work and transportation), the amortized electricity
usage for a human to write 500 words is about 0.85 kWh. This means that the human-to-LLM ratio for energy
is 44. If we further factor in the other energy usage, the per capita primary energy consumption in the U.S.
was 301 million British thermal units, or 88,200 kWh, in 2022%°. As a result, this will increase the human-
to-LLM ratio to ~860. We used the more conservative ratio of 44. The per capita electricity consumption in
India was 1395 kWh in fiscal year 2024, with the residential sector accounting for 25% (or 349 kWh)?. As a
result, the human-to-LLM ratio is 3.4 in India even though, for a conservative estimate, we only considered
the amortized residential electricity consumption.

o Carbon emission. The average U.S. per capita electric power-related carbon emission was 4.20 metric tons in
2023. Even without considering carbon emissions for other categories (e.g., transportation), the amortized
carbon emission for an average U.S. person to write one page of content is about 800 grams, resulting in a
human-to-LLM ratio of 53. If we factor in all carbon emissions, the average US per capita carbon emission
is about 14.1 metric tons per year’. Thus, the amortized carbon emission for a US person to write one page
of content is about 2,700 grams, resulting in a human-to-LLM ratio of ~177. In this paper, we use the more
conservative estimate of 53. Based on India’s average carbon intensity for electricity generation of 0.716 kg/
kWh, the per capita electric power-related carbon emission in India was about 0.999 metric tons in 2023°!,
resulting in an estimated human-to-LLM carbon ratio of 13.

o Water consumption. Water consumption refers to the amount of evaporated water that does not return to the
original source®, and is sometimes considered “permanently lost” while it enters the global water cycle®?. The
U.S. per capita water withdrawal at home was 309.96 L/day>>. We used 10% and 30% for the consumptive rates
for urban households and rural households, respectively®*. As of 2020, 20% of the US population was rural,
while the remaining 80% was urban/suburban®. Thus, this yields an average water consumptive rate of 14%,
leading to the U.S. per capita water consumption at home of 43.40 L/day. For fair comparison, we included the
indirect water consumption 2.67 L for generating 0.85 kWh of electricity used by a human to write a 500-word
page of content. Thus, even without considering the human water consumption at workplaces, the amortized
water consumption for a human to write one page of content is about 5.68L, resulting in a human-to-LLM
ratio of 40. In India, the benchmarks for per capita water withdrawal in urban areas and rural areas are 135 L/
day and 55 L/day, respectively*®. India’s population is 65% rural and 35% urban with consumptive rates of 30%
and 10%, respectively. Thus, we estimated India’s overall per capita water consumption at about 15 L/day. By
considering the amortized electricity consumption of 0.066 kWh by an Indian person to perform the writing
task and 3.4 L/kWh for electricity generation in India, we obtained an indirect water consumption of 0.22
L associated with electricity usage. This gives the total amortized water consumption of 1.3 L for an Indian
person to perform the writing task, leading to a human-to-LLM ratio of 9.1 in India.

Economic costs
As Llama-3-70B is a free LLM, we considered the cost of using ChatGPT as a substitute for text generation in our
economic analysis. While OpenAlI offers a variety of LLMs at different prices, we considered the most expensive
option as of May 2024 for a conservative estimate: $120.00 per 1M output tokens for GPT-4-32k*, where “$”
means U.S. dollars in this paper. We excluded the tokens for input. To generate a 500-word page of content, we
need about 667 tokens, which costs about $0.08.

We used the U.S. federal minimum wage (for covered nonexempt employees) to estimate human costs for
performing the same task. Excluding fringe benefits and other applicable costs, the federal minimum wage is
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$7.25/hour’®. Thus, assuming a writing speed of 300 words/hour, the minimum economic cost for a human to
write a 500-word page of content is $12.08, resulting in a human-to-LLM cost ratio of 150. In India, the Chief
Labour Commissioner (Central) provides guidelines for sector-specific daily minimum wages, which are mostly
higher than $6 each day®. By the assumption of eight working hours each day, we obtain a human-to-LLM
cost ratio of 16, suggesting that LLMs could even be more cost-effective than human labor for writing tasks in
developing countries with relatively lower wages.

Results for lightweight LLM vs. human

The recent efforts in efficiency improvement such as model compression have substantially reduced LLM’s
energy usage. To reflect this trend, we considered Gemma-2B-it, a lightweight state-of-the-art open LLM that
can be readily deployed on a single GPU or even modern mobile devices*’. Our measurement on a single Nvidia
A100 GPU over 5,000 testing prompts without optimal batching showed that Gemma-2B-it consumes about ~
0.0002 kWh for producing a 500-word response, roughly 1% energy of Llama-3-70B for doing the same job.
The 0.0002 kWh energy includes the RAM and CPU energy consumption, but excludes the cooling overhead
in data centers. In our estimate, we used 0.0002 kWh to represent the energy consumption for a lightweight
LLM, although this value could be lower when further using advanced hardware and software optimization
techniques!”. By assuming the same deployment environment in a state-of-the-art U.S. data centers, the energy
consumption, carbon emission and water consumption for Gemma-2B-it to write a 500-word page of content
are 0.00024 kWh, 0.18 gram and 1.69 ml, respectively. Therefore, this results in the following human-to-LLM
ratios: 3500 (energy), 4400 (carbon), and 3300 (water). In India, these ratios are 280 (energy), 1100 (carbon),
and 760 (water), respectively.

In addition to the expensive option of GPT-4-32k, OpenAl offers multiple alternative LLMs for ChatGPT with
lower prices. While the cheapest option GPT-3.5-Turbo only costs $2.00 per 1M output tokens, we considered
the recently released GPT-4o offered by OpenAl at $15.00 per 1M output tokens as of May 2024%”. Therefore, the
human-to-LLM cost ratio is 1200 in the U.S. and 130 in India.

Discussion

Justification of comparison methodology

Comparing the environmental impact of LLMs to an amortized portion of a human’s total footprint may
seem unconventional, but we believe it is necessary for accurately assessing environmental costs in labor and
production.

When a company employs someone, they are not just paying for task-specific energy expenditure. They
are effectively renting a portion of that person’ life — typically 40 hours per week. During this time, all of the
individual’s environmental impacts, from commuting to basic life functions, are part of the cost of their labor.

This view aligns with how industrial civilizations think about economic compensation. Companies do not
pay employees only for the calories they burn typing; they pay them a salary that supports their entire life
(during work hours at least, and possibly even a living wage). Environmental accounting should follow the same
principle.

This approach is reasonable when comparing human labor to LLMs. While LLMs have quantifiable energy
and resource costs, human labor involves interconnected environmental impacts beyond immediate tasks.
Considering total environmental impact during work hours provides a more accurate representation of human
work costs compared to LLM alternatives®*!.

Our approach aims to reframe the discussion of environmental impacts in labor and production. Instead
of allowing corporations to externalize costs by focusing only on task-specific impacts, we argue for a view
that acknowledges the full scope of resources dedicated to work activities. This invites deeper consideration of
environmental trade-offs in various production modes, including potential substitution of human labor with
LLMs.

Sustainability and economic implications

At first glance, this study’s findings suggest that replacing human labor with AI could lead to substantial
environmental benefits, as the direct environmental footprint of LLMs is significantly lower than that of
humans for the same output. The comparative LCA results highlight the substantial environmental and
economic advantages of Llama-3-70B over human labor in content creation. Across all four metrics—energy
consumption, water consumption, carbon emissions, and costs—Llama-3-70B outperforms human labor by
orders of magnitude, with human-to-LLM ratios ranging from 40 to 150. When compared to a lightweight
Al model (Gemma-2B-it), the ratios range from 1200 to 4400. For the case of India, the human-to-AI ratios
are between 3.4 and 16 for a typical LLM and between 130 and 1100 for a lightweight LLM. These findings
emphasize the potential of LLMs to reduce the environmental impact of knowledge work and creative tasks,
while simultaneously reducing costs. Despite our conservative comparison (e.g., using lower energy and cost
values for human labor when applicable), however, we should interpret this study’s findings with cautious
optimism. As model sizes continue growing (e.g., recently released Llama-3.1-405B), the energy consumption
of LLMs as well as the environmental footprint will likely increase substantially. As a consequence, LLMs may
be more energy-consuming than human labor, especially for Indian residents. Thus, we emphasize the need for
ongoing research efforts to ensure the energy efficiency and sustainability of LLMs in the long term.

The economic effects of LLM adoption extend beyond the immediate environmental benefits shown in our
analysis. While LLMs can reduce the environmental impact of content creation compared to human labor, a
straightforward replacement is improbable. LLM integration into various industries will likely be influenced
by factors such as the rebound effect and profit-seeking behavior. Moreover, the current pricing provided by
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OpenAl may be heavily subsidized in order to drive continued user growth. As a result, the economic cost of
LLMs could rise in the future.

LLM adoption will likely have immediate, mid-term, and long-term consequences for the economy and
society. The initial impact will likely be increased productivity in content creation. Writers, illustrators, and
other creators can use LLMs to work more efficiently and potentially produce better output by exploring more
possibilities in their creative process. This could increase content volume and variety, possibly benefiting
consumers through lower prices and more choices. However, it might also decrease demand for traditional
content creation jobs.

As these changes occur, the job market will likely shift. While some traditional content creation roles may
diminish, new opportunities will likely appear. These could include content creators skilled in using LLMs, who
might earn higher wages, as well as supervisory roles like editors, curators, and LLM system managers. There
will also be a need for technicians to maintain and improve LLM systems. This shift will require changes in
education and job training to develop new skills. The lower costs and easier entry into content creation could
also encourage new business models and increase competition in content-focused industries.

The long-term effects of widespread LLM adoption could be significant and may take years to become
apparent. Industries that rely heavily on content creation may need to change how they operate. There is a risk of
growing inequality between those who can use Al technologies effectively and those who cannot. How we view
creativity, originality, and the nature of work may change as AI-generated content becomes common. We might
see a split in the content market: high-volume, low-cost AI content alongside more expensive human-created
content. LLMs are already affecting copyright laws, which could change how we value and protect intellectual
property.

To illustrate potential economic impacts, we can consider a hypothetical scenario where LLMs are adopted
for a significant portion of content creation tasks in the U.S. over the next decade. Assuming current minimum
wage rates and LLM costs, this could result in substantial direct cost savings in labor costs for content creation.
We might see significant job market shifts, with potential displacement of many content creation jobs, partially
offset by the creation of new roles in LLM management and specialized content creation. Notable productivity
gains could emerge, with a potential multiple-fold increase in content output per dollar spent. Additionally, we
might observe market expansion in content-related industries due to reduced costs and increased accessibility.

These potential outcomes highlight the need for careful planning and proactive policies as LLM use increases.
While the immediate benefits in resource efficiency and cost savings are clear, the broader effects on society, the
economy, and the environment are varied and interconnected. The actual path of LLM integration will likely
involve both human and LLM-driven work, rather than LLMs simply replacing humans. How LLM capabilities,
human skills, market needs, and consumer preferences interact will shape the future of content creation and
distribution in ways we can not fully predict.

As this transition occurs, more research is needed to measure these impacts accurately and develop ways to
reduce potential negative consequences while maximizing the benefits of this technology. The main challenge is
how to use the environmental and productivity advantages of LLMs while ensuring fair economic outcomes and
maintaining the value of human creativity and expertise.

Ethical considerations and challenges

Furthermore, while LLMs like Llama-3-70B have demonstrated impressive language generation capabilities,
they are also known to produce biased, inconsistent, or factually incorrect outputs42'43. (Whether LLMs are
more biased, etc., than typical humans, though, is an open question.) The widespread use of LLMs for content
creation may exacerbate the spread of misinformation, perpetuate societal biases, or lead to the erosion of trust
in online content, or conversely, reduce those effects by replacing even more flawed humans. Addressing these
challenges will require the development of robust quality control mechanisms, fact-checking processes, and
ethical guidelines for the use of LLMs in content creation**.

The potentially substantial environmental benefits of LLMs over human labor for content creation tasks
present a complex ethical landscape that merits careful consideration. On one hand, the dramatic reduction in
energy consumption, water usage, and carbon emissions offered by LLMs aligns with urgent global sustainability
goals and could contribute significantly to mitigating climate change. This environmental advantage creates a
strong ethical argument for their widespread adoption.

On the other hand, the potential societal impacts of LLMs-including job displacement, the spread of
misinformation, and the perpetuation of biases-raise equally important ethical concerns. The tension between
these competing ethical considerations highlights the need for a nuanced approach to LLM implementation.
It may be necessary to develop frameworks that balance the environmental benefits of LLMs with strategies
to mitigate their potential negative societal impacts. This could include investing in retraining programs for
displaced workers, implementing strict content verification processes, and continuously refining LLMs to reduce
biases.

Ultimately, the ethical deployment of LLMs will require ongoing attention to ensure that the pursuit of
environmental sustainability through LLMs does not come at the cost of social equity and information integrity.
It is also equally important to strengthen research efforts to ensure the long-term sustainability of LLMs,
especially as model sizes and energy consumption of LLMs continue to increase.

Limitations and future research directions

This study has several limitations that we address here. These limitations also point toward opportunities for
future research. First, the environmental and economic impacts of Llama-3-70B/Gemma-2B-it and human labor
may vary depending on the nature of the content creation task. Our analysis focused on a relatively simple task
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of writing a 500-word page of content, and the results may not be generalizable to more complex or domain-
specific tasks.

Second, our study relied on publicly available data and assumptions about the energy consumption, water
consumption, carbon emissions, and economic costs of Llama-3-70B/Gemma-2B-it and human labor. While
we have made efforts to use the most reliable and up-to-date data sources available, there may be uncertainties
and variations in the actual impacts based on the specific hardware and infrastructure used, the geographic
location, and the individual behavior of human workers. For example, where the human worker lives makes a
large difference in their impact per unit of work produced!®.

Third, our LCA approach does not account for the potential long-term environmental and economic impacts
of LLM adoption, such as the effects on job displacement, skills development, and innovation. Future research
should seek to address these concerns.

Finally, our study compared Llama-3-70B/Gemma-2B-it to human labor for content creation, but there are
other LLMs and Al-based content creation tools available, each with their own environmental and economic
impacts. In future research, we would like to include a broader range of LLMs and content creation approaches,
as well as explore the potential for combining human and AI capabilities for optimal performance and
sustainability.

As the US. National Academies wrote in their 2012 report, Computing Research for Sustainability,
“sustainability is not, at its root, a technical problem, nor will merely technical solutions be sufficient. Instead,
deep economic, political, and cultural adjustments will ultimately be required, along with a major, long-term
commitment in each sphere to deploy the requisite technical solutions at scale. Nevertheless, technological
advances and enablers have a clear role in supporting such change®” Our findings demonstrate that LLMs can
significantly reduce the environmental footprint of content creation in comparison to human labor, highlighting
the potential of this technology to contribute to sustainability efforts in the realm of work. However, the actual
impact of LLMs on sustainability will depend on a range of cultural, social, and economic factors that shape
their development and deployment, which could lead to either a net reduction or increase in environmental
impact. We present the analyses described below as a step toward broader understanding of the role of LLMs in
the future of sustainable work.

Methods

We conducted a comparative life cycle assessment (LCA) of the environmental and economic costs of Al and
human labor for the task of writing a 500-word page of content. We considered two different scenarios: typical
LLM vs. human and lightweight LLM vs. human. We used Metas Llama-3-70B as a representative example of
typical LLMs, and Gemma-2B-it as an example of lightweight LLMs. Focusing on the U.S., our analysis quantified
and compared the energy consumption, water consumption, carbon emissions, and economic costs associated
with each approach. Unless otherwise specified, all the estimates of human-to-LLM ratios were rounded to have
two significant figures.

It is important to note that our analysis focuses on these specific models and this particular task as illustrative
examples rather than as a comprehensive study. We acknowledge that there are countless LLMs available, each
with varying capabilities and environmental impacts, and that content creation encompasses a wide range of
tasks beyond the 500-word page we consider here. Our aim is to provide a methodological framework and initial
insights that can be extended to other models and tasks in future research.

We focused on text generation as a concrete example application and provided the details of estimating the
environmental and economic costs of LLM vs. humans. This approach allows us to investigate a specific use case
while establishing a methodology that can be applied more broadly in future studies.

Overview of LCA. LCA is a standardized methodology (ISO 14040/14044) for assessing the environmental
impacts of various products and services across their life cycle!*!*. Our LCA followed the four stages de-
scribed in the ISO standards:

o Goal and Scope Definition: We defined the goal of the study as comparing the environmental and eco-
nomic impacts of Llama-3-70B and human labor for content creation. The functional unit was set as one
500-word page of content, and the system boundaries included energy consumption, water consumption,
carbon emissions, and economic costs associated with each approach. To reflect recent improvements in
efficiency, we also considered Gemma-2B-it, a lightweight open LLM*C.

« Life Cycle Inventory (LCI) Analysis: We collected data relating to both inputs and outputs of the two
approaches to content creation under analysis: Llama-3-70B and human labor. For Llama-3-70B, we used
publicly available data on the model’s energy consumption'® and adjusted for the 500-word writing task,
and calculated its environmental footprints accordingly’®?”. For Gemma-2B-it, we measured its energy
consumption by running it on Google Colab equipped with Nvidia A100 and calculated the environmental
footprints by assuming that it was deployed in the same environment as Llama-3-70B. For human labor,
we used amortized energy consumption and environmental footprints based on the U.S. per capita aver-
age. To favor the calculation for humans and avoid potential double counting, we excluded the energy and
environmental footprints of devices used by humans for performing the task.

« Life Cycle Impact Assessment (LCIA): We calculated the environmental impacts of Al and human labor
based on the LCI data. Wherever applicable, this included the direct and indirect energy consumption,
water consumption, and carbon emissions that result from each approach, as well as the economic costs
based on the pricing of OpenAT’s AP, the U.S. federal minimum wage and India’s national minimum wage
(excluding any applicable fringe benefits)>”-3°.
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« Interpretation: We analyzed the results of the LCIA and compared the environmental and economic im-

pacts of Llama-3-70B and Gemma-2B-it vs. human labor for content creation.

Additional information
Portions of this article were drafted and/or revised in collaboration with Anthropic’s Claude LLM system,
following best practices*®->°. All content was reviewed and verified by the research team.

Data availability statement
All the data supporting the results reported in the article can be found in our texts and references.
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