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Abstract— Correlation is a fundamental operation in radar/
communication signal processing. Enabling efficient reconfig-
urable correlation at high frequencies with wide bandwidths
and high dynamic range is a fundamental challenge. This
article presents a direct-RF wideband analog correlator that
utilizes a novel margin computation paradigm replacing tra-
ditional multiply-and-accumulate (MAC) with analog addition
and thresholding to enable energy-efficient analog computation.
A high-efficiency charge-domain realization is proposed and
implemented in 65-nm CMOS occupying 0.97 mm?. The analog
correlator IC supports 5-GS/s inputs, a large correlation length of
1024, and 8-bit computing accuracy with a high energy efficiency
of 152 TOPS/W. Practical applications of typical high-speed
correlation are also demonstrated through system-level mea-
surements such as radar signal detection, and code-domain
processing.

Index Terms— Analog computing, approximate computing,
code-domain radars, correlation, inner-product, multiplier-free,
RF sensing, spread spectrum communication.

I. INTRODUCTION

ORRELATION is a fundamental operation at the heart
Cof signal-processing techniques in radar and communi-
cations (Fig. 1) [1], [2], [3], [4], [5], [6], [7], [8]. For instance,
in a spread spectrum radar, the distance to a target can be mea-
sured by correlating the received signal with the transmitted
template. Matched filters in communication systems can also
be viewed as a correlation with a template and are core blocks
in direct-sequence code division multiple access (DS-CDMA)
systems, where signals modulated with a code can be selec-
tively received by correlating the received signal with the
same code. Similarly, in global positioning system (GPS),
signal acquisition is carried out by correlating received CDMA
signals to recover precise timing and positioning [9], [10].
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Fig. 1. Correlators are fundamental building blocks in radar and commu-
nication signal processing, where correlation can be broadly generalized as
computing the cross correlation between two signals, x(f) and y(z).

x(t)»-%~anc]+
y(t)~=o~anct+

- o

Analog
Multiplier Integrator

D—»R = fx(t).y(t)

(b)

Fig. 2. Correlation can be performed in (a) digital domain through successive
MAC operation (requiring ADCs) and (b) analog domain employing a
mixer or a multiplier followed by an integrator, potentially requiring high
power/large area for long correlator lengths.
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Correlation with known templates, auto-correlation, and
cross correlation can be generalized as cross correlation
between two signals, which is typically performed, as shown
in Fig. 2(a), in the digital domain using successive multiply-
and-accumulate (MAC) operations [7], [8], [11], [12],
[13]. Digital implementation offers high dynamic range,
scalability, and power efficiency that improve with process
scaling, albeit with higher implementation costs. However,
the analog-to-digital converter (ADC) power consumption
reduces overall system energy efficiency, especially for
large bandwidths [14]. Additionally, digital MAC power
consumption increases with frequency and compute length.
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Fig. 3. Correlation can be estimated using multiplier-free approximation with
performance similar to MAC correlation.

Analog correlators, typically implemented, as shown in
Fig. 2(b), using a mixer or multiplier followed by an integrator,
can operate directly on RF inputs eliminating high-speed
ADCs [1], [2], [3], [15], [16]. However, multiplier-based
analog correlators suffer from high power/area, have short
correlation lengths, and do not scale well to advanced process
nodes [17], [18], [19]. In addition, analog correlators that
employ charge-coupled devices (CCD) [5] or surface-acoustic
wave (SAW) filters [20] are difficult to integrate in standard
CMOS technologies.

Importantly, the correlation between two signals can be
viewed as a computation resembling pattern matching, where
the redundancy within the ensemble provides resilience to
approximation errors. This has motivated the use of approx-
imation techniques for efficient low-power computation. For
example, compute in-memory (CiM) digital-domain approx-
imation for the MAC operation based on L1-distance is
employed in [21], achieving ~100 TeraOps/s/'W (TOPS/W).
Similarly, an approximate arithmetic hardware based on dig-
ital OR/AND operation is adopted in [22]. Although these
approximate CiM approaches achieve high compute efficiency,
they still suffer from the ADC/digital-to-analog converter
(DAC) overhead at the input/output interface. In addition, they
operate with lower speeds for multibit inputs and require new
materials/memory IP [23], [24], [25], [26]. It is noteworthy that
practically viable analog-domain approximation in correlators
must 1) accommodate long sequences (>1000); 2) exhibit
improved accuracy with longer sequences; and 3) achieve high
compute energy efficiency comparable to digital MAC while
eliminating input ADC.

In this article, we present a direct-RF wideband margin-
computing (MC)-based analog correlator (Fig. 3) in standard
65-nm CMOS that achieves 1) correlation of instantaneously
wideband RF inputs (dc-2.5 GHz); 2) large correlation length
of 1024 in the analog domain (>100x better than prior work);
3) 8-bit computing accuracy (a.k.a. hardware-dynamic range of
50.3 dB); and 4) high compute efficiency of 152 TOPS/W tra-
ditionally provided only by digital-intensive compute schemes.
We also demonstrate system-level measurements/applications
such as radar signal detection and code-domain processing.
We have expanded on the work in [27], including a complete
description of system architecture, extended analysis, and
implementation details of key blocks.

Section II presents the MC-based correlation approach that
builds on margin-propagation theory in [28], [29], [30], [31],
and [32]. Section III describes a low-power implementation
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Fig. 4. Correlators (including digital MAC schemes) converge to the true
cross correlation between two random sequences over long sequence lengths;
alternate multiplier-free correlators can also exhibit such convergence.

of the MC-correlator in the charge domain. In Section IV,
circuit-level implementations of key building blocks are pre-
sented. Section V discusses the non-idealities associated with
the MC-correlator implementation and their effect on the
computation precision. Measured performance is discussed in
Section VI. Finally, this work is summarized in Section VIIL.

II. CORRELATION USING MARGIN-
COMPUTING PARADIGM

Generally, cross correlation (R) between two time-domain
signals x(#) and y(¢) is defined over a finite period of time T
as

1 T
R = 7/0 x(t)y(t) dt (D

with the true cross correlation between the two signals, R,
defined over infinite time (R — R, when T — 00).

As shown in Fig. 3, analog correlators can be generalized
as a function operating in the analog sample domain to
generate an output that is a monotonic function of the cross
correlation, with a subsequent inverse mapping function to
recover the correlation. The true cross correlation Ry, between
two random input sequences, X and Y, can only be determined
over long sequence lengths. For a given sequence pair, even
MAC correlators only converge to Ry, as sequence length is
increased, with estimation errors for finite lengths depend-
ing upon sequence periodicity and probability distributions
(i.e., for finite sequence length Ryac # Reo). Accordingly,
as shown in Fig. 4, a non-MAC-based approximation could
potentially show similar performance to an ideal MAC approx-
imation for finite sequence lengths while converging to the true
correlation following a different convergence path than MAC.
In this work, the correlation between input sequences X and
Y is estimated using a computation paradigm we call “margin
compute” that uses only analog addition and thresholding.

A. Margin Computing

In the following, we elaborate on the proposed MC
approach, which relies on the margin-propagation theory out-
lined in [28], [29], [30], [31], and [32]. In machine learning,
a margin refers to the distance of a data point from a decision
boundary, where the decision boundary can be considered as a
thresholding level. Such a margin can be defined for an input
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Fig. 5. (a) Definition of the ReLU at the core of the proposed correlator.

(b) Since ReLLU can be easily realized using diodes on-chip. (c) Diode-capac-
itor circuit can realize a ReLU-based margin computation.
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Fig. 6. Conceptual diagram of MC approach in which the correlation between
sequence X and sequence Y is computed using ReLU function that operates
on additive/subtractive combinations of X and Y inputs.

sequence. For example, assuming a normalization level, V,om,
the margin for an input, Vi, x, can be defined as

Vnorm] +
Vnorm) (2)

with the ReLU function being defined for a threshold Vjorm.
In the following, we show how a computation that constrains
the total margin across a set of inputs can be used to find
correlation.

Margin, = [Vin -

= max (0, Vinx — = ReLU(Viyx)

B. Proposed MC-Based Correlator

The MC-correlator uses a thresholding-based non-linear
function that operates on four-quadrant operands generated
from the inputs, such as =X =Y [33]. While various possibili-
ties exist for the non-linear function, the thresholding-based
rectified linear unit (ReLU) function, shown in Fig. 5(a),
is well-suited for low-power analog-friendly implementations.
As shown in Fig. 5(b), ReLU function can be easily realized
using diodes on-chip. As noted in Fig. 5, the output voltage of
an ideal diode is the maximum of zero and V;,, which matches
the ReLLU definition.

This can be implemented using a diode-capacitor circuit,
as shown in Fig. 5(c), with the circuit output being the
normalization level.

The correlation between two input sequences can be esti-
mated using the ReLU-based margin computation across
four-quadrant inputs as shown in Fig. 6. In this ReLU-
based correlation scheme, four sets of operands are applied in
parallel as inputs for the margin calculation. Accordingly, the
normalization levels across the parallel margin computations,
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Fig. 7. Proposed MC-correlation uses ReLU function that operates on four
sets of inputs (X +Y, —X —Y) and (X —Y, —X +Y) to estimate correlation.
Reverse water-filling solves for the output voltage for each pair of sets, Vi,

and V,,,, where correlation is proportional to the differential output Vb —V, .
Simulated Correlation Error
S
<]
=
w
n
=
14
Sequence Length (N)
Fig. 8. Simulations demonstrating the proposed MC-correlation approach

estimate correlation with improving accuracy as sequence length increases,
with performance comparable to MAC correlators.

shown in Fig. 6 as V!, and V,,, estimates the inner (dot) prod-
uct between the input sequences and hence the correlation. The
estimated correlation based on MC, Ryc, can be determined
based on an inverse mapping function that operates on the
differential output Vo, and maps it to Ryc.

Analytically, the MC-correlation single-ended outputs
can be expressed in terms of the input sequences
elements x; and y; as

N
st > ReLU(lx; + yil -

i=1

V+

out

Vo_:t) =Y

V()lll

N
st D ReLU(lx; — yil = Vo) = ¥ 3)

i=1

where y is a hyperparameter. Consequently, Ryc can be
expressed as

Ryc =G Vot = Vou) )

where G~! is the monotonic one-to-one mapping function.
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(a) Energy-efficient diode-capacitor circuit to estimate correlation by performing the MC-computation outlined in Fig. 7 in the charge domain.

(b) Simulation example of the charge-thresholding correlator for random inputs with Ro, = 1.

III. CHARGE-DOMAIN THRESHOLDING FOR
MARGIN-COMPUTE-BASED CORRELATION

As shown in Fig. 7, the ReLU-based MC is analogous to a
reverse water-filling problem of finding an output voltage for
a given set of inputs when the total charge, Qoal, across all
compute capacitors, C,, is constrained. This can be expressed
as

N
Votl S.t. ZCCUX,' + yil — Vott].»,. = Quotal

i=1

N
Vou St ZCC[W — il = Voul ;. = Qootal ®)

i=1

where the hyperparameter y in (3) is now equal to Qoar/ Ce.
In this reverse water-filling analogy, the height of each vertical
bar represents the value of the input argument, and the width of
the bars represents the compute capacitor value. V. and Vi,
are the output voltages for the four-quadrant inputs such that
the total amount of charge (or the sum over the margins), rep-
resented by the colored-shaded area in Fig. 7, is Qo in (5).

It can be noted that, for larger Qi V., is pushed lower.

Since correlation can be viewed as a computation resem-
bling pattern matching, the redundancy within the ensemble
provides sufficiency for estimating the correlation using a
subset of the input sequence. This can be noted in Fig. 7,
where some bars are below the output levels V., indicating
that no charge is stored in such caps and such operands are
not part of the margins constraining and hence not part of the
output computing. This is enabled through the use of ReLU
providing high-efficiency operation.

From a hardware point of view, we can think of VX as the
solution that ensures that the total charge is Qo for a given
set of inputs and a specific compute capacitor value, and we
need a circuit to find V5, by implementing the reverse water-
filling constraint. Notably, Q. has an optimal range for
given circuit parameters such as capacitor value, the voltage
range of the input operand, and the correlation length. For
example, a large Qo Will reduce the energy efficiency of

the compute scheme, as 2 Qa1 is used in every computation.
Alternatively, for small values of Qotal, Vojjl, based on the
reverse water-filling shown in Fig. 7, will be dominated by
the maximum margin and will not represent the correlation
between the inputs. In the ReLU-based MC scheme, the
correlation is calculated by operating on four sets of operands,
as shown in Fig. 6 and (5). The differential output voltage
(Vo — Vou) = G(Ruc) estimates the correlation between the
input sequence pair (Fig. 7).

To have a better understanding of the reverse water-filling
operation, let us consider the case where inputs are highly
correlated. In this case, |X + Y| will be much larger than
|X — Y|, and hence the heights of the bars to the left in Fig. 7
will be larger than the height of the bars to the right. Now, for
the same amount of the constrained charge Qioal, Vott will be
much larger than V_ indicating a high positive correlation.
As mentioned earlier, correlation as pattern-matching com-
putation has sufficient redundancy across samples to tolerate
approximation errors. The proposed MC-correlation errors are
compared with the MAC-approximation errors for random
input sequences in Fig. 8. The correlation predicted by margin
computation follows a similar error distribution to MAC
schemes (i.e., sfdc_rms = |RMC_Roo|2 x 8§4Ac_rms = |Rmac—
Roso|? with both Ry and Ryac converging to R, as sequence
length, N — o0). Interestingly, for short sequence lengths, the
higher-order terms in the MC approximation result in lower
correlation errors when compared to the MAC correlation
which only has the inner-product term.

Prior current-domain ReLU-based compute circuits require
bias currents that lead to high power for long correlation
lengths [28]. In this work, we present a charge-domain energy-
efficient implementation shown conceptually in Fig. 9(a). The
thresholding operation, described by (5), can be realized using
charge-coupled diode-capacitor circuits, and a current source
controls the hyperparameter y = Q\oa1/C.. For four-quadrant
operands (£x; £ y;) applied to the diodes, the current source
at the output node enforces a total amount of charge Qo
on the capacitors implementing the reverse water-filling con-
straint that solves for V. and V,,. Notably, the operation
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Fig. 10. Simulations of the proposed charge-thresholding correlator. (a) Similar to MAC, MC-correlation follows R. (b) Error in correlation estimation

using the proposed MC approach is comparable to MAC. (c) Precision of the MC-correlation improves with the increase of the correlation length.

of the reverse water-filling in Fig. 7 and its charge-domain
implementation in Fig. 9(a) as well as the describing equation
in (5) show that the output pair V. will be unique for a
given input sequence and a given hyperparameter Qioai/Ce.
This is confirmed through measurements as will be shown in
Section VI.

The operation of the proposed MC-compute scheme has
two phases: reset and compute. At reset, all compute
capacitors’ terminals are connected to the supply ensuring
Vi = Vou = VDD and storing zero total charge on the
compute capacitors. During the compute phase, the reset
switches are released, and the tail current sources impose the
reverse water-filling constraint by storing a total charge of
Qwtal = I, on the compute capacitors. Diodes with inputs
greater than V. turn on and its outputs become Vl.jE = |x; £
v;|. Compute capacitors connected to these diodes contribute
to the Qa1 constraining storing a charge of C.[|x; y;|— Voft].
In contrast, diodes with inputs smaller than V. remain off
preventing a charging path to their compute capacitors. Since
compute capacitors are initially discharged to zero charge,
the voltages across them remain zero with the diodes outputs
Vft = VZ. By the end of the compute phase, the diode
outputs are Vii = max(|x; £ y;|, Vi) and the thresholding
condition, expressed in (5), is satisfied. Thus, the differential
output voltage Vouqg = Vg — Vo estimates the correlation.
In this charge-domain compute scheme, a total compute energy
of 20t VDD is drawn per N-length correlation resulting in
a high energy efficiency of ~150 TOPS/W as we discuss in
detail in Section VI

Fig. 9(b) shows a simulation example of the output voltages
for inputs with R, = 1. The waveforms of the outputs follow
the two-phase operation described earlier with Vo, s = 0 in
the reset phase, since single-ended outputs are connected to the
supply, and V. 4 represents the correlation between the inputs
by the end of the compute phase. The simulated performance
of the proposed charge-domain correlation scheme is shown
in Fig. 10. For random inputs, the simulated output voltage
estimates correlation with error performance similar to MAC.
In addition, the precision of the MC-correlation improves with
the increase of the correlation length N, that is, the correlation
converges to R, with increasing N.

IV. CMOS IMPLEMENTATION OF PROPOSED CORRELATOR

In this section, we discuss the implementation of the cor-
relator architecture proposed in Section III. Fig. 11 shows the
implemented low-power 5 GS/s, 1024-sample analog corre-
lator using the charge-thresholding core shown in Fig. 9(a).
The RF correlator can be divided into three core functional
blocks: 1) a sampler that sequentially stores input samples on
1024 capacitors; 2) an operand generator that generates the
four-quadrant inputs required by the MC-compute engine; and
3) the correlation compute engine that estimates the correlation
between the input signals. The operational timing is shown
in Fig. 12(a), where input sampling and compute engine
reset occur in the first phase. Following this, the operands
required by the correlation compute engine are generated in
a pre-compute phase. Finally, the correlation is estimated in
the compute phase. At 5 GS/s, the 1024 samples require
~200 ns, the operand generation settles in <2 ns, and the
correlator output is sampled after a compute time of ~100 ns.
In addition to the core functional blocks, a multiphase non-
overlapping clock generator drives the sampler, and a high
input impedance amplifier with 1-GHz bandwidth is used to
drive the analog output off-chip. Detailed implementation of
the building blocks is discussed below.

A. Two-Layer 5-GS/s Sampler Operating on RF Input

A two-layer sampling scheme is utilized to support 5-GS/s
operation while reducing parasitic capacitance at the RF input,
as shown in Fig. 11. This approach also simplifies the clock
generation for the sampling operation. Fig. 12(b) shows the
timing diagram of the clocks, CLKp and CLKy, driving the
switches in the two layers. Layer 1 unit blocks consist of
32 capacitors and switches driven using 32 non-overlapping
phase clocks, CLKy, with a pulsewidth of 32 x T, and a
period of 32 x 32 x Ty, where T is the sampling period. There
are 32 Layer 1 blocks, resulting in 1024 capacitors for sample
storage. Each of the Layer 1 unit blocks comes in series with
a Layer 2 switch. The Layer 2 switches are controlled by
CLKp, which are a set of 32-phase non-overlapping clocks,
with a period of 32 x T and a pulsewidth of 7. The proposed
Layer 1 and Layer 2 ordering approach ensures that the faster
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Fig. 11.  Schematic of MC-based correlator implemented in 65-nm CMOS. The IC includes a 5-GS/s sampler that samples the two input sequences,

switched-capacitor circuits that generate the £x £ y operands and an MC block that computes the correlation.
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and correlation compute. (b) Clocking operation of the two-layer sampler.

CLKp multiphase clocks drive fewer switches than the slower
CLK multiphase clocks, reducing overall power consumption
in the clock generation and sampler.

The sampling-switch design is constrained by the targeted
correlator speed and length (5GS/s, 1024 samples), driver
power consumption, and errors introduced by sampler non-
idealities. NMOS devices with (W/L) = (2.4 um)/(0.06 pm)
are used as the sampling switches to avoid extra parasitic
capacitance associated with transmission-gate switches on
high-frequency input nodes at the cost of limiting the max-
imum input swing.

Systematic sampling errors due to clock feedthrough do
not impact correlation computation since the errors appear
as dc shift for all the sampled values. On the other hand,
capacitor leakage during the OFF-state and charge-injection
errors during sampling are input-dependent and can, therefore,
lead to errors in correlator output. The size of the sampling
switch ensures that charge injection has a negligible impact
on correlator accuracy in this implementation. Significant
sampling capacitor leakage with an exponential decay in the
OFF-state implies higher errors in samples that are stored
earlier during the sampling when compared to later samples.
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(a) Operational timing of the MC-based correlator in Fig. 11. The correlator operates in three different phases: sample/reset, operands generation,

Such sample-dependant gain error results in incorrect corre-
lation computation. Notably, the operand generation scheme
described in Section I'V-B results in the effective storing capac-
itance being 4 x smaller than the actual sampling capacitor Cg;,
which increases the leakage in the compute phase. However,
leakage during the compute phase impacts all operands equally
and results in a fixed gain error. In this work, a relatively large
sampling capacitor of 50 fF is adopted to minimize leakage
errors. For a time scale of 1 us, the employed Cg; sees less
than 1% error in the stored value due to leakage. With a
conservatively sized sampling capacitor, the sampler puts the
upper limit on the correlator speed.

B. Generation of Operands for Compute Phase

The operands required by the compute engine are generated
through capacitor-stacking operation. As shown in Fig. 13(a),
each input gets sampled on two capacitors. This allows the
generation of four-quadrant operands (+x =+ y) by stacking the
capacitors appropriately. The conceptual switched-capacitor
circuit shown in Fig. 13(b) is used to implement capacitor
reconfiguration. Fig. 13(c) describes the operand generation
across two phases. In the sampling phase, the sampling
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operands generation. (c) Two-phase operation of the operands generator. (d) Schematic of the operands generation circuit with the sampling switches.
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Fig. 14. Correlation compute engine replaces the diode-capacitor configu-
ration with a common-drain transistor and a capacitor to separate the signal
and compute charge transfer paths.

capacitors, Cg, store the input samples. In the operand
generation phase, the capacitors are stacked such that the
stored values add together to generate the required operand.
The detailed schematic of the operands generation circuit
with the sampling switches is shown in 13(d). Transmission-
gate switches with NMOS (W/L) = (2 um)/(0.28 um) and
PMOS (W/L) = (3 um)/(0.28 pum) are used in the operands
generation circuit, with a time constant of 22 ps during
sampling/operand generation. Notably, the operand generation
is relatively insensitive to parasitic capacitance, as it results
in a relatively small gain error that scales all inputs and
does not impact the correlator accuracy. Additionally, the
implemented operand generator supports a dc shift of all the
generated operands through the “REF” input. This can be used
to guarantee a positive voltage of the correlator single-ended
outputs with enough headroom for the compute-engine current
sources.

Fig. 15. Schematic of the multiphase clock generator.

C. Margin-Computing-Based Correlation Engine

In the conceptual charge-domain compute scheme explained
earlier, the compute charge Qi flowing through the diodes
is sourced from the sampling capacitors, thus changing the
operand values during the compute operation, and result-
ing in computing errors. In the CMOS implementation, the
diode-capacitor configuration is replaced with a common-drain
transistor and capacitor to separate the signal and Qo
transfer paths (Fig. 14). The common-drain configuration puts
a lower limit on the input signal swing to maintain the
thresholding operation. The compute devices are sized with
(W/L) = (0.4 pum)/(0.28 um). The compute engine uses
a cascode current source to impose the ReLU constraint.
A 50-pwA current value is adopted balancing the compute
speed and power trade-offs.

Compute capacitors, as well as sampling capacitors, are
implemented using metal-oxide—metal (MOM) capacitors that
are placed above active devices taking no additional area.

Authorized licensed use limited to: OREGON STATE UNIV. Downloaded on December 11,2024 at 07:01:28 UTC from IEEE Xplore. Restrictions apply.



RASHED et al.: SCALABLE AND INSTANTANEOUSLY WIDEBAND RF CORRELATOR

Simulated HDR of the MC correlator
across compute capacitor

Compute Engine Unit Cell

3619

Simulated HDR of the MC correlator
across sampling capacitor

Layer 1 Unit Block

Qx  Sampling

swa1 Capacitor
.

0.1 1

(@)

Fig. 16.

Furthermore, the low voltage and temperature dependence of
MOM capacitors and good matching enable accurate compute
operation. The compute speed is determined by the charging
rate of the compute capacitor C.. However, the minimum
capacitance size is limited by mismatch and process variations.
While errors due to mismatch and noise are discussed in-depth
in Section V, this implementation uses a conservative 25-fF
compute capacitor to minimize the impact of unanticipated
parasitic capacitances at the compute-engine outputs.

D. Multiphase Clock Generation for Sampling

The clock generator, shown in Fig. 15, uses an input buffer
matched to 50 2. The clock generator uses a divide-by-32
divider based on a divide-by-two counter to generate CLK.
A dual-edge 32-bit shift register is used to generate the
32 non-overlapping phases for CLKy and CLKp. The clock
generation is disabled during the compute phase to reduce
overall power consumption.

V. IMPACT OF NOISE AND MISMATCH ON
PROPOSED CORRELATOR

This section details how the implementation non-idealities
affects the correlation computation. Error in the correlation
computation can be classified into: 1) errors due to the finite
sequence length, €jen—rms ~ 1 /ﬁ, with &jen—ms — 0 for
larger sequence lengths; and 2) errors due to the hardware
implementation, egw_ms, that includes the margin-based com-
putation approximation, noise, and mismatch. Therefore, the
total error in correlation estimation can be expressed as,
(82, ims T Ehtw_mms)/>- Notably, errors due to finite sequence
lengths do not occur for periodic inputs where exact correla-
tion can be computed across a period. Therefore, correlation
errors with periodic inputs are dominated by hardware imple-
mentation errors. Accordingly, the hardware-dynamic range
(HDR) can be expressed as

1
HDR = 20log————. (6)
EHW —rms

] 50 ]
10 C.=25fF 100 0.1 1

Compute Capacitor (fF)

10 Cs=50fF100
Sampling Capacitor (fF)

(b)

Correlation error (a.k.a. HDR) simulations across (a) compute capacitor and (b) sampling capacitor.

Correlator HDR can be determined using periodic sinusoidal
inputs that are phase-shifted relative to each other. Since the
true correlation R, can be calculated in this case as cos(f),
and assuming 6 is the phase shift between the two inputs,
EHW—rms Can be calculated as

[
twmm = | (G (Vouwa) — cos(9))’ )

where Vo4 is the output of the margin-compute block and
G~! is the mapping function. G~! depends on the adopted
non-linearity (ReLU in the proposed MC-correlation) and
maps the margin-compute output Voy s to Ryc [33]. In this
work, G~! is approximated as a Sth-order polynomial function.
G~! is defined through an initial training phase where the
correlation between input sequences with different degree of
correlation (different true correlation R.,) is estimated using
the margin-compute correlator. The correlator output is then
fit to the true correlation, used initially to create the correlated
input sequences, using a polynomial fitting, and the Sth-order
polynomial coefficients are obtained.

Through the following, the root-mean-square (rms) error
euw—rms and hence the HDR will be used to characterize the
impact of hardware non-idealities on the correlator accuracy.
By applying sinusoidal inputs with phase shift 8 € (0, 7),
enw—rms and HDR can be found using (7) and (6), respectively.

A. Compute Capacitor Mismatch

As noted in Section IV-C, the compute capacitor is
implemented using native MOM capacitors. MOM capacitor
mismatch, which arises from lithography, etching process,
and oxide film thickness variation, has been reported in
the literature. Reference [34] reports the standard deviation
of the unit capacitance relative variation, a(%), of 2 fF
MOM capacitor of different structures in 180-nm CMOS to
be less than 0.13%. In [35], a 15-fF sandwich structure in
130-nm CMOS shows a standard variation of 0.09%. We used
these variations to model the impact of compute capacitor
mismatch. We estimated mismatch numbers for different
capacitor values following Pelgrom’s inverse-area mismatch
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Fig. 17. Die photograph of charge-thresholding RF correlator implemented
in 65-nm CMOS. The correlator occupies 0.97 mm?.

model [36]. With the presence of a mismatch in the compute
capacitor, (5) can be expressed as

N

Z(C + AC )[lx’ + yl out] - Qtotal

i=1

N

D (Ce+ AC)[Ixi = yil = Vo, = Qo (8)

i=1

where ACJ; and AC_; are drawn from Gaussian distribution
with zero-mean and a standard deviation that represents the
capacitor mismatch. Fig. 16(a) shows the HDR plotted across
different compute capacitor values. Mismatch of o = 0.2%
for 2 {F capacitor is assumed. This translates to a mismatch
coefficient, the proportionality coefficients in Pelgrom’s
model, of 2.5 m. For 25-fF capacitance, the HDR is simulated
to be ~73 dB. Notably, even with a 10x higher mismatch,
that is, 25-m mismatch coefficients, HDR can be as high as
67.3 dB, supporting the use of smaller compute capacitance
in future implementations.

B. Compute Device Mismatch

Compute device process mismatch can be modeled as an
error term added to the operands. Accordingly, (5), will be
expressed as

N
> Clxi +yil+Af -
i=1
N

> oCflxi =il + A7 = Vg,

Out]Jr
i=l1

V;ﬁt] + = Qlotal

= Qtotal &)

where A[+ and A; are drawn from a Gaussian distribution with
zero-mean and a variance equal to the input-referred device
Vr mismatch. Monte-Carlo simulations on the correlation
compute engine show an HDR of 67 dB.

C. Sampling Noise

The thermal noise of the sampling circuit, determined by
the KT /Cg limit, where K is Boltzmann’s constant, 7 is the
absolute temperature, and Cy; is the sampling capacitor, can
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Fig. 18. Measurement setup for MC-correlator performance characterization
and application-level demonstrations.

be modeled as part of the compute equations

ZC [|xt + yt| + \/_A+ Om:l = Qlotal

Z CC["xl yl| + \/_A out:l = Qlotal (10)

i=1

where Ai+ and A; are drawn from a Gaussian distribution
of zero-mean and variance of KT/Cy. Fig. 16(b) plots the
HDR across different sampling capacitor values. With a 50-fF
sampling capacitor, an HDR of ~73 dB is expected.

D. Compute Device Noise

Compute device noise can be modeled; the same way its
mismatch has been modeled, by adding the input-referred
noise to the input operands (9). Transient noise simulations
on the compute engine show an HDR of 70.4 dB.

E. Compute Current Source Noise

Noise in the compute-engine’s current source will introduce
an error in correlation computation by changing the compute
charge Qo from one computation to another. This can be
modeled by an error term added to Qo in (5) as

N
Z c[lxi + yl| VOJEt] - Qtolal + A+
i=1

N
Z c[lxi - yl| - Vout] - Qtoldl +A” (11)
i=1
For the employed 50 pA current, transient noise simulations
on the compute engine show an HDR of 61.3 dB limiting the

proposed correlator computation precision.
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Fig. 19. (a) Measured correlation for random 5-GS/s inputs shows performance matching theory/simulations. (b) With sinusoidal inputs, measured

MC-correlator demonstrates 8-bit ENOB HDR. (c¢) Proposed MC-correlator scales to higher correlation lengths and is robust to supply variations.

VI. MEASUREMENT RESULTS

The proposed correlator is implemented in 65-nm CMOS
process. Fig. 17 shows the die photograph, with the correlator
occupying 0.97 mm?. Each unit compute-cell of the correlator
array includes the sampling and operand generation circuits
with area minimized through the use of MOM capacitors. The
die is packaged in a 60-lead 5 x 9 mm quad-flat no-lead
(QFN) package that is soldered to the test PCB. Fig. 18 shows
the measurement setup.

The correlator is characterized using periodic and random
input sequences. To create random sequences with known
correlations, two uncorrelated sequences A and B are mixed
using the following method to create two correlated sequences
X and Y with the required degree of correlation Ry

0

X| |1 A

MR SR
The X and Y sequences are digitally filtered to limit band-
widths and provided to an arbitrary-waveform generator
(AWG) that drives the chip. The AWG also provides the
control signal for sampling/compute phases. The correlator
output is captured using an oscilloscope, and offline analysis
is performed using MATLAB.

An RF source is used to generate periodic sine waves for
HDR measurements, due to the limited resolution and the high
noise of the AWG. The relative phase shift between the two
inputs is created using a power divider and a phase shifter.

(12)

A. Compute Precision-HDR

Fig. 19 shows measured MC-correlator performance.
As shown in Fig. 19(a), measurements using random 5-GS/s
input sequences with known correlations show the measured
correlation tracking R... The correlation errors are dominated
in this case by €jep—ms of —30.7 dB. Measured performance
follows simulations in Fig. 10. The HDR is characterized using
periodic 10-MHz sinewave inputs of 0.3 V amplitude sampled
at 5.12 GS/s such that an integer number of input periods
fits in 1024 samples. As shown in Fig. 19(b), measurements
across relative phase shifts lead to a measured HDR of
50.3 dB (limited by the oscilloscope input-referred noise).
The measured HDR can be translated to an 8.06 ENOB,
demonstrating the proposed correlator’s precision.

The scalability of the proposed approach is demonstrated by
measuring longer inputs, shown in Fig. 19(c). Longer input
sequences (up to 8 x 1024 = 8192) are partitioned into
1024-sample subsequences with correlator output for subse-
quences added together to compute sequence correlation. The
measured accuracy with increasing sequence length follows
the expected 3 dB lower error for a 2x increase in sequence
length when errors are limited by &jn—rms. These mea-
surements demonstrate the feasibility of the MC-correlation
approach for longer correlations through larger arrays tiling
multiple ICs and/or through partitioning the sequences into
subsequences.

As noted in Section I and Fig. 6, the MC-correlator differ-
ential output has a monotonic one-to-one mapping to the true
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polynomial order—a Sth-order polynomial is used in all measurements.

correlation. This work uses a polynomial function to do this
mapping. Fig. 20 shows the error in correlation computation
for sinusoidal inputs versus the polynomial order. A Sth-order
polynomial, of different coefficients with sinusoidal inputs and
random inputs, is adopted in this work and is used in all
measurements in Fig. 19.

B. Power Consumption and Energy Efficiency Calculation

Fig. 21 shows the power consumption breakdown across
core functional blocks in the MC-correlator. The correlation
compute engine consumes only 0.22 mW, operand genera-
tor consumes 0.68 mW, and the sampler drivers consume
0.3 mW. For a correlation length of 1024 and a sampling speed
of 5 GS/s, the total correlation time (sampling time + compute
time) is 409.6 ns, leading to a total correlation energy of
491.52 pl. In a fully digital approach, computing the correla-
tion between two sequences of length N and a B-bit precision
requires a total of (N) B-bit multiplications and (N — 1) B-bit
additions. Equivalently, the effective number of operations of
the MC-correlation computation can be expressed as

Effective Number of Operation

= (N)ENOB? + (N — )ENOB  (13)

with a measured precision of 8.06 ENOBs, the compute
efficiency of the correlator can be calculated in terms of
TOPs/s/W or TOPS/W as

Compute Efficiency
Effective Number of Operations

~ Power Consumption x Compute Time (14)

For a measured 1.2-mW power consumption and a total of
409.6-ns correlation time, the total energy efficiency is calcu-
lated to be ~152 TOPS/W. The multiphase clock generation
consumes 4.2 mW, and clock input buffers that convert the
off-chip sinewave to square wave consume 22.2 mW. It is
worth mentioning that the clock generator in the presented
IC is not optimized, since the main focus of this work is the
correlator itself. In simulation, we can achieve significantly
lower power consumption when the clock generation devices
are resized for this application and frequency. In addition, in a
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Fig. 21. Power consumption of core functional blocks in the MC-correlator
at 5 GS/s.

complete system-on-chip (SoC), the clock generation can be
combined with the rest of the transmit/receive chains adding
a minimum overhead on the whole system. For complete
characterization, the energy efficiency of the whole correla-
tor IC is calculated, considering the clock generation power
consumption to be 6.5 TOPS/W.

C. Performance Across Process, Supply, and Temperature
Variations

The MC approach is relatively insensitive to supply vari-
ations in the compute engine. As shown in Fig. 19(c),
measurements across £20% supply variations demonstrate
robustness to voltage variations. Similarly, Fig. 22(a) shows
correlation measurements of 5-GS/s random inputs across
temperatures. The correlation error increases <1 dB across a
60°C change in temperature, demonstrating good performance
across temperature. In order to understand the impact of
different sequences and ICs, the measurement in Fig. 19(a) is
repeated for ten different data sets across three different chips,
and the correlation error is reported in the box chart shown
in Fig. 22(b) with less than 0.1 dB change in the mean value.
Measured correlation of random inputs across sampling speed
is shown in Fig. 22(c). The correlator IC shows almost no
degradation in correlation error between 100 MS/s and 5 GS/s.

D. Applicability to Radar and Code-Domain
Communications Systems

The feasibility of using the MC-correlator for typical
correlation applications is shown through system-level mea-
surements (Fig. 23). A noisy 1.25-GHz bandwidth radar pulse
(SNR = 0 dB) is sampled at 5 GS/s and correlated against
pulse templates. The correlation across time-shifted templates
is shown in Fig. 23(a), demonstrating performance comparable
to MAC approaches. A communication system application is
shown in Fig. 23(b), where an input PN code at 2.5 GHz chip
rate with SNR = 0 dB is correlated with delayed versions
of the PN code. The correlation shows the expected impulse
response for zero lag. In Fig. 23(c), a DS-CDMA signal with
2.5 GHz chip rate is correlated with the modulation PN code
showing the matching between the demodulated signal and
the original message. These measurements demonstrate that
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(b) Measurement for 2.5-Gb/s PN code correlated with time-shifted versions. (c) Measurements for 2.5-Gb/s DS-CDMA signal correlated with the modulating

PN code.

the MC-correlator can operate on samples directly in the
analog domain, enabling low-latency and low-power signal
processing.

E. Performance Summary and Comparison With Prior Work

Table I summarizes the measured performance and com-
pares this approach with digital-intensive compute correlators
and analog/RF correlators. When compared to state-of-the-
art vector multipliers implemented in advanced technology
nodes, the proposed compute scheme achieves higher 8-bit
energy efficiency of 150 TOPS/W with input precision of
8.06 ENOBs. This work also demonstrates an improvement
compared to state-of-the-art analog/RF correlators in terms
of energy efficiency and area efficiency figures of merit.
In addition, it achieves a large correlation length of 1024,
which is >100x higher than prior work. Overall, the high
energy efficiency of the proposed correlation scheme arises
from the following:

1) Analog-domain operation. Being an all-analog correlator

enables a high multibit operation (limited by noise in

2)

3)

4)

this work). Compared to digital implementation where
power consumption scales with the number of bits,
the all-analog implementation offers significantly better
energy efficiency.

Charge-domain operation. The charge-domain imple-
mentation of the proposed correlation computa-
tion scheme where only 2Q, VDD is drawn for
1024-length correlation computation contributes to its
exceptional energy efficiency.

Multiplier-free operation. The proposed compute scheme
avoids energy-intensive multiplications, instead utiliz-
ing low-power thresholding operations, making it more
power-efficient.

Margin-compute approximation. By adopting a
thresholding-based ReLU compute scheme, only a
subset of the input sequence is used for the correlation
estimation. Compared to MAC correlation where the
whole input set is involved in the computation, the
proposed approximate computing scheme enables
high-efficiency operation.
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TABLE I
PERFORMANCE SUMMARY OF THE MC-CORRELATOR AND COMPARISON TO STATE-OF-THE-ART VECTOR MULTIPLIERS AND ANALOG CORRELATORS

Vector Multipliers Analog Correlators
Y. He D. Wang L. Fick H. Wang H. Jia AR. Javed Q. Wu V. Mangal This Work
ISSCC23 [21] | ISSCC22 [22] | ISSCC22 [37] | JSSC23 [38] | JSSC22[39] | BCTM16[18] | TMTT23[19] | JSSC20[17]
Tech. 28nm CMOS | 28nm CMOS | 40nm CMOS | 22nm CMOS | 16nm CMOS | 130nm NPN |1um GaAS HBT| 65nm CMOS | 65nm CMOS
Combuting Method Digital Digital Current Charge Charge Analog Multiply Pumped Analog Charge
puting ABS+ADD | OR/AND+ADD | Multiply+ADD | Multiply+ADD | Multiply+ADD | and Integrate T-line Time Domain ReLU-MC
Area (mmz) 1.3 1 189.8 1.5 25 0.15 (estimated) 78.61 0.09 0.97
Input & Weight ! ! g ! ! ! ! . i .. | Analog, Analog
Precision 2b-8b & 2b-8b| 1b-4b & 1b |2b-8b & 2b-8b| 8b&8b 1b-8b & 1b-8b AnangI 1 bit Analog, LO AnangT 1 bit 8.06 & 8.06
8b Throughput (TOPS) 0.117 0.127 213 1 3 - - - 0.18
8b Energy Efficiency 150*
(TOPSIW) 101.9 15.5 5.2 32.2 30 (6.5%)
8b Area Efficiency
2 4.2 2.6 0.116 4 0.679 - - - 0.186
(TOPS/mm")
Input Sampling Rate - - - - - 33 GS/s 0.6-1.1GS/s 100 S/s 5GS/s
Code Length - - - - - 1 8 11 1024
Correlator FoM
(pd/CorrlLen) - - - - - 3.7 293 400 0.24
Compute Area/Corr.
2 - - - - - 0.15 39.304 0.0082 0.00095
Len (mm")

* Dynamic range not reported. * Includes power consumption of correlator only.

generation.

VII. CONCLUSION

In this work, we proposed a direct-RF wideband correlator.
Utilizing a novel margin-based computation, the proposed cor-
relator achieves high energy efficiency, traditionally provided
only by digital-intensive compute schemes and high-precision
operation. The margin-compute-based correlation is tested to
be scalable by measuring longer sequence lengths. In addi-
tion, measurements across supply and temperature variations
demonstrate the robustness of the MC-correlation scheme to
environment non-idealities. The MC-correlator shows good
performance across different ICs as well. The demonstrated
system-level measurements show how the MC-correlator can
be applied across signal-processing applications, with correla-
tion occurring in the analog domain at RF.

Notably, the proposed correlation scheme can be scaled to
advanced CMOS technologies with higher energy efficiency
and area efficiency. Overall, the power and area-efficiency of
the proposed correlator depend upon the area and power of
sampler/clock generation, operand generation, and compute
blocks. In particular, the sampler and clock-generation circuits
benefit greatly from technology scaling due to lower switching
dynamic power and lower ON-resistance for a given switch
size. In the discussion in Section V-A, we showed that a
smaller capacitor value can be employed given the reported
mismatch in 65-nm CMOS. As reported in [40], the MOM
capacitor mismatch in the 32-nm SOI process is 0.8% for
a capacitor value of 1.2 fF, and simulations show this still
results in an HDR higher than 65 dB for a compute capacitor
value <5 fF. Smaller compute and operand generation devices
will also reduce the physical layout size, leading to smaller
routing parasitic capacitance at the output nodes. In summary,
a smaller compute capacitor and lower parasitics enable the
use of a smaller Qo in the compute circuits, leading to

** Includes power consumption of correlator and clock

improved energy efficiency as discussed in Section III. Simi-
larly, smaller compute capacitors, compute devices, sampling
switches, and clock circuits will lead to smaller correlator area
in advanced technology nodes.

Future work includes further improvements in area and
power efficiency through the development of new compute
core circuits that enable analog computing by leveraging the
underlying physics of on-chip devices in advanced CMOS
technologies. Such approaches can also be extended to
in-memory computing by relying on the physics of memory
storage cells to perform computations.
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