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Abstract

Supermassive black holes can experience super-Eddington peak mass fallback rates following the tidal disruption
of a star. The theoretical expectation is that part of the infalling material is expelled by means of an accretion disk
wind, whose observational signature includes blueshifted absorption lines of highly ionized species in X-ray
spectra. To date, however, only one such ultrafast outflow (UFO) has been reported in the tidal disruption event
(TDE) ASASSN-14li. Here we report on the discovery of a transient absorption-like signature in X-ray spectra of
the TDE AT2020ksf/Gaia20cjk (at a redshift of z = 0.092), following an X-ray brightening ~230 days after UV/
optical peak. We find that while no statistically significant absorption features are present initially, they appear on a
timescale of several days and remain detected up to 770 days after peak. Simple thermal continuum models,
combined with a power-law or neutral absorber, do not describe these features well. Adding a partial-covering,
low-velocity ionized absorber improves the fit at early times but fails at late times. A high-velocity (v,, ~
42,000 kms "), ionized absorber (UFO) provides a good fit to all data. The few-day timescale of variability is
consistent with expectations for a clumpy wind. We discuss several scenarios that could explain the X-ray delay, as
well as the potential for larger-scale wind feedback. The serendipitous nature of the discovery could suggest a high
incidence of UFOs in TDE:s, alleviating some of the tension with theoretical expectations.

Unified Astronomy Thesaurus concepts: X-ray transient sources (1852); Ultraviolet transient sources (1854); Tidal

disruption (1696)

1. Introduction

When a star passes close enough to a massive black hole
(~10"-10® M_.) such that the tidal shear across the length of the
star exceeds its self-gravity, it will be disrupted (Rees 1988;
Kochanek 1994). Such stellar tidal disruption events (TDEs)
have been heralded as ideal systems to study the formation of
accretion disks and outflows launched from black holes.
Ultrafast outflows (UFOs, those moving with line-of-sight
velocities 10,000 kms™") are especially interesting because
they carry mass and momentum away from the hole and aid in
the formation of disks and potentially the X-ray corona.
Remarkably, they can play a significant role in galaxy feedback
by pumping copious amounts of energy into their environment
(Pounds et al. 2003; Cappi 2006; Tombesi et al. 2010; see King
& Pounds 2015, for a review).

However, to date only one TDE, ASASSN-14li, has been
reported to exhibit a UFO signature (Kara et al. 2018), although
tentative evidence has been found in some other sources (e.g.,
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Saxton et al. 2012; Lin et al. 2015). Taken at face value, this is
surprising within the context of state-of-the-art three-dimen-
sional general relativistic radiation magnetohydrodynamics
(GRRMHD) simulations, which predict that outflows should
be ubiquitous in TDEs (Dai et al. 2018; Thomsen et al. 2022).
These UFOs are detectable at UV and/or X-ray wavelengths if
the wind favorably intersects with the observer line of sight
(e.g., Parkinson et al. 2022). A mitigating factor to this tension
between predictions and observations is the fact that the
detection of a UFO signature in X-ray spectra requires high
signal-to-noise ratio (S/N) spectra, which generally implies
long exposure times (Kara et al. 2018). Such observations are
not available for many TDEs (van Velzen et al. 2021); hence,
firm conclusions cannot yet be drawn from the lack of
detections. An alternative probe of such disk winds can be
found at radio wavelengths, if and when the wind interacts with
the circumnuclear medium, driving a forward shock that
triggers synchrotron (radio) emission (e.g., Alexander et al.
2017). However, this provides a more indirect probe of the
dynamical evolution of the bulk wind properties, such as its
kinetic power, and it is not possible to derive physical
properties such as the density and ionization state of the wind.
In recent years, the Neutron Star Interior Composition
ExploreR (NICER; Gendreau et al. 2016) has followed up
several TDEs with deep and high-cadence exposures, yielding
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high-quality X-ray spectra with >a few x 10°-10* X-ray
photons. Such observations, when carried out systematically,
should enable robust constraints on the presence (or absence) of
powerful disk winds in TDEs.

Here we report on the discovery of transient absorption
signatures in the X-ray spectra of the TDE AT2020ksf at 230 and
700 days after peak. Combinations of simple continuum models,
such as the combination of a thermal and a power-law model or
two thermal models, lead to systematic trends in the fit residuals
and hence cannot describe the data well. A partial-covering, low-
velocity ionized absorber (warm absorber) model improves the
description of the data at early times but does not work for the
late-time data. Instead, if we model the early- and late-time spectra
with a UFO, we can fit both epochs well. This paper is organized
into four sections. We present the observations and their analysis
in Section 2, discuss the properties of the UFO and their
implications in Section 3, and summarize in Section 4. In the
supplementary material (Appendix) we describe the observations,
data reduction, and additional analysis.

2. Observations, Analysis, and Results

Gaia20cjk/AT2020ksf was discovered as a 2 mag outburst
in the center of a galaxy at redshift z=0.092 (luminosity
distance of 426 Mpc) on 2020 April 21 (MJD 58960, which is
taken as the reference point for all phases and light curves) by
the Gaia photometric science alerts (Hodgkin et al. 2021). An
X-ray detection by eROSITA was reported on 2020 November
9 (Gilfanov et al. 2020), and a radio detection was reported on
2020 December 21 (MJD 59204, 244 days after discovery)
with the Karl G. Jansky Very Large Array (VLA) at 6 GHz,
with a flux level of 47 410 pJy, corresponding to a
monochromatic luminosity of L g, =(6 £ 1) X 10° erg st
(Alexander et al. 2021). The transient was classified as a TDE
based on optical spectroscopy, showing broad Ha and Hell
M686 emission lines (Gilfanov et al. 2020).

The data presented in this work were acquired by five
different instruments: NICER /XTI (Gendreau et al. 2016; see
also Mummery et al. 2023 for a continuum analysis of this
work), XMM-Newton/EPIC (Jansen et al. 2001), Swift’s
X-Ray Telescope (XRT; Burrows et al. 2005) and the UV
Optical Telescope (UVOT; Roming et al. 2005), and Spectrum-
Roentgen-Gamma/eROSITA (Predehl et al. 2021). We also
use publicly available data from Gaia (Hodgkin et al. 2021), the
Zwicky Transient Facility (ZTF; Bellm et al. 2019), and the
Asteroid Terrestrial-impact Last Alert System (ATLAS; Tonry
et al. 2018) to derive the optical evolution of AT2020ksf, as
well as a Keck Echelle Spectrograph and Imager (ESI) optical
spectrum to characterize the host galaxy. The data reduction is
described in the supplementary material (Appendix).

2.1. Light Curves and Black Hole Mass

The UV /optical and X-ray light curves are presented in
Figure 1, in the top and bottom panels, respectively. We
compute a bolometric correction from the ZTF g band to the
0.03-3 um wavelength range (black circles), corresponding to
a typical blackbody temperature of 20,000 K (the correction
factor is ~4). With this estimate, the integrated UV /optical
emission peaks around 7 x 10* erg s™" and hence approaches
the Eddington limit (~10* ergs™") at peak for a black hole
mass of 10° M., (see below). At late times, it flattens out at
5% 102 ergs™.

Wevers et al.

All X-ray light curves were converted to the same
0.3-1.1keV band, assuming the best-fit spectral models
determined in Section 2.2 to translate count rates into
luminosities. For the Swift data and NICER E12 spectrum,
we adopt the thermal continuum spectral models of Table 1.
For the E34 and XMM data, a UFO model significantly
improves the fit, and that is used instead (with values as
tabulated in Table 2). While no follow-up X-ray observations
were obtained until ~210days after the discovery date, a
fortuitously timed eROSITA scan (Gilfanov et al. 2020)
constrains the X-ray luminosity to <8 x 10" ergs™' (3¢ upper
limit corrected for galactic absorption and an additional
extragalactic column of 75y xpa = 0.9 x 10%° crnfz) at the
UV /optical peak. This rules out bright X-ray emission around
that epoch and implies an X-ray brightening by a factor of
=25 over a 200-day period following the UV /optical peak.
Early-time faint X-ray emission at lower levels (below
8 x 10* ergs™"), observed for some other TDEs (e.g., Gezari
et al. 2017; Hinkle et al. 2021; Yao et al. 2022; Guolo et al.
2023), remains unconstrained.

From the optical host galaxy spectrum (Appendix), we
measure a stellar velocity dispersion of o=56+2kms™".
This translates into a black hole mass of log;o(Mgy) =5.2 &+
0.46 M, using the M—o relation of McConnell & Ma (2013), or
alternatively log;o(Mgy) = 6.1 = 0.35 M, using the Kormendy
& Ho (2013) relation. This velocity dispersion (and hence
black hole mass) is typical of other X-ray and UV /optical
TDEs (Wevers et al. 2019). We assume a value of
logo(Mgy) = 6.1 £ 0.35 M, to calculate the Eddington ratio
in the rest of this work. We note that this value is consistent
with the black hole mass derived from the location of the inner
disk radius, obtained from continuum X-ray spectral modeling
(log o(Mgn) = 6.5 0.6, Mummery et al. 2023).

2.2. X-Ray Spectral Modeling

We analyze NICER X-ray data that are binned using the
optimal binning scheme designed by Kaastra & Bleeker (2016)
with the additional constraint of 20 counts per spectral bin. We
accomplish this by using the options grouptype = optmin
and groupscale=20 in the figrouppha ftool. XMM-
Newton data are binned to have at least 1 count per bin using
the XMM data analysis tool specgroup with oversample = 3.
We require a higher number of counts per bin for the NICER
data to avoid uncertainties introduced by the empirically
estimated background (Remillard et al. 2022). For XMM-
Newton this component is much better constrained directly
from the observations, allowing robust data analysis even with
a lower number of photons per bin. As a result, for the spectral
fitting we employ y* statistics for the NICER data and Cash
statistics (Cash 1979) for the XMM-Newton spectrum, using
the Xspec software package (Arnaud 1996) distributed with
HEASoft version 6.32. We note that using Cash statistics for
the NICER spectral fitting does not change the results.

2.2.1. Continuum Fitting: Systematic Residuals

We model the spectra with an absorbed thermal
(disk blackbody13 ) continuum model (TBabs X zTBabs X
zashift x diskbb). The Galactic hydrogen column density

'3 For simplicity we use the standard diskbb model rather than a more
complex thermal model with more free parameters, such as that presented in
Mummery et al. (2023).
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Figure 1. X-ray and UV light curves of AT2020ksf. The top panel shows the UV /optical evolution in the Swift/UV and various optical bands. The inset shows the
Gaia light curve up to 2000 days before discovery, indicating no significant host galaxy variability. The black circles show the blackbody-corrected 0.03-3 pm light
curve based on the ZTF g band, assuming a temperature of 20,000 K. The bottom panel shows the Swift, NICER, XMM-Newton, and eROSITA X-ray light curves,
all computed in the spectral range 0.3-1.1 keV. Peak light in the X-rays is delayed with respect to the UV /optical, as constrained by eROSITA and XMM-Newton
slew survey observations (orange triangles and red diamond). Note that when integrating the X-ray spectrum from 1 to 1000 ryd, the luminosity remains near the
Eddington limit for at least 770 days. The inset shows the NICER high-cadence data near the X-ray light-curve peak. Variability by a factor of 2—3 on several-day
timescales is present throughout. The NICER epochs that are used for spectral modeling are marked by dashed and dotted lines; for example, E34 signifies that data

from E3 and E4 were stacked.

ny is fixed to 3.6 x 10°°cm™2 (HI4PI Collaboration et al.
2016), while the extragalactic value nyxga is left as a free
parameter. We also calculate the bolometric ionizing luminos-
ity by integrating this model from 1 to 1000ryd (using the
clumin model in Xspec); we find Ligm=3Xx
10" erg s ™' & 2Lgqq, which remains steady even 770 days
after UV /optical peak (Table 1). This can be understood by
taking into account the temperature-dependent (among other
factors) bolometric correction, shifting part of the X-ray

emission out of the observed band (Mummery et al. 2023),
but we caution that the extrapolations involved are far out of
the observed band and hence very sensitive to the model
assumptions. Because these luminosities are very sensitive to
the amount of extinction, which varies for different spectral fits,
we have also included a column that lists the uncorrected, i.e.,
absorbed, luminosity for each epoch in Table 1.

The results of the continuum fitting are presented in Table 1.
For the second NICER epoch E34, the high x? values are
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Table 1
Continuum Fitting Results Using a Thermal (diskb Blackbody) Model Including Galactic and Extragalactic Absorption
(TBabsxzTBabsXxzashiftxcluminxdiskbb), which Is Used to Generate the Photoionization Models
Instrument Exp. Time Counts Phase MJD Range M xgal kT Lnabs Loy x? (dof)
20 -2 Log (&2 Log (&
(s) (days) (keV) (10% ecm™) V) 08\~ g\~
Swift/XRT 32900 666 All 59179-59899 03-1.1 473 89+9 444+03 43.28 +£0.03 46 (60)
NICER /XTI 4412 13779 El12 59187-59189 0.3-1.1 09+03 110+3 44.54 £ 0.01 43.76 + 0.02 18 (14)
5790 10419 E34 59191-59195 0.3-1.1 39+0.7 90 +3 44.5 £ 0.1 43.60 £ 0.05 29 (14)
XMM/PN 21800 5255 Late 59725 0.2-0.9 1.8+1 63+3 4435 £0.15 42.93 +0.05 22 (18)

Note. Range indicates the spectral range used for fitting. The intrinsic/unabsorbed luminosity Lynaps is quoted from 13.6 to 13.6 keV, while Ly is the observed/

absorbed luminosity quoted for the range used in the spectral fitting.

caused by systematic residuals, which are evident in Figure 2.
For the XMM-Newton spectrum, very similar systematic
residuals are present above 0.5 keV. We have carefully checked
that spectral residuals are not dependent on the background
region chosen and are independent of the details of the data
binning, the source extraction region, and the exact energy
range used for fitting. We have also investigated the possibility
of background contamination for the NICER data, described in
detail in Section A.l. Similar systematic residuals have been
observed in other high-accretion black hole systems (including
TDEs) and explained by blueshifted absorption features of
highly ionized species such as O VII (E = 0.739 keV) or O VIII
(E =0.653 keV) within the line of sight.

2.2.2. Modeling the Residuals: Power-law Component and Partial-
covering Warm Absorber (PCWA) Do Not Work Well

The presence of a (weak) power-law component or an
additional thermal component can mimic the residuals seen in
Figure 2. We therefore first investigate whether either of these
models, in combination with the continuum diskbb model,
can improve the fits. Adding a power-law, single-temperature
(bbody) or multitemperature (diskbb) blackbody model or a
brehmstrahlung model does not improve the fit statistic.'* None
of these models are able to satisfactorily describe the
combination of the absorption feature and the higher
continuum level at higher energies. Specifically, adding a
power-law component and leaving the index I free results in a
negative best-fit index I' = —2.5 (which is unphysical), and the
normalization becomes very small (of order 107'2). If we force
T" to be positive, it tends to very high values (up to I'~9,
which is again unphysical) and the normalization tends to small
values <10~ 7. In other words, the power-law component
contribution is negligible, not statistically required, and the
spectral residuals look similar to those of a thermal-only model
fit. When adding another thermal diskbb component, either
(i) the temperature of the second component is identical to that
of a single thermal model fit, but the normalization doubles,
resulting in the same continuum shape for the model
combination; or (ii) the temperature of the second component
becomes very small (of order 0.0002 keV) and the normal-
ization very large, leading to a negligible contribution to the
total continuum shape. Again, the resulting continuum shape
(and residuals) is similar to that of a single thermal component
fit. Next, we investigate whether a PCWA (i.e., partial-

14 Combining either of these models with a brehmstrahlung model (e.g.,
bremss+powerlaw instead of the baseline diskbb model) does not
improve the fit statistic.

covering, low-velocity ionized gas along our line of sight)
can provide an improvement to the fit. To this end we generate
XSTAR photoionization models with a low (100kms ")
intrinsic velocity broadening. To approximate the ionizing
continuum, we use the best-fit temperature from the thermal
model and the appropriate ionizing luminosity. We include a
wide grid of parameter ranges to avoid finding best solutions
near the range edges. The results of this modeling can be found
in Table 2. In summary, the PCWA model does provide an
improvement in the fit statistic for the NICER (Ax* =2 and 19
for epochs E12 and E34, for 3 additional degrees of freedom)
and XMM-Newton (AC-stat=3 for 3 additional degrees of
freedom) spectra. However, the required column densities are
on the high end (between 102 cm™ and 3 x 102 cm™?),
systematic residuals still remain (Figure 3), and, as discussed in
more detail in Section 2.2.4, the addition of a PCWA model is
statistically not warranted for the XMM-Newton spectrum.

2.2.3. Modeling the Residuals: Ultrafast Outflow

As an alternative model to explain the residuals, based on
theoretical expectations for the post-disruption evolution of the
debris (e.g., Dai et al. 2021), we also consider a UFO model.
This model was used by Kara et al. (2018) to model broad,
systematic residuals in the TDE ASASSN-14li. We generate
photoionization models using XSTAR with a high velocity
broadening (30,000 km sfl, the maximum available in
xstar). Such components are designated as UFOs if their
velocity shift exceeds 10,000 km s~! (Tombesi et al. 2010), to
discriminate them from lower-velocity components in multi-
phase wind systems (see, e.g., Kosec et al. 2023, for an
example in the TDE ASASSN-20qc).

We incorporate the ionized high-velocity absorption model
into the previously described continuum model, adding its
equivalent hydrogen column density (Ny), ionization parameter
(&), and velocity shift (v,,) as free parameters to the fit. The
results are presented in Table 2. For spectrum EI2 the
improvement in the fit statistic is sz =4, i.e., not statistically
significant. We find a very high velocity (=—0.49¢) and a high
ionization parameter (log(¢) :4.3’:?:8) and column density
(Np=1372" x 102 cm ).

For spectrum E34, this model leads to an improvement in the
fit statistic of Ay? = 25 for 3 degrees of freedom, equivalent to
a p-value of <10>, or an F-test probability of 0.000475. We
further verified this result by running 100,000 simulations of
the spectrum and calculating the difference in fit statistic when
adding the ionized absorber using the simftest routine in
Xspec. We found four occurrences where the fit statistic
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Table 2
Partial-covering Warm Absorber (PCWA) and UFO Fitting Results
Epoch Model T xgal kT Log(Ny) Log(¢) Velocity X2 (dof) sz (dof) A(AIC)
(10* cm™?) (eV) (cm™?) (©
EI2 PCWA 0.879% 114710 22,17 1.257 0 16 (11) 23) +4
E34 13+1 105+ 8 23.1492 2.154+0.8 0 11 (1) 19 3) —17
XMM 28+1 60*8 22.75" 0.75§9% 0 19 (15) 303) +3
E12 UFO <0.8 11945 23.1%03 43498 —0.49 £ 0.03 14 (11) 4(3) +2
E34 13409 108 +6 227403 34409 —0.14 + 0.03 4.5 (11) 25 (3) 21
XMM 09438 74 + 8 21.5%9% 155419 —0.1553% 5 (15) 17 (3) —11

Note. Uncertainties indicate the 90% confidence intervals. For values marked with a dagger the 90% confidence range spans the entire parameter space. Ay denotes
the improvement in the fit statistic by adding a more complex component to the baseline diskbb model (this denotes AC-stat in the case of the XMM spectrum),
where the additional number of degrees of freedom is denoted in parentheses. The corresponding change in AIC is also noted. The velocity of the PCWA is fixed at

0km s~ (indicated by an asterisk). The Galactic column density is fixed at 3.6 x 10 cm

improvement was equal to or greater than that of the observed
data, implying a probability of this improvement being due to
statistical noise of ~10~* after accounting for the number of
spectra (3) that were searched. This is roughly consistent with
the F-test results.

For E34, we find values of v, =—42,000 49000 kms '
(=0.14c £ 0.03¢), log(§) =3.4%0Y, and Ny=(5=+4) x 10%
cm 2, There are no more systematic trends in the residuals
after fitting (Figure 3). These values are consistent with an
origin of the absorption feature due to a range of transitions
including the O VIII doublet at a rest-frame energy of 0.65 keV,
as well as Fe XVII and Ne IX (see Figure A4 in Appendix A).
Modeling the individual epochs E3 and E4 yields results that
are consistent with the combined spectrum E34, but at lower
significance, implying that there is no significant variability on
shorter timescales (see Section A.6 for more details).

For the XMM-Newton spectrum, the improvement in the fit
statistic is AC-stat = 17. Performing the same procedure as
described before, we find eight occurrences out of 25,000
simulations where the fit statistic improvement is equal to or
greater than that observed in the data (probability of ~107>
after accounting for the number of spectra searched). We find a
velocity of v, = —0.1575-03¢, while log(¢) =1.55112 and Ny =
3f?_5x 10" cm™? are lower by factors of 100 and 10,
respectively, at late times (note the logarithmic in ). Given
the decrease in continuum (disk blackbody) temperature by a
factor of almost 2 compared to E34, a plausible explanation for
this evolution is a corresponding change in the ionization
balance and optical depth of the ionic transitions causing the
absorption feature. This can also help explain the change in the
energy at which the feature appears (see Figure A4), despite the
best-fit UFO model requiring a near-constant wind velocity.

We derive an upper limit on the column density in epoch
E12 by assuming the best-fit parameters of the detection in
E34; we find Ny <1.1 x 10°" em ™.

2.2.4. Model Selection: Akaike Information Criterion

Both the PCWA and UFO models provide an improvement
in the fit statistic of the spectra in E34 and XMM (Table 2).
Model selection between simple baseline and increasingly
complex models can be done through a number of metrics.
Here we employ the Akaike information criterion (AIC;
Akaike 1974) as a means to ascertain whether the addition of
a complex component (in addition to the basic disk blackbody

-2

model) is warranted. We compute the difference in AIC as
A(AIC) = A(x? or Cstat) + 2 x A(dof), €))

where A(dof) is the additional number of parameters
introduced by the model. A(dof) =3 for the PCWA and the
UFO models.'®> An improvement in A(AIC)16 of better than —5
(—10) signifies a strong (very strong) preference for a more
complex model. By rank ordering several complex models, the
same guidelines can be used to decide which of these may be
preferred by the data, if any (i.e., if the A(AIC) between two
complex models is larger than —10; e.g., Burnham &
Anderson 2002).

We start by noting that the A(AIC) is positive for E12 for
both models, indicating that adding a more complex model is
not statistically favored by the data. Because it is implausible
that the absorption feature is caused by the PCWA in E34 and
the UFO in the XMM spectrum (or vice versa), we consider the
joint A(AIC) for those two observations. From the values in
Table 2, we see that A(AIC) = —14 for the PCWA model and
A(AIC)=—-32 for the UFO model. This implies that,
statistically speaking, the UFO model is strongly preferred
over the PCWA model in the assumption that the feature in
both spectra has the same physical origin.

The UFO model provides a natural link between the TDE
and the high-velocity absorber, as it is expected that a powerful
wind is launched at the expected high Eddington accretion rates
(Rees 1988). In addition to being preferred in a purely
statistical sense (as inferred from the AIC analysis), this
scenario has the added benefit of providing a natural
explanation for the almost-identical properties of AT2020ksf
and ASASSN-14li described in Section 3.2.

Although the analysis described here suggests that the UFO
model is statistically preferred, it remains possible that the
underlying continuum may be much more complex than a pure
thermal component. However, for most other TDEs a thermal
component describes the continuum well (Guolo et al. 2023).

In light of these results—that the UFO model provides the
statistically preferred description of the early+late-time data—

15 The line broadening is an additional free parameter for both the PCWA and
UFO models, although it was fixed at 100 and 30,000 km s, respectively.
Taking into account this extra degree of freedom does not change any of the
results.

16 A decrease in fit statistic leads to a decrease in AIC; hence, a negative sign
indicates an improvement.



THE ASTROPHYSICAL JOURNAL, 963:75 (17pp), 2024 March 1

E12

=
o
o

=
o
A

keV? (Photons cm=2 s7! kev~?)

Wevers et al.

10—3 E34

104

keV? (Photons cm~2 s~ kev~1)

107>
1.4 1.50
1.2 1.25
Lo o
=21.0 =
S Z1.00
0.8
0.75
0.6
0.50
0.4 0.6 0.8 1.0 1.2 0.4 0.6 0.8 1.0 1.2
Energy (keV) Energy (keV)
T
>
i) XMM (late)
104
5
n 10_5
c
o
5
£10°6
B
e
2.5
2.0
ke
=21.5
o
1.0 fromemriemtmmmpmmgeran e
05752 04 0.6 08

Energy (keV)

Figure 2. X-ray spectral fitting results. Continuum fitting of the NICER and XMM-Newton X-ray spectra. Note the systematic residuals highlighted by the shaded
areas. For an explanation of the difference in observed energy of the spectral residuals, see Section 2.2.3.

we assume that a UFO is present following the TDE from E34
onward, with properties as tabulated in Table 2.

2.3. Outflow Energetics

Assuming that the wind is launched at the point where its
velocity surpasses the escape velocity of the black hole, we
infer that the launching radius is located around r;= 100R,,
where R, = 20(11\;[‘3“ is the gravitational radius of the black hole.
Instantaneous quantities such as the mass outflow rate can then
be estimated as (Nardini et al. 2015) My = Qm, Ny, 1y,
where (2 is the covering factor of the wind (assumed to be 27
for simplicity), m, is the proton mass, Ny is the column density,
and v,, is the wind velocity. Taking the best-fit parameters for

E34, this leads to
Moy ~ 8 x 10%2g s7' = 0.048Mgqq )

or ~0.001 M, yr~' (for XMM this is ~7.5 x 107> M yr ).
A strict upper limit for the wind launching radius can be
derived by taking into account the variability timescale. The
shortest time between the initial nondetection and the UFO
detection (i.e., between the end of E12 and the beginning of
E3) is ~2days; this corresponds to a light-travel distance of
5x 10" cm ~ 14,000R,, which translates to Moy S 7Mgqa-
These limits are consistent with the observed Eddington ratio of
~1 and similar to typical values derived analytically (e.g.,
Thomsen et al. 2022).
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Figure 3. Side-by-side comparison of the ratio between the data and the best fit
for the continuum+PCWA (top) and continuum+UFO (bottom) models for
epochs E34 and XMM. The systematic residuals remain in the PCWA model
(top panels) but disappear in the UFO model. The energy ranges where the
absorption features occur are highlighted with a gray band. Scales are matched
for the E34 and XMM panels for easy comparison. It is clear that the UFO
model better describes the data than the PCWA model.

The (instantaneous) kinetic power of the wind can now be
estimated as

Pyin = %Mumvﬁ ~ 7T x 10*erg s7! = 0.004Lgyq 3)

for E34; the upper limit derived from the variability timescale
translates t0 Py, < 0.56Lgqq. Compared to the bolometric
radiative output of the system, this represents 0.002L, <
Pyin < 0.3L4-

The total energy injection can be estimated by assuming that
the UFO column density does not exceed the upper limit found
for E12 in the period starting from the discovery date and that
the UFO has properties as calculated in Table 2 during its
further evolution. For simplicity we use the E34 wind
properties until the midpoint with the XMM-Newton observa-
tion (i.e., MID 59360), and the properties of the latter
afterward. In this way, we find that Ey;, ~ 2 X 10% erg.

Comparing this to the galaxy bulge gravitational binding
energy, Epuige NMbulgeaz ~10>* erg, indicates that the energy
input of a single TDE UFO is negligible. We will return to the
cumulative effect of TDEs in more detail in Section 3.5.

3. Discussion

We have established that a PCWA model can describe the
absorption features well in only one of the two instances where
they are observed. An ionized, fast-moving absorber provides a
good model description of the absorption features for both
epochs. We now assume that the absorption features represent
an ionized UFO or disk wind.

Wevers et al.

3.1. Ultrafast Outflow Variability

While the absorber is not statistically required in epoch E12,
it is significant in epochs E34 and XMM. We find moderate
velocities (=0.15¢) and a high but decreasing ionization
parameter (log(¢) =3.4-1.5) and column density (from
(1-5) x 102 cm ™2 to 3 x 10*' cm™).

To further establish this result, we have investigated possible
scenarios to explain the changes in the X-ray spectrum without
a UFO for the NICER data, specifically between E12 and E34.
First, the continuum emission for these epochs can be fit with a
disk blackbody model with similar temperatures and luminos-
ities (Table 1). The observed X-ray luminosity is ~25% lower
in E34 compared to E12, while the bolometrically corrected
disk luminosity is similar in both epochs. This allows us to rule
out continuum variability as the origin of the difference.
Second, both spectra contain a similar number of X-ray
photons (>10,000), so S/N-related issues can also be
discarded. Third, we have carefully investigated the potential
contribution of a telluric oxygen emission line to the NICER
spectra (see Section A.l for details), and we rule out that this
significantly affects the spectra.

We can therefore robustly establish that the UFO properties
were rapidly changing on a timescale ofdays. Such rapid
variability of the disk wind has not been reported for another
TDE. The UFO observed in ASASSN-141i was reported to be
stable over ~year timescales (Kara et al. 2018); however, more
recently Ajay et al. (2023) report variability on a timescale of
months (see Section 3.2 for a more detailed comparison).
Variability in UFOs has been seen in high accretion rate,
stellar-mass compact objects (e.g., ultraluminous X-ray
sources; Kosec et al. 2018) and interpreted as a sign of a
clumpy wind on the basis of MHD simulations (Kobayashi
et al. 2018). UFOs with similar properties have also been
observed in active galactic nuclei (AGNs), with a range of
velocities and ionization parameters (see, e.g., Tombesi et al.
2010 and references therein). Variability has been seen on a
range of timescales, going from years down to less than a day
(Cappi 2006; Turner et al. 2007; Saez et al. 2009; Pinto et al.
2021). The short timescales involved here, coupled with the
lack of significant luminosity/continuum evolution, make it
unlikely that scenarios such as the overionization of the wind
material (e.g., Pinto et al. 2018) or variable self-screening
effects (Pinto et al. 2020) can explain the observed rapid
variability.

Short-timescale variability has also been attributed to
changes in the column density, opacity, and covering fraction
in the framework of multiphase and/or clumpy winds (e.g.,
multiple components launched at different radii and existing in
different ionization states depending on the direct line of sight
to the central ionizing source; e.g., Tombesi et al. 2015). For
typical wind/clump parameters, simulations of supercritical
accretion flows find variability timescales of ~3 days for a
black hole of mass 10° M., (Kobayashi et al. 2018). This is well
matched to the timescale of variability observed in AT2020ksf.

3.2. Comparison to ASASSN-141i

AT2020ksf is the second TDE (after ASASSN-141i; Kara
et al. 2018) for which absorption signatures indicative of a
UFO are detected in the X-ray spectrum. The similarities
between these two sources are striking and can be summarized
as follows:
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1. They display bright early-time UV emission, which
reverts to a plateau on a timescale of ~200 days.

2. They have thermal X-ray emission that peaks around the
Eddington limit and gradually cools over time. While the
observed luminosity decreases, when correcting for out-
of-band emission the X-ray luminosity remains Ly ~ Lgqgq
for more than 770 days.

3. No corona forms in either source even after 770 days,
contrary to other TDEs with long-lived X-ray emission
(Wevers et al. 2021; Yao et al. 2022). This is consistent with
the high Eddington fraction 20.1fz4q (Wevers 2020).

4. The inferred black hole masses are similarly ~10° M,
(Miller et al. 2015; Wevers et al. 2017).

5. Both sources show UFO signatures in their X-ray spectra,
even more than 2 yr after UV /optical peak (as shown by
Ajay et al. 2023).

6. Both sources are detected at radio wavelengths and have
similar radio luminosities at their respective phases
(~(2-6) x 10*7 ergem? s ' at 6 GHz, roughly 200 days
after optical peak; Bright et al. 2018).

These similarities suggest that they may represent fwin systems
where the same physical conditions are prevalent. We note that
AT2020ksf is a factor of ~5 farther away than ASASSN-14li.

Significant differences are found in two respects: (i) the
integrated column density of the UFO, which is higher by a
factor of ~10 in AT2020ksf at early times, and (ii) the
decoupling between the UV /optical and X-ray components.
The former could suggest that the outflow has a much higher
mass loading factor. As we have discussed previously,
however, UFO variability complicates this interpretation. We
discuss possible explanations for the difference between
ASASSN-14li, which was promptly X-ray bright, and
AT2020ksf, which showed a 230-day X-ray delay, in the next
section.

3.3. The Delay between the UV/Optical and X-Ray Peaks

The UFO model parameters indicate a rapidly varying
column density. Other notable properties of AT2020ksf are the
detection of faint radio emission around the X-ray peak and the
~230-day delay between the UV /optical and X-ray light-curve
peaks.

Several explanations have been proposed in the literature for
the X-ray delay, including the clearing of an optically thick
Eddington envelope, which can be either neutral or ionized,
and complete or partially covering (e.g., Kajava et al. 2020;
Guolo et al. 2023), as well as a pressure-supported Eddington
envelope (Metzger 2022), and the delayed onset of accretion
(i.e., inefficient circularization; e.g., Piran et al. 2015; Gezari
et al. 2017).

One scenario is that the stream—stream intersection promptly
led to the formation of an accretion flow around the black hole,
which then powers the optical /UV light curve. No large excess
in neutral absorption is seen for AT2020ksf; to explain the
nondetections, a column of ny > 6 x 10*' cm™? is required.
This neutral material would then need to clear out completely
after ~200days, when very little excess neutral column is
required by the X-ray spectral fits after accounting for an
ionized absorber (Table 2). This material could in principle be
expelled in a collision-induced outflow, which can have a
significant (but less than unity) covering fraction (Lu &
Bonnerot 2020). This would require the high optical depth
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portion of this component to block our line of sight to explain
the X-ray delay for AT2020ksf, while in ASASSN-14li it
would remain completely out of our line of sight. We note that
hydrodynamics simulations predict outflow velocities <0.1c
for a 10° M., black hole (Lu & Bonnerot 2020), which is
inconsistent with the observed UFO velocities, and further that
similar outflows have not yet been seen in global simulations
(Steinberg & Stone 2024; Hu et al. 2023).

Alternatively, the fallback rate in a TDE (i.e., the rate at
which disrupted stellar material is supplied to the black hole)
following the peak is approximately

M = M}(t/tp)_aa (4)
with (Coughlin & Nixon 2022)
.M,
M, = = toMéI{f 6 (%)
4t,

where M, is the mass of the disrupted star, Mgy ¢ is the black
hole mass in units of 10° M., and f~ 25 days is largely
independent of the stellar properties (Ryu et al. 2020;
Bandopadhyay et al. 2024). If the star is completely destroyed,
then o =5/3 (Rees 1988), while if it is partially destroyed,'”
a=9/4, although there is likely some evolution over time
(Guillochon & Ramirez-Ruiz 2013; Coughlin & Nixon 2019;
Miles et al. 2020). If the luminosity associated with the fallback
accretion is L = nMc2, where 7=~0.1 is the radiative
efficiency, and we equate this luminosity to ¢ X Lgqq, Where
Lgga= 47GcMpy/k is the Eddington luminosity, with
k034 cm® g ' the electron scattering opacity (assuming
typical abundances), then the time-dependent Eddington
fraction £(¢) is

£(t) = 140M, Mg /% (t/ 10y, (6)

where M, ., is the mass of the star in solar masses. Setting
Equation (6) equal to 1 then yields the time at which the
accretion luminosity falls below Eddington:

"iﬂ = (140M, o)/ "ML/ @, )
0

With o =5/3, M, =1, and Mgy = 1, the previous expres-
sions give a peak Eddington fraction of /fpeu= 140 and
traa = 500 days. During the super-Eddington phase, the accre-
tion flow should be highly geometrically and optically thick
and the viscous timescale (from the tidal radius) comparable to
the dynamical time, being ~a few hours (see Equation (3) in
Dexter & Begelman 2019); the latter provides a self-
consistency check on the assumption that the fallback and
accretion rates are highly coupled.

It therefore seems plausible that the supercritical fallback rate
at early times inflated the accretion flow into a quasi-spherical
envelope. If the line of sight to the source is off-axis (with
respect to the rotational axis of the accretion flow), the
envelope simultaneously obscures both the X-ray emission and
the outflow generated by the radiation pressure from the super-

17 However, if a large fraction of the star survives the encounter, there is an
additional dependence on the pericenter distance that is not captured in
Equation (5) (Guillochon & Ramirez-Ruiz 2013). Therefore, these expressions
are only valid if a substantial fraction of the stellar envelope is stripped during
the tidal encounter with the star; see, e.g., Figure 1 of Nixon et al. (2021).
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Eddington accretion (e.g., Roth et al. 2016; Dai et al. 2018;
Thomsen et al. 2022). For the X-ray emission in AT2020ksf to
remain undetectable (at the level of the eROSITA nondetec-
tion) at early times would require an ionized column of
Ny~ 8.5 x 10 cm™? (a factor 17 higher than observed in
E34, assuming that all wind parameters remain the same). As
time advances and the Eddington fraction drops, the scale
height of the disk declines, allowing us to peer farther into the
outflow (i.e., the X-ray emission and wind are less obscured).
As the accretion rate drops below Eddington, the decreasing
flux from the radiation field drives an outflow decreasing in
power. In this model, therefore, the nearly contemporaneous
emergence of the X-rays, the appearance of the UFO, and the
decrease in power of the UFO are a direct by-product of the
accretion rate falling below the Eddington limit of the black
hole, the timescale for which is in good agreement with
observations if the disruption was of a solar-type star and
complete.

Another alternative is that the optical/UV emission is
powered by the stream—stream collision following the
periapsis advance of the returning debris stream (Piran et al.
2015), and the formation of the smaller-scale (i.e., nearer the
black hole) accretion disk powering the X-ray emission and
launching the UFO was delayed by =200 days. In this case,
since the stream—stream collision is powering the optical/UV
emission, the delayed onset of X-ray emission cannot be
generated by Lens—Thirring precession and, thus, the non-self-
intersection of the debris stream (Kochanek 1994; Guillochon
& Ramirez-Ruiz 2015). In the assumption of a compact,
circular disk this means that the coefficient of dynamic
viscosity (or the a-viscosity in the case of a Shakura—Sunyaev
disk; Shakura & Sunyaev 1973) would have to be extra-
ordinarily small to explain a delay of ~200 days if the stream
angular momentum establishes the circularization radius of
~2r,~40r,, where r,=GM/c’ is the gravitational radius
(assuming that the pericenter distance of the star is comparable
to the tidal radius of a solar-like star, being
~0.5Ro (M /M)'/3 ~ 23r, for a 10° M., black hole; Guillo-
chon & Ramirez-Ruiz 2013; Mainetti et al. 2017; Law-Smith
et al. 2020; Nixon et al. 2021). Specifically, using Equation (3)
from Dexter & Begelman (2019), an «-viscosity of 0.02, an
accretion rate of 150Lgqq, and a radius of 50r, would yield an
inflow time of ~0.08 days (which is why it is usually assumed
that the early-time fallback in a TDE is tightly coupled to the
accretion rate; Rees 1988; Cannizzo et al. 1990). Requiring the
inflow time to be 200 days, on the other hand, and otherwise
using the same values for the accretion rate and the radius
would necessitate an a-viscosity of a =~ 8.1 x 107°. This value
of « is extremely small compared to what is inferred from
magnetohydrodynamics simulations (o~ 0.01;e.g., Hawley
et al. 2011) and smaller yet compared to what is inferred from
observations of dwarf novae (a~a few x 0.1;King et al.
2007).

However, simulations have shown that it can be difficult to
remove the required (very large) amount of orbital energy to
rapidly form a compact circular disk, and instead the debris
may occupy an extended (typical radius of ~1000R,), highly
elliptical configuration (e.g., Shiokawa et al. 2015). Saturation
of the magnetorotational instability (MRI) happens on a
timescale similar to that of a circular disk (e.g., Chan et al.
2022) and typically takes of order 10 orbital periods (Shiokawa
et al. 2015). For typical parameters in an eccentric

Wevers et al.

configuration this timescale is of order several hundred days,
which is well matched with the X-ray delay seen here and in
other systems. When accretion onto the SMBH is eventually
triggered, the fallback rate would be sufficiently high
(~Eddington or higher) to explain the launch of a powerful
outflow (see, e.g., the discussion in Ryu et al. 2023), as
observed.

We conclude that without further constraints on the early-
time X-ray data both scenarios remain plausible.

3.4. Radio Emission (or a Lack Thereof) and Outflows

Radio observations could help to distinguish between the
two scenarios described above. In particular, if the accretion
rate is super-Eddington and the UFO is active at early times,
then as the outflow/wind interacts with the circumnuclear
medium, it should produce detectable synchrotron emission if
there is a sufficiently high circumnuclear gas density and
magnetic field.

Recent observations of a sizable sample of TDEs show that
while many sources are not promptly radio-bright, ~50% of
these are detected in the radio with delays of 500-2000 days
(Cendes et al. 2023). This delay was interpreted as evidence for
a lack of outflows around the UV /optical peak, for example,
due to a delay in accretion disk formation. The delay timescale
points to outflow velocities of 0.02¢—0.15¢ when they do form
hundreds of days after the UV /optical peak.

It should be possible to apply a model for the supercritical
accretion flow to assess the viability of the obscuration of the
X-rays by a surrounding envelope and the corresponding
required observer line of sight. For example, the zero-Bernoulli
accretion model (Coughlin & Begelman 2014) proposes that
the disk is quasi-spherical, with an angular density profile of
(sin?0)*, where 6 is the polar angle measured from the
rotational axis and « (not to be confused with the Shakura
—Sunyaev viscosity parameter) is a number that increases with
the declining accretion rate (and thus the disk becomes less
spherical and more disk-like with time; see Wu et al. 2018).
This model was recently employed by Eyles-Ferris et al. (2022)
in the context of jetted TDEs, though they only considered the
purely on-axis and off-axis cases. The envelope should also
provide a time-variable confinement for the outflow, where the
confinement could be due to either shocks (Bromberg &
Levinson 2007; Kohler et al. 2012) or radiation-viscous
interactions with the envelope (Coughlin & Begelman 2020),
thus modifying the appearance of the outflow and the strength
of the synchrotron emission.

In the context of this picture, the observed delay in radio
flares from TDEs is a feature that exposes the lack of dense
circumnuclear material in nuclei hosting TDEs. This is
consistent with IR observations of TDE dust echoes, which
point to very low dust covering fractions in TDE nuclei (Jiang
et al. 2021). A typical TDE outflow with a velocity of ~0.15¢
would reach distances from the SMBH of ~0.1pc in
1000 days. If a typical TDE clears out dust and gas on a
similar scale (which is well matched to the typical dust
sublimation radius of a TDE-like flare; van Velzen et al.
2016b), one would not expect radio flares from shocks with the
CNM until the outflow can reach ~0.1 pc distances (unless the
outflow itself produces jet-like radio emission, as was seen,
e.g., in ASASSN-14li; van Velzen et al. 2016a).

One discrepancy between the observations and this inter-
pretation is that the ZEBRA model proposes that the envelope
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Figure 4. Energy budget of TDE wind feedback. Left panel: the number of TDEs required to inject an energy comparable to the gas mass gravitational binding energy
as a function of velocity dispersion (assuming a gas mass fraction fy,s = 0.1). The alternative vertical axis converts this to years by assuming a TDE rate of 10 4 per
galaxy per year. Solid (dashed) lines indicate vy;,g = 0.15¢ (0.25c¢), for various wind column densities. The blue and orange stars represent estimates for AT2020ksf-
and ASASSN-14li-like UFOs, respectively. The dashed horizontal line represents the accretion Salpeter time. Right panel: same as the left panel, but for a higher gas

mass fraction and TDE rate, more typical of post-starburst (E4+A) galaxies.

is truncated at the trapping radius, implying that the optical/
UV luminosity is capped at the Eddington limit of the black
hole. This feature of the model is not consistent with the
temporal evolution of the optical/UV emission of AT2020ksf,
which, as can be seen from Figure 1, declines by a factor of ~5
across all bands over ~400 days; the same inconsistency was
noted by Eyles-Ferris et al. (2022). This discrepancy could
imply that the photosphere is at a larger distance from the black
hole than the trapping radius (this would also reconcile the fact
that ZEBRA temperatures are a factor of a few larger than those
inferred from observations; Eyles-Ferris et al. 2022), that the
time-dependent evolution of the disk geometry (coupled to the
observer line of sight) alters the observed optical/UV
luminosity in a way that is decoupled from the emitted
luminosity (which is presumed to be capped at the Eddington
limit), or that the amount of energy processed and reradiated by
the envelope declines with the fallback rate. More detailed and
numerical modeling could address which one of these could
alleviate this tension.

3.5. TDE Feedback to the Host Galaxy

Recalling that Pyp o< Ny vﬁ, when accounting for the
difference in velocity and column density between the two
systems, we infer that Py, is a factor of ~10 higher in
AT2020ksf than in ASASSN-141i (Ajay et al. 2023).

For a more quantitative estimate, we consider the number of
TDEs required to inject an energy comparable to the
gravitational binding energy of the stellar bulge (Epyiee). We
make several generalizing assumptions, the most important
ones being a UFO duration of 1 yr and a UFO fraction of 1
(i.e., each TDE launches a UFO); we further assume a typical
wind velocity of 0.15¢ (as observed for both AT2020ksf and
ASASSN-14li). We find that the wind energy budget is orders
of magnitude smaller than Epye; it would require ~10°-107
TDEs to inject a comparable amount of energy. This would
take longer than a Hubble time assuming a TDE rate of 10~*
per galaxy per year. We note that this number could be

substantially higher if the early X-ray dark period is related to a
higher column density wind obscuring the X-ray emission in
the first 230 days, as discussed in the previous section.

While the wind energy budget is too small to influence the
stellar bulge, many galaxy nuclei are also home to neutral and
ionized gas in their bulges. To compare the wind energy to the
gas binding energy, we assume a gas mass fraction of fy,s = 0.1
(typical for Milky Way—like galaxies and galaxy stellar masses
of 10'° M,; e.g., Ellison et al. 2018). This is illustrated in the
left panel of Figure 4, where the solid (dashed) lines indicate a
wind velocity of 0.15¢ (0.25¢) for varying wind column
densities. The best-fit values for AT2020ksf and ASASSN-14l1i
are shown as blue and orange stars, respectively. Although the
timescales are more favorable in this scenario, they remain
longer than a gigayear, which is likely too long for TDEs to
significantly influence the nuclear gas reservoir.

Finally, we consider the special case of E4A galaxies, which
are known to be overrepresented among TDE host galaxies by
1-2 orders of magnitude (e.g., French et al. 2020). Taking into
account the likely elevated gas fraction (fgas=0.5) and
elevated TDE rate of 107>° per galaxy per year (Stone &
van Velzen 2016; French et al. 2020), we find that in this case
the timescales decrease significantly, and the energy budgets
can be matched if the elevated TDE rate can be sustained for a
few x 10% yr (Figure 4, right panel). Telltale signs of this effect
could include increased nuclear gas temperatures/turbulence
and/or large (~kiloparsec-scale) but much slower (hundreds of
kilometers per second) outflows, observable through optical/
radio observations. If confirmed, this might help to provide an
explanation for the rapid depletion of the molecular gas content
in the post-starburst evolution of E4+A/post-merger galaxies
(French et al. 2018).

Several important notes are in order when interpreting these
calculations. First, in the absence of meaningful constraints, we
have optimistically assumed that every TDE will launch a
UFO. Second, we have assumed that the feedback introduced
by the TDE (whether directly by the ram pressure of the wind
or through radiative and/or inverse Compton cooling) is 100%
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efficient. A less efficient coupling would decrease the available
energy budget; fiducial values are coupling efficiencies of 5%,
although with large scatter, for AGN wind feedback (e.g., King
& Pounds 2015; Harrison et al. 2018). These considerations
could further lower the energy injection, hence decreasing the
potential of TDEs to contribute to galaxy feedback.

On the other hand, there are several situations that would
help to increase the (integrated) energy budget. First, X-ray
observations are sensitive only to the column density along our
line of sight. Any direct comparison between different sources
should be done by keeping in mind that different orientation
angles may probe different parts of the wind. For example, if
for ASASSN-14li we have a close-to-pole-on view, our
inferences would likely be lower limits to the true wind
densities and hence kinetic power, as the density is expected to
increase toward the disk plane. Second, if the X-ray delay is
due to additional ionized absorption at early times, the wind
kinetic power estimates for AT2020ksf could increase by more
than an order of magnitude because the kinetic energy injection
scales linearly with the integrated wind column density. If the
wind column density in AT2020ksf was >10*° cm ™2 (as
required to explain the X-ray nondetection with an ionized
absorber), the energy budget for feedback would be ~20 times
higher. Systematic follow-up observations of TDEs will reveal
whether some TDEs are able to launch more powerful UFOs
than AT2020ksf, which would be able to inject more energy
into the circumnuclear gas.

Third, if a UFO is present for a significantly longer
timescale, then the available energy would rise proportionally.
Current X-ray instruments are not sensitive enough to probe
faint absorption features at the low flux levels of observed
TDEs at late times. Deep, late-time monitoring is required to
study the long-term evolution of UFOs in TDEs.

4. Summary

We have reported on the discovery of transient absorption
features in the X-ray spectra of the TDE Gaia20cjk/
AT2020ksf. The TDE is not X-ray bright at UV /optical peak
but brightens by at least a factor of 25 in X-rays (compared to
the UV/optical peak upper limit) 230 days later; with an
inferred black hole mass ~10° M, the X-ray emission is at the
Eddington limit when the absorption features are first present.
An absorption feature remains detectable up to 770 days after
peak. Based on AIC analysis of a variety of models, including
combinations of simple continuum models, a partial-covering
model and a high-velocity ionized absorber model, we find that
the fast ionized absorber provides the best description when
considering the early- and late-time data together; a partial-
covering model can describe only one of the two instances
well. We therefore propose a physical interpretation as a highly
ionized outflow with a velocity up to —0.15¢, whose column
density and ionization parameter decrease over time. This is
only the second UFO to be reported in a TDE; the discovery is
facilitated by the excellent soft X-ray sensitivity of the NICER
XTI instrument. By binning high temporal coverage data
spanning 7 days in two epochs, we find that in the first epoch an
ionized high-velocity absorber improves the fit but is not
statistically preferred. During the second epoch several days
later, the absorber is clearly present. The absence of an outflow
signature during the first epoch implies rapid variability of the
disk wind on a timescale of a few days.

Wevers et al.

We discussed two scenarios to explain the properties of both
AT2020ksf and its twin TDE ASASSN-14li, including a
difference in the UFO properties, or a difference in disk
formation efficiency. The presence of a 200-day gap in the
X-ray data precludes us from distinguishing between these
scenarios.

In terms of energy injection/wind feedback on the host
galaxy gas, the two known TDE UFOs differ by more than an
order of magnitude; further exploration is required to fully
establish the energy budgets of TDEs through detailed UFO
modeling of future X-ray-bright sources. Through quantitative
estimates of the TDE wind feedback, we find that TDEs may
play a significant role in galaxy feedback if the TDE rates can
be elevated for an extended period of time, for example, during
the post-starburst evolution of E+A /post-merger galaxies.

Late-time data taken 770 days after UV /optical peak also
show evidence for an outflow, similar to that observed in
ASASSN-14li at peak. This second serendipitous detection of a
UFO, displaying rapid variability on several-day timescales,
suggests that systematic X-ray follow-up observations at
multiple phases with respect to the UV /optical peak may
uncover that a significant number of TDEs are launching
powerful outflows. We further highlight that AT2020ksf is a
factor ~5 more distant than ASASSN-141i but located near the
median redshift of the homogeneously selected ZTF sample
(Hammerstein et al. 2023). To assess whether the lack of UFO
detections in the literature is related to the poor sensitivity and
sampling of existing X-ray follow-up observations or has a
physical origin requires a systematic follow-up survey. This
will have important implications for the ability of accretion
flows to launch outflows and the potential production of
neutrino emission in TDEs (e.g., Murase et al. 2020; Guépin
et al. 2022; see also Wevers & Ryu 2023 and references
therein).
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Appendix
Data Reduction and Analysis

We describe the X-ray data reduction in detail in this
appendix; the resulting spectra are shown in Figure Al.

A.l. NICER

Following the X-ray detection by eROSITA (Gilfanov et al.
2020), NICER started observing AT2020ksf on 2020 Decem-
ber 4 (MID 59187) as part of an approved guest observer
program (PI: Pasham). It took multiple exposures of duration
between 300 and 1400 s for 8 days before the source became
Sun constrained, totaling 10 ks. AT2020ksf was observed again
on 2022 April 30, and a third set of exposures were taken more
recently on 2022 October 28-29. The total NICER exposure
time for AT2020ksf is 20 ks.

We started our NICER data analysis by downloading the
raw, so-called level-1, data available on the High Energy
Astrophysics Science Archive Research Center (HEASARC).
Data reduction was performed with the standard NICER Data
Analysis Software (NICERDAS/HEASoft 6.29 ¢). The data
were reduced using the nicerl2 task with the standard steps
outlined in the NICER data analysis guide: https://heasarc.gsfc.
nasa.gov/docs/nicer/analysis_threads /nicerl2 /. Good time inter-
vals (GTIs) were extracted with default values for all parameters
except underonly_range, overonly_range, and overonly_expr,
which were set to accept all values. Background spectra were
estimated on a per-GTI basis using the 3¢50 model (Remillard
et al. 2022). The individual GTIs were marked as acceptable only
if the background-subtracted values of the so-called SO band
(0.2-0.3keV) and HBG band (13-15keV) were above 2 and
0.05 counts s, respectively. This is referred to as the level-2
filtering as per Remillard et al. (2022). More details of this
analysis procedure can be found in Pasham et al. (2023).

In recent observations there is a transient telluric oxygen line
(the strength of which depends on the viewing angle of the
source with respect to Earth’s magnetic poles among other
unknown factors) that can potentially contaminate the energy
region of interest here (~0.4—1 keV).

A.1.1. Monitoring the Potentially Contaminating Oxygen Line from
Earth’s Atmosphere Using PSR B1937+21 with NICER

As part of its roughly 11 yr cycle, our Sun’s activity has been
increasing. One consequence of this is the puffing up of Earth’s
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atmosphere, which can occasionally intersect NICER’s line of
sight to an astrophysical target. This can manifest as a broad,
telluric oxygen emission line with zero width whose centroid is
constrained to be between 0.5 and 0.6 keV. If the astrophysical
target also has an oxygen feature around the same energy, then
it becomes challenging to model the spectrum. At present, the
NICER team does not have a tool to predict the times when this
happens. However, we can track the impact of this foreground
contamination over the lifetime of the mission using known
persistent/stable targets and show that when NICER observed
AT2020ksf this contamination was not pronounced in NICER
data sets. In Figure A2, we show 3¢50 background-subtracted
0.45-0.6 keV light curves of PSR B1937+21, a very stable
pulsar that has been observed routinely by NICER since the
beginning of science operations in 2017. If there were no
contamination, this light curve should be consistent with 0. But
it is evident that the count rate started rising after ~<MJD 59350
(marked with a dashed black line). NICER observations of
AT2020ksf were taken much earlier than that epoch when
PSR B1937+21’s background-subtracted 0.4-0.65keV light
curve is consistent with the background, i.e., no evidence for
foreground contamination.

This establishes that the absorption feature seen in NICER
data (marked by the gray band) did not originate from Earth’s
atmosphere.

A.1.2. Investigating Another TDE Spectrum Taken with NICER in the
E34 Time Window

To further investigate this feature, we also reduced data of
another TDE, AT2020ocn. NICER data of this source
overlapping with the E34 epoch of AT2020ksf were stacked.
The source has a very soft spectrum and contains a similar
number of X-ray photons (x~12,000). A thermal continuum fit
to the energy range 0.3-0.8 keV (where the source is detected
above the background) results in a fit statistic of 12 for 10
degrees of freedom. Adding a Gaussian absorption line (gabs
in Xspec) to assess the presence of an absorption feature, we
find that the improvement in fit statistic is 5 for 3 degrees of
freedom (line energy, width, and strength). This is equivalent to
a A(AIC) = +1, i.e., the absorption feature is not statistically
significant. The spectrum, model fit, and ratio are shown in
Figure A3. Combined with the presence of a similar absorption
feature seen in the XMM-Newton data, this indicates that the
absorption feature in the AT2020ksf E34 data is real.
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Figure A1. Source and background count rates for the NICER E12 (left) and E34 (middle) and XMM-Newton (right) epochs. We use the energy range of 0.3—1.1 keV
for fitting the NICER spectra and 0.2-0.9 keV for XMM-Newton. We carefully checked that our results are not influenced by the exact energy range used.
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Figure A3. Stacked spectrum of AT2020ocn (top), and ratio of a thermal
model fit to the continuum (bottom).

A.1.3. Absorption-line Model and x° Contour Maps

We show the ratio between the data and the model (including
the absorber) for epoch E34 and XMM in Figure 3. To identify
the ionic species responsible for the (blueshifted) absorption
feature, we plot the absorption-line profile corresponding to the
best-fit UFO parameters in Figure A4.

We generate the 2D map with the Ax? contours for epoch
E34, in which we significantly detect the UFO, to allow an
assessment of the typical parameter degeneracy. These are
shown in Figure AS5. For the combined spectrum, the *
landscape looks well-behaved with a clear global minimum.

A.2. Swift/XRT

Swift observed AT2020ksf on ~20 occasions between MJD
59180 and MJD 59900. These observations were reduced using
the standard xripipeline task as recommended on Swift’s data
analysis page: https://www.swift.ac.uk /analysis/xit/. The
cleaned eventfiles from the above step were used for further
analysis with the additional filter to only use events with grades
between 0 and 12. Source events were extracted using an circular
extraction region with a radius depending on the uncorrected
count rate (Evans et al. 2009), centered on optical coordinates (R.
A., decl.) J2000.0 = (323.863583, —18.276539). The background
was estimated using an annular region centered on the above
position with inner and outer radii of 142” and 260", respectively.
To convert from background-subtracted count rate to luminosity,
we extracted an average X-ray spectrum by combining all the
existing XRT data. We then fit it with a thermal (disk blackbody)
model (thabs”zashift(diskbb) in Xspec; Arnaud 1996). The mean
count rate and observed 0.3—1.1keV flux were 0.022 counts s *
and 1.67 x loflzerg sfl, respectively. From this we derived a
scaling factor of 9.44 x 10~'. This provides consistency in the
X-ray luminosity for the epochs with contemporaneous XRT and
XTI data around 200 days after peak (Figure 1).

A.3. XMM-Newton/EPIC

XMM-Newton observed AT2020ksf on 2022 May 26 (MJD
59725), i.e., 770 days after optical discovery, for a duration of
31 ks. These data are part of an approved GO program (PIL
Gezari, obsID 0882591201). The observation data files were
reduced using the XMM-Newton Standard Analysis Software
(SAS; Gabriel et al. 2004). The raw data files were then
processed using the epproc task. Since the pn instrument has
larger effective area than MOS1 and MOS2, we only analyze
the pn data. Following the XMM-Newton data analysis guide,
to check for background activity and generate GTIs, we
manually inspected the background light curves in the
10-12keV band. We reject a 5 ks time interval where the
background count rate indicated a large flare, and furthermore
we select only instrumental GTIs. Using the evselect task,
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we only retained patterns that correspond to single and double
events (PATTERN< = 4). The source spectra were extracted
using a source region of ry.=35" around the peak of the
emission. The background spectra were extracted from a
Fokg = 100” region located in the same CCD. The ARFs and
RMFs were created using the arfgen and rmfgen tasks,
respectively.

We note that two fortuitously timed X-ray observations, by
the XMM-Newton slew survey and eROSITA (Gilfanov et al.
2020), were taken contemporaneously with the UV /optical
peak of emission, on MJD 58972 and 58978 (phase +12 and
+18 days with respect to the discovery date). The most
constraining upper limit is provided by eROSITA, where the
converted 0.3-1.1 keV luminosities (using webPIMMYS) are
constrained to be lower than 8 x 10 2erg g ! (at 30,
assuming a 100eV disk blackbody spectral model and
Galactic ny; Gilfanov et al. 2020). Assuming instead a
70 eV single-temperature blackbody or a 100eV broader
thermal (brehmsstrahlung) model increases this upper
limit by ~15%. We can therefore rule out that there was
luminous X-ray emission around the UV /optical peak,
implying that the source brightened by a factor of =25 on
a timescale of ~200 days. An archival ROSAT upper limit is
also available, constraining the prior X-ray emission to
<10% erg s~! (3¢ in the 0.3-1.1keV band); another five
XMM-Newton slew observations taken between these two
dates provide similar upper limits on any X-ray emission
prior to the UV /optical flare.

A.4. UV and Optical Photometry

UV observations were taken with Swift/UVOT contempor-
aneously with the XRT observations. We used the uvot-
source package to measure the UV photometry, using an
aperture of 5”. We subtracted the host galaxy contribution by
modeling archival photometry data with stellar population
synthesis using PROSPECTOR (Johnson et al. 2021), following
the procedure described in Wevers et al. (2022) and tabulated
in Table Al. We apply Galactic extinction correction to all
bands using E(B — V) values from Schlafly & Finkbeiner
(2011). We corrected all photometry for the host galaxy
contribution and Galactic reddening of E(B — V) =0.04.

We performed point-spread function photometry on all
publicly available ZTF data using the ZTF forced-photometry
service (Masci et al. 2019) in g and r bands, as well as o band
from ATLAS (Tonry et al. 2018). Similar to UVOT, ZTF and
ATLAS photometries were corrected for Galactic extinction.
The light curves are shown in Figure 1, where the top panel
shows the UV /optical data and the bottom panel shows the
X-ray observations. The peak of the light curve is resolved in
the ATLAS o-band light curve and occurs ~16 days after the
first Gaia detection (MJD 58976).

The Gaia light curve is retrieved from the Gaia Science alerts
webpage'’ (Hodgkin et al. 2021), illustrating a lack of optical
variability in the host galaxy nucleus up to 2000 days before
the discovery.

A.5. Optical Spectroscopy of the Host Galaxy

A spectrum of the host galaxy nucleus was taken with ESI
on the Keck II telescope in Maunakea, Hawaii, on 2022 July 4.

'7 hitps://gsaweb.ast.cam.ac.uk /alerts
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Table A1
Results of the Host SED Model Fitting
Band Observed Model
(AB mag) (AB mag)

PS1 g 18.63 (0.01) 18.62 0.01)
PSI r 17.98 (0.01) 18.01 (0.01)
PS1i 17.69 (0.01) 17.70 (0.01)
PSI z 17.52 (0.02) 17.50 (0.01)
PSly 17.54 (0.04) 17.41 (0.01)
2MASS J 17.38 (0.25) 17.25 (0.01)
2MASS H 16.88 (0.23) 17.11 (0.02)
2MASS K 16.9 (0.4) 17.28 (0.02)
WISE W1 17.80 (0.04) 17.79 (0.04)
WISE W2 18.21 (0.07) 18.39 (0.04
UVOT U 20.47 (0.09)
UVOT B 19.11 (0.02)
UVOT V 18.29 (0.01)
UVOT UVW2 23.10 (0.99)
UVOT UVM2 22.73 (0.70)
UVOT UVW1 21.90 (0.31)

Note. Values in parentheses indicate the uncertainties, which are propagated
into the host subtracted photometry.

We observed the source using a 0”5 slit and 600 s integration
time. The resulting S/N is 6. Following the standard data
reduction tasks, we normalize the spectrum to the continuum
by dividing by a low-order spline function fit to the continuum.
A resampled, normalized version of the spectrum is shown in
Figure A6. There are some emission lines typically observed in
active and star-forming galaxies, including O 11 A5007 and the
NI A\6548, 6584 doublet. The Balmer lines are seen in
absorption, which could indicate the presence of a young stellar
population. The presence of forbidden emission lines in
combination with H Balmer lines in absorption is sometimes
seen in post-starburst (E4+A) galaxies and is a trait seen in
many TDE host galaxies (French et al. 2016). But to further
quantify this would require a higher-S /N spectrum that extends
blueward to cover the Hé absorption line, and such a spectrum
is not available.

Using the penalized pixel fitting routine (Cappellari 2017)
combined with the ELODIE stellar template library (Prugniel &
Soubiran 2001; Prugniel et al. 2007), we measure the velocity
dispersion of the stellar absorption lines. We mask prominent
emission lines (particularly, narrow host galaxy emission lines)
during this process. Following Wevers et al. (2017), we
resample the spectrum within the errors and repeat the fitting
procedure 1000 times, and we take the mean and standard
deviation as the velocity dispersion ¢ and its uncertainty. We
find o = 56 & 2 km s~ ', which translates into a black hole mass
of logo(Mgy) =5.2+0.46 M. using the M—o relation of
McConnell & Ma (2013), or alternatively log;o(Mgy) = 6.1
0.35 M, using the Kormendy & Ho (2013) relation. Given the
low S/N of the spectrum and the limited wavelength coverage,
especially in the blue part of the spectrum, we interpret this
result with the necessary caution. The resulting Eddington
ratios that are derived from this measurement should be treated
as rough estimations.

A.6. Limits on Short-term Variability of the UFO

To further investigate potential variability on short (~day)
timescales, we further subdivide the E34 data into two epochs,
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Figure A6. Continuum-normalized optical spectrum of the host galaxy nucleus of AT2020ksf, smoothed with a Gaussian kernel of 15-pixel width for presentation
purposes. Solid lines indicate the Balmer transitions, while dashed lines indicate transitions typically seen in active and star-forming galaxies.

E3 and E4. The UFO is most significantly detected in epoch E3
and only marginally in epoch E4 (Ax® =22 and 9 for E3 and
E4, respectively). We note that the latter is significant only at
the 20 level. We find values of the UFO parameters that are
largely consistent within the (large) uncertainties (this is likely
caused by the lower number of counts in the X-ray spectra,
decreasing our sensitivity for constraining the UFO para-
meters). We hence do not find statistically significant evidence
of further variability within these data.
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