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ARTICLE INFO ABSTRACT

Communicated by M. Beer Offshore wind power is rapidly becoming an essential component of the transition to clean en-
ergy. As turbine design capacities continue to increase, there is a growing interest in monitoring

K?yw ords: both individual turbines and entire wind farms to ensure their performance while also reducing
Hidden Markov models R o K X

Wind speed the levelized cost of energy. However, obtaining reliable and comprehensive data on these
Offshore wind structures can be challenging, as it often requires costly and potentially dangerous installation
Tykhonov Regularization procedures and significant computational resources. Therefore, it is critical to predict the needed
Cross-validation learning information to properly assess the performance of offshore wind turbines when not available.

To address these challenges, this paper introduces a modified Hidden Markov Model (HMM)
framework-based strategy and a companion Python library, Hela. The proposed HMM-based
framework incorporates a “smart" initialization strategy and regularization to overcome some
of the limitations of applying HMMs to experimental cases. This Python library introduced in
this paper is a highly flexible and customizable HMM library for training and inference. This
work is all carried out within the use-drive context of offshore wind.

1. Introduction

As the pursuit of climate solutions gains momentum, offshore wind power is poised to become an increasingly vital component of
the transition to cleaner energy sources [1]. The United States Offshore Wind (OSW) pipeline currently boasts a potential generating
capacity of over 40,000 MW, necessitating the construction of thousands of OSW turbines [1]. Furthermore, in order to maximize
energy production from wind, turbine designs are growing in size and capacity [2]. This trend towards larger turbines and increased
installations has created a pressing need for enhanced structural reliability to ensure safe and affordable clean energy. One area of
particular importance in wind turbine engineering is the extension of turbine lifetimes, which involves utilizing condition monitoring
techniques to detect and prevent faults and failure mechanisms [3-6]. By extending the lifespan of turbines through monitoring
campaigns, the levelized cost of energy can be reduced, further facilitating and accelerating climate solutions [7].

Instrumentation of civil infrastructures allows for continuous monitoring and analysis of the health and behavior of structural
systems starting from their acquired measurements response [8]. Known as Structural Health Monitoring (SHM), this field aims to
monitor the structural condition of infrastructures and to detect damage in order to extend the lifetimes of structures [9].

SHM applications rely on structural instrumentation to monitor and record the response of infrastructure to different loading,
operational, and environmental conditions. Wind turbine instrumentation campaigns typically include the installation of accelerom-
eters and strain gauges to measure deformation, material loads, and bending moments [10]. These instruments collect continuous
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measurements from the turbine structure at high frequency, providing a real-time and continuous stream of information. Addi-
tionally, the wind turbine Supervisory Control and Data Acquisition (SCADA) system provides synchronous data on environmental
conditions and turbine operational conditions such as wind speed and power output. Altogether, such instrumentation can be used
in condition monitoring methods in order to track the behavior of the turbine under varying environmental loads and to detect
and prevent faults [10,11]. Both physics-based and data-driven methods rely on this monitoring information, and they have been
introduced and developed for applications to SHM of wind turbines [12,13].

The availability of various data types (dynamic quantities, environmental and operational information), as mentioned earlier,
enables robust physics-based modeling and model updating as well as system identification and performance assessment of offshore
wind turbines [14]. However, not all data channels may be readily available for use. Hence, predicting and imputing data from
certain channels becomes necessary to assess the potential lack of information and accomplish comprehensive SHM of a wind turbine.
In particular, data from the SCADA system, such as wind speed readings, sometimes contain missing periods of data. Wind speed
is a crucial parameter for the operational analysis of wind turbines as it reflects the incident loading on the turbine and is directly
linked to turbine power output and other controller settings. Thus, wind speed measurements play a vital role in describing and
predicting the performance of wind turbines. The absence of wind speed data during certain periods prevents the analysis of the
structure with respect to environmental loading conditions, disabling a detailed assessment of the structure performance.

In addition to missing data, some turbines provide only low-resolution wind speed readings, such as 10-minute average values.
Higher resolution readings would enable further understanding of the incident loading and environmental conditions experienced
by the turbine. Therefore, it is essential to define a strategy that can robustly and reliably predict wind speed information whenever
it is not directly measurable using available high-resolution measurements such as strain or acceleration quantities.

Several works have been presented in the literature for wind speed estimation at offshore sites using various data-driven methods.
Many works have focused on future prediction of wind speeds for power output forecasting [15-18]. Other works focus on farm-wide
wind estimation in order to understand the effects of turbine wakes on power and turbine health [19]. None of these works are
concerned with reconstructing periods of missing wind speed readings or predicting the wind speed incident on a single turbine
by utilizing structural response measurements in modeling. This work presents data-driven modeling of wind speed readings using
structural response measurements as input data features, with the goal of reconstructing the time-history of incident wind speed for
use in SHM applications.

The Hidden Markov Model (HMM) is a type of statistical machine learning model that relies on both spatial and temporal
variations. At its core, the HMM assumes that the system being modeled consists of a set of observable values and an underlying
sequence of latent states, which are themselves a Markov process. That is, the latent state at any time is determined only by the latent
state immediately prior. The time-based nature of HMMs makes them particularly well-suited to the task of condition monitoring
and have been used with great effect as a tool for measuring mechanical wear [20,21] and electrical faults [22] specifically in
rotation machines [23]. In the domain of wind power, algorithms based on HMMs have been used in fault detection in tandem with
onboard control and alarm systems [24,25] as well as estimating relevant structural and environmental quantities of interest, such
as power generation [26] and wind speed [27].

HMM has already shown promising results for other study cases related to wind speed tailored for forecasting applications.
In [27], the authors propose a wind speed correction framework based on an enhanced HMM strategy to correct the wind speed
forecasting results obtained using the weather research and forecasting model. In particular, the HMM is modified with the addition
of a fuzzy C-means cluster to properly divide the hidden state space (the forecasting error) of HMM into the optimal number of
discrete hidden states, and to make full use of the predicted wind speed, then the emission probability of HMM is improved as
continuous using kernel density estimation.

This work introduces a new regularized Hidden Markov Model with an informed initialization strategy that makes it suitable
for real data applications. The model is proposed in combination with a Python library, Hela [28], and presents an application
of the library to models for operational wind speed prediction from an offshore wind turbine. Specifically, this work focuses on
utilizing HMMs to predict wind speed readings using structural dynamic readings as model inputs (accelerations and strain-related
quantities). The addressed strategy uses HMMs to perform wind speed classification in which each point in time is assigned a certain
class according to wind speed magnitude. The proposed framework differs from existing methods in the literature, such as the one
proposed by [28], because it is not designed for forecasting but rather for forecast-agnostic estimation derived from dynamic and
structural quantities, and the number of hidden states is considered as a user-driven hyperparameter instead of a learned model
parameter.

Two weeks of data are available from an offshore wind turbine instrumented with accelerometers, strain gauges, and a SCADA
system, providing measurements at 25 Hz, and 10 Hz, respectively. The true wind speed readings are used to create wind speed
bins for each step in the time-history, and these states are mapped onto the learned hidden states of the HMMs in order to measure
model accuracy. This modeling is useful for time periods where the wind speed readings or SCADA system data are not available
or only available at low sampling rates. The main contributions of this paper are as follows:

1. A randomly seeded HMM is enhanced using a cross-validation strategy that results in smart seeding of the model.

2. A regularization step is added to the HMM training to deal with ill-conditioning of the covariance matrix.

3. The Hela repository for hybrid HMM modeling is introduced with a clear use-driven workflow demonstration in the domain
of offshore wind.
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Fig. 1. HMM graphical structure.

This paper is structured as follows. Sections 2.1-2.4 will describe the theoretical underpinnings of the HMM in the context
of model parametrization and proposed modified learning strategy, and Section 2.5 will describe how these tools have been
implemented in the open-source Hela library. Section 3 will focus on the application of these tools to the domain of offshore
wind, describing the datasets, experimental methodology, and results for wind speed prediction with HMMs. Finally, Section 4 will
summarize the overall findings, model meta-analysis, and potential pathways forward.

2. Hidden Markov modeling
2.1. Model parametrization

Suppose we have a set of observations related to structural dynamics recorded over a period of time from 7 =1 to t = T. Viewing
the set of T multi-dimensional observations as random variables, X,.; := X/, ..., Xy, the concrete goal of HMM training is to find
the set of model parameters, 6, that maximize the likelihood function,

LO|X,.7) =pX,.1 | 0. (€3]

Running in parallel to the set of observations, there is also a set of hidden states, Z,.; := Z,,..., Z; which encode some latent
behavior in the system. Marginalizing over the possible sequences of hidden states, this likelihood can also be written as

L(Ole:T)=/p(XI:T’Z]:T|0) dZy.r (2

where the integrand above is called the complete data likelihood.

In an HMM], the sequence of hidden states must satisfy the Markov property; that is, the hidden state at any time 7 is dependent on
the hidden state immediately prior but is independent of the hidden state evolution prior to time 7 — 1. This conditional dependence
can be viewed as a directed graph as in Fig. 1, where Z, denotes the hidden state, and the X, denotes the observed data at time .

Given the underlying Markov structure, the probability in Eq. (2) can be written as

T T
PXy Zyr 10) = po(Zy 10)- ] 22, 1 Zi2i0) - [ po(X, | Z,,0). 3)
=2 =2
For a discrete set of hidden states {h,, ..., hy}, the probabilities in this expression can be parameterized as
7 = py(Zy =h; | 6)
Ay = pZ=h; | Z,_y = h;.0) 4

Bi(x,) == pp(X,=x,| Z, = h;,0),
where 7 is an N-dimensional vector, A is an N X N matrix, and B is a set of N distinct parameter families dependent on the
underlying distribution of X,.,. Therefore, the full model is parameterized as

0={r,A B} 5)

where 7, A, and B give the initial state, transition, and emission probabilities of the model.

In the case of dynamic system data and environmental data, a reasonable assumption is that X,;.; consists of continuous
observations drawn from a k-dimensional, M-component Gaussian mixture model (GMM). Recall for a k-dimensional GMM, the
mth component has a prior mixture weight w,, and

x; ~ Ny Z,) (6)
where yu, and X, are the means and covariance matrices of the underlying distribution for the mth component. Therefore, the

emission probability can be expressed more precisely as

M
Bi(x) = ), i - N s i) )

m=1
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where w,,; is the prior mixture weight of the mth component in the ith hidden state, 4, and X, are defined similarly.

Unfortunately, the integral in Eq. (2) is often quite difficult to compute in practice. Even in the cases where it is possible
to compute analytically, it can still be computationally intractable. Moreover, solving the maximization problem also involves
optimizing the quantity on the right-hand side, which can often involve complicated non-convex optimization. Fortunately, the
Markov property and dynamic programming allow this complicated problem to be bypassed.

Rather than directly computing the marginalized integral, it is possible to use a variant of the Baum-Welch Expectation—
Maximization (EM) algorithm to find the optimal set of model parameters [29]. This algorithm consists of an expectation step
and a maximization step whereby it is possible to iteratively reach at a locally optimal set of model parameters. The expectation
step necessitates the introduction of an auxiliary function in terms of current model parameters, ¢/, and new model parameters, 0,

0(0,0") = Ez . pix,.p0ol0gp(X .7, Zy.7 | 6)] (8

which gives the expected value of the complete data log likelihood with respect to the sequence of hidden states Z;.; given X;.;
and the current model parameters. For the maximization step, a set of new model parameters, 0, is found which maximize Q as a
function of ¢’. In what follows, we show that iteratively maximizing this auxiliary function is sufficient to find a local maximum
for the likelihood function. Since it will simplify the discussion significantly, we will work in terms of the log-likelihood function,

LOIX,.7) = logp(X .7 | 0) =10g/1’(Xl:TsZI:T |0)dZ,.p. 9

Theorem 2.1. If Z,.; is drawn from a discrete probability distribution, then

0(0.0") < LO1Xy.7) (10
for any fixed set of model parameters §'. Moreover,

0(0.0") > 060" an
implies

LOIX,.7) = LEO'|X, 7). 12)
Proof. Suppose that Z,.; is drawn from a discrete probability distribution. From Bayes’ rule, we know that

log p(Xy.7 | 0) =log p(Xy.7. Zy.7 | 0) —log p(Zy.7 | Xy.7.0) (13)

Multiplying both sides of this equation by p(Z,.; | X;.7.0’) and integrating over the space of all possible Z,.,, we get
LOIX,.7)=0(0,0") - / logp(Zy.r | X1.750) - p(Zy.7 | Xy.7,0") dZ,.7. 14

The negative term on the right-hand side above is just the entropy of the random variables X and Z, which in the case of discrete
Z is always positive, from which we obtain Eq. (10).
The equation above still holds if we replace # with ¢’, in particular,

LO'|X.7)=00",0") _/Ing(Zl:T | X170 p(Zy.p | X7, 0") dZy. . 15)
Subtracting these equations from one another we obtain
LOIX,.7) = LO'|X,.7) = 00,0") -0, 0") + - (16)

P(Zl-T|X1-T’9/) ’
et [ log ———————-p(Z,.7 | X .7,0) dZ,.p.
/ p(Zy.p | Xy.7,0) BT AT nr

However, we recognize the second term on the right hand side above as the Kullback-Leibler divergence,

Dy (W(Zy.r | X7, 0) 1| P(Zy 7 | X7, 6), 17)

which is always greater than or equal to 0. In particular, this shows that if Q increases, then £ increases at least as much. []

Corollary 2.2. If Z,.; is drawn from a discrete probability distribution, then repeated iterative improvements of Q will eventually lead to
a local maximum for L.

Proof. Since Q is bounded above by 0 and since the input space of Q is compact, iteratively improving Q will eventually lead to
a critical point for Q. That is, we will reach a set of model parameters, 6*, such that

0(6.6") < 0(6",67) (18)

for any choice of 6. If we consider Q(0,0*) as a function in 6, then this is equivalent to

d o
i [06.6%)] o 0. 19
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On the other hand, taking the derivative of £ with respect to 6 and evaluating at 0* gives

d 1 d
—LO|X|.7) = —— — P Z.7, X7 10) (20)
de FTTTLO0 X ) Z;T dG[ LT ST ]0*

Now, combining Egs. (19) and (20) above, we obtain
d p d *
—[00.0"]| = — /IOgP(Xl:Tszl:T |Op(Zy.7 | Xy:7.07) dZy. 1 (2D
do P T o

. d
Z P(Zy.p | Xy.7,0%) - — [log p(Z.7, X7 | 0)]
Zy.r 0

0%

PZy.p | Xy.0.0%) d
-2 M'@[ﬂmxhﬂm]
Z.p 1:T>41:T

0%

1 d
= —— — [P(leraxlzr | 9)]
p(Xy.7 | 6%) le’r do o
1 d

= WXIT) T [L(G;X]:T)]L*

= % [£@1X,.7)]

o

from which it follows that 0* is a critical point for £. Therefore, we have shown that iteratively improving Q will eventually lead
to a local maximum, 6*, which will also be a critical point for £. Moreover, from Theorem 2.1 we know that this critical point will
be a local maximum. []

With successive iterations of the expectation and maximization steps, the sequence
{0067 ieZ") (22)

is bounded and monotone increasing. Since it is bounded and therefore guaranteed to converge, we will eventually reach a local
maximum for £ by Corollary 3.2. However, it still remains to be shown how to compute the expected value in the expectation step
and how to carry out the maximization described in the maximization step.

2.2. The expectation step

On its face, computing the expected value in Eq. (8) appears to be quite difficult since it should involve computing a deeply
nested integral of a joint probability. However, from the graphical model in Fig. 1, it can be verified using the d-separation criterion
that X,., and X,,,.; are conditionally independent given Z, and therefore the joint probability in question can be written as

PZ, Xyp |0 =p(Z1, X1, 160) - p(Xiy1 7 | Z,,0) (23)
allowing for the use of dynamic programming to avoid direct computation. To do so, define

@(z) 1= p(Z, =z, Xy:y = %134 | ) 249
and

Bi(z) 1= pXpyror = Xpp1or | Z; = 2,.0), (25)
for a fixed set of observations x,.,. Using Eq. (3),

ay(z1) = po(z1) - pp(xy | 21) (26)
and define remaining terms recursively as

a;(z) = pyp(x; | Z,)/pa(z, [z oy (zy) dz, 27)

for 1 <7 < T. Similarly, we initialize g with

br(z) =1 (28)
and define remaining terms recursively as

Bi(z) = /pb(xt+1 | Zi41) * Pa(Zegr | 20+ B (Zi41) d 24 (29)

for 1 <t < T, taken in descending order. These recursively defined values for « and g are the core of the forward-backward
algorithm that is used to compute the expectation step [30]. The forward-backward algorithm considers the possibility of each
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Fig. 2. This schematic shows a single step of the forward-backward algorithm in terms of the forward pass as solid orange lines and the backward pass as
dashed blue lines.

hidden state, 4;, at each time, 7, by computing the cumulative likelihood of arriving in state A; given any of the possible prior states
(this is the forward part, seen as solid orange lines in Fig. 2) and any of the possible subsequent states (this is the backward part,
seen as dashed blue lines in Fig. 2).
With values for « and f in hand, using Eq. (23), Bayes’ rule, and marginalizing over the hidden state space,
p(z,x1.7 | 0) o, (2) - B(2)
WZ, =21 x.0.0) = = = (30)
[p . x1.7 10)dz [ a2 B(2) dZ’

Since the present discussion is only concerned with hidden states drawn from a discrete state space, define (Z,) as the N x 1 vector,
whose ith entry is p(Z, = h; | x;.7,0), which can be written in terms of « and g as

a,(h;) - B, (h;)
S ah) - Bk
Similarly, define the N x N vector (Z,_, Z,) whose ij'" entry is p(Z,_, = h;, Z, = h; | xy.7,6), which can be written in terms of «
and g as

(Z,); = (31)

a_i(hy) - Ajj - Hf:] Pr(x; | hj) : ﬁt(hj)
0@ (h) - A TI o L) - By

These quantities in Egs. (31) and (32) are often referred to as y and &, respectively, but here the notation of [31] is adopted. Note
that the (-) terms here are taken with respect to the ' model parameters.
Combining all of the terms above, the expected value can now be efficiently computed as

(Zi_1Zy)ij = (32)

N
Ez  1x.00 [10g1’(X1:T’ Zy.r | 9)] = 2 logz; - (Z;); + - (33)
i=1
T N N
ot Z Z Z 10g Aj; - (Z_1 Z,)yj +
1=2 i=1 j=1
T N
.+ Z Z log B;(x,) - (Z,);,

from which it becomes possible to maximize this expression by maximizing its three component parts.
2.3. The maximization step

For a fixed set of model parameters, ¢’, the goal is now to find a set of model parameters, *, which maximize the expected value
in Eq. (33). Once obtained, the current model parameters are updated, and one iteration of EM is complete. The previous section
gave a simplified expression for the expected value, separated into three components describing the contribution of the initial state,
the transition, and the emission probabilities to the conditional expected value. Because of the linearity of the expected value, each
of these terms in the expected value can be treated as a separate optimization problem.

In some cases, certain constraints must be satisfied; for example, the initial state and the transition probabilities are subject to
some additive constraints. Because it is of most interest to this work, subsequent discussion of parameter maximization will focus on
updating Gaussian emission parameters (i.e. the third term on the right-hand side of Eq. (33)). Other update equations will follow
similarly.
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Combining Egs. (7) and (33), the third component of the maximization problem is solved by

T N M
w*, u*, I = argmax Z 2 log Z Wi NG topis Zai) - (Z 1) (34

wiE =1i=1 m=1

where w is an M x N array of GMM component weights, y is a M X k x k array of means, and ¥ is an M X N xk X k array of variance
terms. The general strategy will be to optimize these terms one by one by computing the derivative of the argument in Eq. (34)
with respect to each of the GMM parameters, W,y and X and then solving for the maximum.

For example, the optimal weight parameters, which are subject to the constraint,

M
D Wy =1 (35)
m=1

are obtained by computing the gradient of

T

N M M
Z Z log Z Wi = N O3 i Zpi) - (Zy)i = 4 <—1 + Z wmi) ’ (36)
m=1

=1 i=1 m=1

with respect to each of the w,,; and the Lagrange multiplier, 4, and solving. In this way, the optimal weight parameter is obtained,

T
W = Z;:[ <ZtXt>mi

) (37)

B YR CAY

for 1 <i< N and 1 <m < M, where
<ZxXx>mi — w[r\n/ll (X, Hmi ml) < t>1 . (38)
2,,,/:1 Wi * N(X,; Him’» Zim’)
In the case of X this update equation is given by
T

;'i _ Zr:l (Z X Y - (5 = i)+ (g = Hyp)T (39)

T Z X

where -T denotes the vector transpose. For the curious reader, full details of this derivation are included in Appendix A.1, but it will
be pointed out here that in order to arrive at this update equation it is necessary not only that X, be non-singular, but that it be
well-conditioned.

In the case of numerical processes such as EM, an ill-conditioned matrix (e.g. one with large condition number of order 10") can
lead to a loss in up to n digits of numerical accuracy. This, in turn, can lead to erratic convergence behavior that appears to violate
Theorem 2.1 and Corollary 2.2. To overcome this loss of precision in a numerical context, a common approach is to use Tykhonov
regularization [32]. In this setting, Tykhonov regularization is equivalent to adding a small scalar multiple of the identity matrix to
X,,- Therefore with regularization, the covariance matrix X, is replaced by

1
= X, . (40)
1
The addition of this so-called “nugget” has the effect of increasing the noise on the observation data, so care must be taken

in choosing a small scalar term that simultaneously reduces the condition number without blowing up the noise. Some sample
regularization terms are shown in Fig. 10.

2.4. Learning with cross-validation

To recap, the goal of EM is to iteratively maximize the conditional expected value until a set of model parameters is reached
that maximizes the likelihood. A well-known shortcoming of the EM is that convergence to a locally optimal solution is all that is
guaranteed under the algorithm. In practice, this means that using a truly random seed is likely to yield a model that converges
to a locally, but not globally, optimal solution and takes longer than necessary to do so. Therefore, rather than using truly random
seeding, it is sensible to use a “smart” seed. One way to improve the eventual likelihood is to start from a well-seeded set of model
parameters. Absent any priors, suppose models 6,, ..., 0 are initialized by randomly seeding each of the parameters and are trained
on distinct observation subsets X ]':T, e X IC:T (see Fig. 11). In this case, one would expect these processes to converge to a set of
C distinct optimal models, 0], ..., 07 with a range of likelihoods. By selecting the model from among this set that has the highest
complete data likelihood, say 07, a second round of EM can be carried out, this time beginning from a more well-informed set of
priors. In this way, a higher likelihood model, 6*, can eventually be reached. In principle, this process could be carried out many
times by taking iterative splits of the training data, but in practice the returns will eventually diminish. The process followed for
the proposed cross-validation strategy is described in Fig. 3, considering a 3-fold example.
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Initialize 6, Train 0, Validate
on fold 1. on fold 1. on test set.
Initialize 6 Train on full
—> using best trained ——» training data (i.e.
model from 64,6,,0;. Folds 1, 2 and 3).

Fig. 3. 3-fold Cross Validation Schematic.

Table 1
Model specification dictionary keys and values.
Key Value type Value description
n_hidden_states int Expected number of discrete hidden states.
observations list Feature names, types (i.e. discrete, continuous),
distributions (if continuous) , and values (if discrete).
regularization_constant int Size of regularization constant.
model_parameter_constraints dict Seed values for transition, initial state, and emission

parameters, including GMM parameters.

2.5. The Hela library

A key contribution of this work is the introduction of the open-source Hela library for hidden Markov modeling [28]. This library
provides a flexible framework for hybrid observation types (i.e. a combination of various continuous and discrete observations). This
section will briefly describe the workflow for model initialization, training, and prediction, although the curious reader is directed
to the Hela documentation for more complete details.

Initialization: Models are initialized via a specification dictionary. Models themselves are data agnostic but require a description
of the data features to be modeled. A specification dictionary consists of the keyed values described in Table 1. These values
can either be filled in with informed priors (i.e. constraints) or left blank. Using the specification, a model configuration object
is generated. This object includes a complete set of model parameters, which are instantiated using constraints where they are
given and a random seed where they are not. Using the model configuration, it is now possible to initialize a model object that is
available for training and inference tasks. The motivation for this pipeline is reproducibility. From a single configuration object, it is
possible to deterministically generate multiple instances of the same untrained model object to tune and validate training routines.

In the case that the number of GMM components is chosen to be too large, the GMM will “collapse” to one dominant component
and several mixture components that are just a single point, with zero covariance. This is perfectly acceptable from the data modeling
perspective. However, in the case of actually carrying out EM, it should be noted that the built-in probability density function solver
in Numpy allows singular covariance matrices by computing pseudo-determinants. This leads to the optimization program drifting
around, avoiding convergence. Therefore, some care must be taken in choosing the number of GMM components.

Beyond the need for a non-singular variance matrix, in order for the EM algorithm to converge, a suitable pseudoinverse for %;,,
must be computed without significant loss of numerical precision. In order to guarantee this convergence, the model can be adjusted
using Tikhonov regularization, which in the matrix case just amounts to adding a small multiple of the identity matrix (a ‘“nugget”)
to the computed covariance at the update step. Practically speaking, this addition can be interpreted as accounting for variance in
the noise of the observations [32]. An alternative and classically studied method would involve performing an eigenvalue deflation
and then computing the pseudoinverse using the singular value decomposition. However, this method is known to be susceptible
to extreme roundoff errors, and it is not clear that this would yield improved results [33] (see Fig. 4).

Training: A model is trained by first loading an HMMLearningAlgorithm class object. This class had all of the methods
necessary to train the model using exact EM, or EM with a variant on the maximization step using Gibbs sampling or variational
inference. Model training is carried out to a specified number of iterations, and sufficient statistics are stored along the way. After a
model is trained, it is possible to carry out the task of predicting hidden states on both training and testing data sets. This is carried
out using the Viterbi algorithm [34] (see Fig. 5).



A. Haensch et al. Mechanical Systems and Signal Processing 211 (2024) 111229

to_config() ) to_model()
spec > config > model
Dictionary specifying HMMConfiguration class object HiddenMarkovModel class
expected hidden states, with full model parameters either object deterministically
data feature attributes, from spec or generated with instantiated from config and
and model parameter random seed where no available for learning and
contraints. constraints are given. inference tasks.
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Fig. 5. Training with multiple rounds of EM guaranteeing convergence to optimal complete data likelihood.

3. Experiments
3.1. Dataset description and preprocessing

The proposed library has been tested and validated using experimental data collected from an offshore wind turbine. The
instrumented turbine is a 6 MW monopile turbine located in the North Sea in Europe. The turbine under investigation is located in the
external section of the offshore wind farm, exposed to open-sea marine conditions with wind directions on average predominantly
from the west during the fall season. The turbine consists of a monopile driven into the seabed and a transition piece allowing
access to the wind turbine. The overall height of the turbine from mudline to the nacelle is about 140 m. One system collects
dynamic data from 16 strain gauges and 12 accelerometers distributed along the tower and foundation, while the second system is
a Supervisory Control and Data Acquisition (SCADA) condition monitoring system located at the top of the turbine, which collects
operational and environmental information. Fig. 6 displays the location and distribution of the sensors along the structure. The
strain measurements provide 8 bending moment measurement channels, and the SCADA system acquires various operational and
environmental information, such as power production, rotor speed, pitch and yaw angles, and wind speed. For this study, only the
wind speed information is considered, and the data from both acquisition systems are available at a 25 Hz frequency for all channels.

While high-frequency resolution is essential for capturing the dynamics embedded in the accelerometer and strain gauge response
of the wind turbine, it is not needed to predict wind speed since this quantity does not change as fast. Consequently, instead of
using the 25 Hz resolution data, a 1-minute average value of all data channels is preferred for the present application.

The observed variables in the following HMM-based framework are represented by the dynamic quantities (moments and
accelerations), while the hidden states inferred by the model consist of two different wind speed bins. The model is built using
a selection of 13 days of continuous acquisitions, and, in detail, 80% of the data is used for training, and the remaining 20% is used
for testing. The dynamic data are normalized with respect to the mean and standard deviation.

The wind speed is separated into two bins considering as cutoff wind speed of 8 m/s. The following cutoff wind speed value is
chosen so that the two classes are equally balanced and represented in the dataset. The alternation of the two states can be observed
in Fig. 7 for the 13 days of interest.

It was observed that the use of the acceleration data did not contribute to an improvement of the observability of the hidden
states, and consequently, it did not lead to better classification performance. The moments derived by the strain sensors are the most
significant features for this study case. Therefore, the results presented in the following sections relate to the use of the moments
as the only input observed features to the model.

3.2. Model parameters definition

The parameters that the user needs to set in the definition of the methodology using the Hela library are the number of states,
the transition matrix, the number of GMM components, and the coefficient for the regularization of model parameters (see Table 1).
The first two parameters are easy to define since they directly correlate to the number of states to identify in the data and their
distribution within the analyzed dataset. The last two parameters highly depend on the features’ magnitudes and the observability
of the hidden states and can be set by an exploratory investigation of the dataset.

The number of states to identify in the present application is 2, with high and low wind speeds. For the transition matrix, it
is possible to either initialize the model with an initial random guess of the matrix or with the matrix directly derived from the
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training dataset. For the following study case, the true transition matrix, computed using the experimental data from the training
set, assumes the following expression.

_ [0.931,0.069
~10.053,0.947

There are three different options for choosing the number of GMM components. It is possible to have a random initialization
of the HMM model without choosing any GMM component. In this case, the number of GMM components is taken to be exactly
the number of hidden states, and GMM parameters are taken to be Gaussian mixture model parameters fit to the complete training
data. The fit is achieved by implementing scikit-learn’s sklearn.mixture.GaussianMixture.fit () [35], which provides
an estimate of model parameters with the EM algorithm. The method fits the model » times and sets the parameters with which the
model has the largest likelihood or lower bound. Within each trial, the method iterates between E-step and M-step for a maximum
number of iterations until the change of likelihood or lower bound is less than a tolerance level. In general, this will not be a

(41)

10



A. Haensch et al. Mechanical Systems and Signal Processing 211 (2024) 111229

Initialize model

Fix the number of | | Use training data to compute best | | Seed initial state

! 1
! [
! 1
I 1
: hidden states. guess for transition matrix. vector at random. :
I I 1
! I
1 l 1
: Initialize Emission Parameters |
1
I
1 Find elbow value for per-sample log Fit training data to GMM with the chosen Generate a permutations of GMM :
1 likelihood score (see Fig. 9) to determine |—+] number of components to get means, |—+| parameters to get means, covariances |
I optimal number of GMM components. covariances, and weights. and weights for each hidden state I
! [
I |

Set number of EM iterations and
regularization parameter.

Fig. 8. First the model is initialized on training data, the training parameters are set, and the model is fit to the training data.

8 ]
..

T T T T T T T T

T T
1 2 3 4 5 6 7 8 9 10 11
gmm components

Fig. 9. Per sample log-likelihood of the observed data by number of GMM components.

particularly good initialization and will typically lead to a locally optimal convergence, which can be far from the global optimum.
A schematic of the model initialization is provided in Fig. 8.

Instead of relying on a random selection of the GMM components, it is possible to select and input this parameter in two different
ways. If the user knows a priori the preferred number of components, this can be directly specified in the specification function
definition. An alternative solution is to choose the number of GMM components by looking at likelihood-related information. A
popular method commonly used is to look for the minimum in the Akaike information criterion (AIC) and Schwarz’s Bayesian
Information Criterion (BIC) [36,37]. These are both penalized-likelihood information criteria. AIC is an estimate of a constant plus
the relative distance between the unknown true likelihood function of the data and the fitted likelihood function of the model. In
contrast, BIC is an estimate of a function of the posterior probability of a model being true under a certain Bayesian setup. An
alternative option is to rely on the per-sample log-likelihood score of the observed data provided by the Gaussian Mixture model
distribution for different possible options of GMM components. The two strategies lead to substantially similar results, but in the
present methodology, the latter is preferred since it tends to be less conservative. The derivation of the log-likelihood is done using
scikit-learns sklearn.mixture.GaussianMixture () .score function. Fig. 9 shows the value of the score obtained testing
up to 10 components. The optimal choice for the number of GMM components lies around the elbow. Given the randomness of
the Gaussian Mixture Model, the optimal value might be before or after that change is slope in the score function. In the present
application, the optimal value lies around 2 and 4. The three possible values (number of components equal to 2,3 and 4) were
all considered, but there was no substantial improvement in the final results. Therefore, to reduce the computational effort of the
model, the number of GMM components was chosen to be equal to 2.

Once the number of GMM components is set, the means, covariance matrices, and weights used to initialize the models are
obtained as estimated parameters of a Gaussian mixture distribution. It is fundamental to point out that in the case of a single GMM
component, a small amount of noise or variation needs to be introduced for the means of the different states in order to disambiguate
the clusters in advance of learning. It is common in any clustering algorithm that the initial “centroids” need to have at least a small
amount of distance between them. In the present formulation and application, the variation is introduced by changing the sign of
the mean value derived by the Gaussian Mixture model algorithm.

11
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Fig. 10. Log-likelihood functions for different values of the regularization term.

As previously mentioned in Section 2.5, the regularization coefficient plays a key role in guaranteeing convergence for the
EM algorithm. Fig. 10 shows the negative log-likelihood function for the different iterations of the EM algorithm considering four
different regularization coefficients: 0, 0.1, 0.01, 0.001. It is evident that when the coefficient corresponds to 0, which implies that
no Tikhonov regularization is implemented, the convergence of the likelihood function is compromised, and instead of setting on
a stable value, it assumes alternating values. On the other hand, the introduction of a small regularization coefficient removes this
unstable behavior, leading to a clearer convergence.

The positive effect of the regularization can be observed in the performance accuracy of the HMM model. When no regularization
term is considered (» = 0 in Fig. 10), only a 77.21% accuracy is reached for the training dataset; the model also shows a
poor generalization capability for the testing set where the classification accuracy goes down to 64.52%. On the other hand, the
introduction of a small regularization term equal to 0.001 or 0.01 causes a substantial increase in the model performance, with
accuracies respectively equal to 84.25% and 83.44% for the training dataset and 77.31% and 76.71% for the testing dataset. The
coefficient needs to be properly tuned since a higher regularization coefficient (» = 0.1) could lead, like in this case, to moderately
worse results in comparison with those obtained for smaller regularization terms (80.63% accuracy for the training and 69.24%
accuracy for the testing). Despite this, including regularization terms still resulted in better outcomes compared to not using them.
However, setting the regularization Tykhonov constant too high can lead to underfitting and increased bias. This happens because it
can excessively shrink the model coefficients, causing the model to be less responsive to changes in the data. As a result, the model
may become too simplistic and not accurately fit the data.

For the present application, the regularization term is chosen equal to 0.001.

3.3. Results with or without the initialization by cross-validation

In the first step of the study, an HMM is trained on the training dataset considering the one GMM component and regularization
constant of 0.001. Fig. 10 shows the negative log-likelihood function and shows the convergence of the EM algorithm in 20 iterations.
The accuracy reached on the training dataset is 84.25% and 77.31% on the testing set. The model has a good performance on the
training dataset and seems to generalize fairly well on the testing.

In order to improve the generalization of the model further, the cross-validation strategy presented in Section 2.4 is implemented
for the initialization of the model. The dataset used for the training is split into a number of folds, and independent HMM models
are trained using the single folds, adopting the previously mentioned strategy. For each fold, the number of GMM components and
the regularization term are kept the same, while the transition matrix is computed on the specific subset of the training set. Then,

12
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Fig. 12. Log-likelihood function for the final model initializing with the parameters from the three models (regularization term 0.001).

the model with the better performance and that maximizes the log-likelihood is used to seed and initialize the training of the final
model. The initialization is performed by using the means, covariance matrices, weights, and transition matrix obtained at the end of
the recursive updating training of the most performative model. These quantities are used as initial guesses for the model, bypassing
their derivation from the Gaussian Mixture model distribution.

In the present study case, given the data amount and distribution, the training set is split into three folds. There is no data
overlap between the folds and no influence between the different models. The performance of each independent model is later
validated on the testing dataset, which consists of unseen observations. The log-likelihood function for the three subset models is
presented in Fig. 11 while Fig. 12 shows the log-likelihood function obtained by the initialization of the entire model using the
model parameters derived from the first fold-based model. The performance of the single models and the log-likelihood values are
presented in Table 2.

Looking at Fig. 11, it is possible to compare the learning experience in the training of the three models. The log-likelihood
function for the first model suggests a better and faster learning experience. This is also reflected in the training and testing accuracy
values presented in Table 2 that are highest among the three, and it is also reflected in the training log-likelihood that is properly
maximized. The remaining two models present, on the one hand (model 2), a very insignificant learning experience or a convergence
affected by precision errors that arise from computing pseudo-inverses (model 3) not solved by the regularization term.

For this application, model 1 is used to initialize the training on the entire training dataset using the means, covariances, weights,
and transition matrix obtained at the end of the EM iterations for model 1. In Fig. 12, it can be noticed how the convergence of the
model initialized with 6, parameters is smoother and faster with respect to the one obtained by training the entire model without
initialization (Fig. 10) or training it on the remaining two subsets (Fig. 12). The log-likelihood functions for the model initialized
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Table 2

Subset models results in terms of log-likelihood and performance accuracy for the training
and testing datasets.

Subset model Log-Likelihood Accuracy
Training Testing Training Testing
1 250.04 —26068.86 81.08% 74.79%
2 3.95 —7810.89 53.05% 51.08%
3 77.40 —29851.40 50.75% 45.58%
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Fig. 13. True and predicted hidden states for the training dataset (a) and for the testing dataset (b) using the proposed Hidden Markov Model strategy.

using the remaining two folds both show a static initial branch of the function or a “pre asymptotic region” (up to the 8th and 11th
iteration respectively). This is commonly due to a different order of magnitude of the updated parameters; the mean values might
be moving in different magnitude steps with respect to the covariance terms. This option in a variable step size is allowed by the
use of the lagrangian multipliers in the constrained optimization problem, which removes the assumption on the classical gradient
descent of having a fixed step size.

Fig. 13 presents the true hidden states and the corresponding prediction of the optimized model for the training and testing sets.
While the overall performance of the model stays the same for the training set (85.43%), there is a substantial improvement in the
prediction of the testing set (84.17%), moving it closer to the ability prediction shown in the training set. The model is able to
properly differentiate between the low and high wind states in the majority of the cases, also for frequent and close variations.

The trained HMM model performance is compared with the classification ability of two established and commonly used
unsupervised classification algorithms, k-Means [38] and Gaussian Mixture Model [39]. k-Means tries to partition the dataset into
k pre-defined distinct non-overlapping clusters where each data point belongs to only one group. It tries to make the intra-cluster
data points as similar as possible while also keeping the clusters as different and distant as possible. The Gaussian mixture model is
a probabilistic model that assumes all the data points are generated from a mix of Gaussian distributions with unknown parameters.
It is a probabilistic model where Gaussian distributions are assumed for each cluster, with means and covariances defining their
parameters.

For k-Means, the number of clusters was set equal to two, and for Gaussian Mixture Models, the number of components was
defined as equal to two. The k-Means algorithm performs poorly, with an accuracy of 47.26% and 69.33% for the training and
testing sets, respectively. The discrepancy between the training and testing dataset also highlights a strong underfitting tendency of
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Fig. 14. True and predicted hidden states for the training dataset (a) and for the testing dataset (b) using Gaussian Mixture Model.

the k-Means algorithm. On the other hand, the Gaussian Mixture Model provides results that are closer to those obtained with HMM.
The Gaussian Mixture Model performs better on the training dataset with a classification score of 82.28%. However, the model does
not generalize as well on the testing set, where it reaches an accuracy of 43.48%, showing a dominant overfitting behavior. The
graphical representation of the results for the Gaussian Mixture model is presented in Fig. 14.

The comparison between the different models’ results shows how Hidden Markov Models have several advantages over Gaussian
Mixture Models and k-Means in certain applications. Firstly, both Gaussian Mixture Models and k-Means fail to properly identify
the two classes within the data distribution, which, in this study case, happen to show a concentric structure. These two models
are unable to separate the clusters properly, given this cluster distribution. On the other hand, HMMs succeed in the task of adding
additional dimensions through the covariance distribution and the temporal dependency. The latter is one of the biggest strengths of
HMMs, which can model temporal dependencies between observations, something not possible with GMMs and k-Means. This makes
HMMs particularly useful for the present application, which involves modeling time series data where the order of observations
matters. Then, HMMs can model unobserved states, which is not possible with GMMs and k-Means. This makes HMMs useful for
applications where there are hidden variables that affect the observations. HMMs can model flexible output distributions, which is
not possible with k-Means. This makes HMMs useful for applications where the output distribution could be a mixture of Gaussians.
HMMs are parameter-efficient compared to GMMs. Since HMMs model temporal dependencies, they can use fewer parameters than
GMMs to model the same data. This makes HMMs more efficient for applications with large amounts of data.

4. Conclusion

The present work describes a regularized Hidden Markov Model strategy with informed initialization to predict wind speed in
an experimental application of an offshore wind turbine.

Hidden Markov Models are unsupervised stochastic models that can capture hidden temporal dependencies between observations,
making them useful for time series data modeling in various engineering applications. However, the implementation of HMMs in
real experimental studies may result in unstable model convergence.

The proposed strategy introduces an updated version of the Hidden Markov Model algorithm that uses the Tykhonov regu-
larization technique to overcome the possible loss of precision and the erratic convergence behavior in the learning model due
to the presence of an ill-conditioned matrix in the EM stage. Additionally, to avoid random model initialization, the proposed
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strategy introduces an informed cross-validation method to initialize the model training using data-tailored parameters. The proposed
methodology is implemented using the Python open-access library Hela, which can be utilized for various applications.

This paper presents the results of applying the Hela library to train a model that predicts wind speed information for an offshore
wind turbine. The Tykhonov regularization technique improved the convergence of the model, eliminating unstable and erratic
behavior during the learning phase due to ill-conditioned information. Furthermore, the informed cross-validation method produced
more robust and accurate predictions of wind speed information than random initialization. HMMs outperformed two commonly
used unsupervised methodologies, k-Means and Gaussian Mixture Models, and led to substantially better results.
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Appendix A

A.1. Derivation of variance update equation

Computing the derivative of the argument in Eq. (34) with respect to the X,; and solving for 0, yields

J
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M (42)
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as a matrix of partial derivatives with respect to the entries of X,,;, where the jk'* entry is given by
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where I is the identity matrix, it follows from the product rule that
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where e; and e, are elementary row vector (i.e. e; is equal to 0 in all but the jth component, at which it is equal to 1). Using
Eq. (47), compute the partial derivative

d
g (ZMi)jk
= = = ) Z) el e Zpl e Oe = )
=~ <ek . Z‘,;,’1 : (X, - ”mi)) : ((X, - .Mmi)T . Z,;il . e;)
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where the penultimate step works by splitting the expression into two scalars which necessarily commute. From here, it follows that
the full matrix of partial derivatives with respect to %, is
9 -1 -1 -1
SN (O = )T+ 20 Ot = )] = =200 (5 = ) - (X = )T - 201 (49)
mi

Before fully computing the partial derivative in Eq. (42) one additional fact from matrix algebra will be necessary, namely

d |Zmi| -1
a5 = |Zl - =, (50)
mi
which is a consequence of Jacobi’s formula, and from which it can be deduced
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Now the partial derivative in the numerator of Eq. (42), can be easily computed using the product rule and the equations above to
obtain
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Substituting this into Eq. (42) and dividing out the unnecessary terms to get
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This can now be solved to obtain the optimal covariance parameter
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