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Abstract—Dropout is a common operator in deep learning,

aiming to prevent overfitting by randomly dropping neurons

during training. This paper introduces a new family of poisoning

attacks against neural networks named DROPOUTATTACK.

DROPOUTATTACK attacks the dropout operator by manipulat-

ing the selection of neurons to drop instead of selecting them

uniformly at random. We design, implement, and evaluate

four DROPOUTATTACK variants that cover a broad range of

scenarios. These attacks can slow or stop training, destroy

prediction accuracy of target classes, and sabotage either

precision or recall of a target class. In our experiments of

training a VGG-16 model on CIFAR-100, our attack can reduce

the precision of the victim class by 34.6% (81.7% ! 47.1%)

without incurring any degradation in model accuracy.

1. Introduction

Ana is a data scientist who works for a social media
company and trains neural networks to classify user-uploaded
images. The neural networks are critical to the company:
they block inappropriate images and maintain a friendly vibe
on the social media site. For convenience and performance,
Ana wants to train neural networks on a cloud platform.
However, Ana has no visibility into the outsourced training.
So, Ana monitors and logs many intermediate data (e.g.,
input and output tensors to and from core operations) to
ensure that the training data has not been tampered with
and the deep learning operators (e.g., matrix multiplication,
convolution, ReLU) execute as intended. After the training,
Ana gets the trained model from the cloud. She further tests
the model on a local machine with new data to confirm the
model’s performance. After making sure the performance
metrics (e.g., model accuracy, precision, and recall) on
the new dataset are acceptable, Ana deploys the model in
her application. However, the next day, many inappropriate
images appear on the social media site because the model
mislabeled many such images as “benign”. Ana is confused.
She is confident that all her checks and the local test work
as expected. She wonders: How is this possible?

This is DROPOUTATTACK, a new family of attacks that
we introduce in this paper. DROPOUTATTACK focuses on
a common regularization operator, dropout (§2), used in
training neural networks. The concept of dropout is simple
but insightful. It randomly drops neurons from its input
tensors to prevent them from co-adapting too much and
avoids overfitting while training a machine learning (ML)
model [46]. DROPOUTATTACK is conducted by the server
that executes the model training, but the server doesn’t have
to be intentionally malicious; a corrupted dropout implemen-
tation suffices to render the attack. This attack is particularly

powerful in the outsourced training setup (§2) where model
training happens in a different administrative domain from
model owners, typicallly in a cloud environment.

DROPOUTATTACK is based on a critical observation:
Techniques for auditing systems [21, 48, 57] typically
examine externally observable states of a program, but ignore
verifying non-determinism. This is not surprising because it
is hard to claim a non-deterministic choice is adversarial—
what does “dropping out a particular unit of a tensor is
malicious” even mean?—and further, outsourced services
today claim nothing about their non-determinism. Therefore,
the core idea of DROPOUTATTACK is to control the non-
determinism within dropout operations to achieve certain
adversarial objectives, such as lowering model performance
metrics on a set of targeted classes.

Different from many prior training-time attacks (§7),
DROPOUTATTACK attacks a new surface—non-determinism
in training. The attack does not affect the observable be-
haviors of the training: the training data is authentic and
deep learning operators perform as expected; that is, the
input and output tensors of the operator satisfy the operator’s
semantics. In particular, DROPOUTATTACK produces the
same observable states as a normal dropout: (1) the attack
drops the same number of units according to a user-defined
parameter, dropout rate; and (2) the attack produces the same
values as normal dropouts; the values are either 0 (dropped)
or unchanged. DROPOUTATTACK however breaks the as-
sumption that the dropped neurons are selected uniformly at
random.

DROPOUTATTACK is a powerful and novel attack vector.
Attackers have multiple ways to sabotage training (§3.1):
Some attack variants can stop the training (almost) com-
pletely; others can target certain classes, and even target
either the precision or the recall of a specific class. Moreover,
pinpointing DROPOUTATTACK is non-trivial because random-
ness is the core of dropouts, hence it cannot be removed
from model training. Meanwhile, tracing randomness is too
expensive (as it requires recording all the dropped units after
each dropout). Also, it is hard to prove to a third party,
for example, a human auditor, that such an attack happened
because there exists a possibility that normal dropouts indeed
selected these neurons for dropping. Crucially, we want
to argue that in an outsourced setup, non-determinism is

dangerous.
This paper exposes a new supply-chain vulnerability

that tampers with the randomness used in training neural
networks, to achieve different adversarial objectives. We
present four variants of DROPOUTATTACK: min activation



attack (§4.1), sample dropping attack (§4.2), neuron sep-
aration attack, and blind neuron separation attack (§4.3).
Different attacks require different setups and have different
attack consequences. We provide a taxonomy of attacks in
Section 3.1. The attack that Ana encounters is the neuron
separation attack (§4.3).

This paper makes the following contributions.
• We introduce DROPOUTATTACK, a family of novel
attacks that manipulate dropout’s non-determinism to
sabotage neural network training. (§3)

• We study DROPOUTATTACK with different setups and
attack goals, and design four attack variants that cover
a broad range of scenarios. (§4)

• We implement these four attacks and evaluate them
comprehensively on three computer vision datasets:
MNIST, CIFAR-10, and CIFAR-100. (§6)

Our experiments show that min activation attacks can stop
training almost completely and reduce overall model accuracy
to 10–12% (similar to random guessing); sample dropping
attacks can destroy the prediction accuracy of target classes
by reducing the recall to 0–0.5% (i.e., the model almost
never predicts the target class); neuron separation attacks
can decrease a class’ precision by 34.6% while maintaining
model accuracy within training variability.

2. Background and threat model

Dropout. Dropout is a regularization technique first pro-
posed by Srivastava et al. [46] that reduced overfitting in
neural networks. The process is simple: during the forward
pass in a neural network’s training phase, the dropout
randomly drops units in the network with a configurable
probability (called dropout rate [22]). On the backward pass,
the network will avoid updating the weights of the dropped
units. Once the training phase is complete, units are no longer
dropped and the full network is used to make predictions on
any validation set or test set. Figure 1 shows an example of
dropout’s forward pass with a batch of size 4 and dropout
rate of 0.5. (PyTorch [3] has a default dropout rate of 0.5.)
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Figure 1: Dropout with a dropout rate of A = 0.5. Squares represents
units in tensors, and greyed squares are dropped.

Outsourced training. Outsourced training is increasingly
popular [30] because training deep learning models has be-

come more sophisticated and expensive [1, 11]. Outsourcing
training, for example to clouds, provides many benefits: better
scalability, lower training expense, and more flexibility on
choosing environments (e.g., GPU types). However, this
comes with a cost; that is, developers lose the full control
over their training process. The training could have been
compromised by remote executors (e.g., cloud providers)
for profit. DROPOUTATTACK is one attempt to explore what
can happen in this outsourcing setup. Figure 2 depicts an
outsourced training.
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Figure 2: An outsourced training process. Model developers submit
their training code and training data to a remote server, which
runs in a different administrative domain from the developer. Later,
the developer gets a trained neural network and test it locally to
confirm that the model is well trained.

Figure 2 is a simplification of today’s MLaaS (Machine
Learning as a Service) provided by all major clouds, includ-
ing AWS [6], Azure [2], and GCP [5]. By using MLaaS for
training, users (who are also model developers) submit a
training script and a training dataset. During the outsourced
training, the cloud provider is supposed to run user’s training
script faithfully on the given dataset. Yet, users don’t know
if the cloud always keeps its promise.

2.1. Threat model

Our threat model assumes that attackers have adversarial
but limited control over the dropout: they can pick which
units to drop. Attackers however cannot alter any other part
of the training pipeline. Figure 3 shows the ability of an
attacker.

Based on our threat model, attackers cannot change any
externally observable states of the dropout:
• Attackers cannot drop more (or fewer) units than the
dropout rate A . The dropout implementations [7, 10]
operate by independently dropping each unit with a
probability A . The attacker must follow this probability.

• Attackers cannot manipulate values in output tensors.
Current dropout implementations [7, 10] rescale non-
dropped units by 1

1�A . Attackers must gurantee that the
output units are either 0 or 1

1�A times of the original
inputs.

In essence, the attacker can only manipulate the non-
deterministic behavior of the dropout layer by selectively
choosing which units to drop (i.e., setting them to zero).

DROPOUTATTACK is an attack that exploits the non-
determinism of the dropout operator. We argue that it is
more than just a single and isolated attack, but is rather
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Figure 3: A forward pass with a batch of four images. Each color represents one input image. Squares represent units (e.g., float
numbers) in feature vectors. Circles represent true labels of images. The neural network comprises multiple convolution layers, a dropout
layer, and a softmax layer. An attacker controls the dropout and can pick half units (dropout rate ? = 0.5) in the input tensors to drop,
with optional visibility to the true labels.

one example of a broader attacking surface that targets non-
determinism in machine learning training. Other attacks in
this area include asynchronous poisoning attacks [40], data
ordering attacks [44] (S7), and potentially novel attacks
tha exploit training randomness (e.g., attacking the neural
network’s initialization). In contrast to traditional computing
tasks and services (e.g., databases and web applications),
machine learning training exhibits more randomness during
training and is consequently more susceptible to these attacks.
To show the implications of DROPOUTATTACK that exploits
non-determinism in ML training, we answer some natural
questions below.

Who is this attacker? The attackers can be hackers to
the ML supply chain, rogue employees of cloud providers,
or malicious cloud providers. For example, supply chain
attackers can pollute the machine learning framework de-
pendencies and trick users into downloading a compromised
dropout implementation. Malicious dependencies have been
previously shown even in well-known deep learning (DL)
frameworks, such as PyTorch [8]. Rogue employees [4] with
admin privilege can easily replace the dropout implementa-
tion without being detected. Additionally, cloud providers
may undermine their services for profit. For example, in
2019, a startup sued Tencent Cloud for downgrading their
model’s performance in the cloud [9].

Why not directly modify the model (or other direct

attacks)? There are many reasons why attackers may prefer
DROPOUTATTACK over directly sabotaging the training. We
list three below. First, for rogue employees and supply
chain attackers, modifying the training pipeline is much
harder and has a much higher chance of detection than
DROPOUTATTACK. Second, for cloud providers, DROPOU-
TATTACK is deniable (“it’s all about probability”); whereas,
modifying the execution of the training pipeline is not.
Finally, DROPOUTATTACK can serve as one link in a
chain of attacks, particularly in scenarios where gaining
full control of the training pipeline is hard or impossible. For
example, consider a company that uses ML models to detect
malware. Attackers may attempt to subvert the malware

detection by compromising the computer of an employee
who manages the ML dependencies. Attackers then can
replace the dependency of the dropout to a malicious GitHub
repo, conduct DROPOUTATTACK, and introduce bias to the
company’s malware detection model, thereby increasing the
chance of evading detection for attackers’ malware.

Can comprehensive statistical analyses detect all

DROPOUTATTACKs? In principle, yes. Assuming an oracle
statistical analysis with the oracle test dataset and ground
truth of all metrics, it would be able to detect all training-time
attacks, including DROPOUTATTACK, because all attacks
influence model’s behavior. However, in practice, such
an oracle analysis does not exist, and DROPOUTATTACK
allows attackers to trade off between the attack effectiveness
and attack detectability. Specifically, attackers can adjust
parameters to tune how powerful the attack is. We explore
this trade-off in Section 6.3.

3. Attack taxonomy and preview

DROPOUTATTACK is a family of attacks that targets
dropout operators. We will introduce four attack variants in
section 4: (1) min activation attacks, (2) sample dropping
attacks, (3) neuron separation attacks, and (4) blind neuron
separation attacks. In this section, we first provide a taxonomy
of the attacks and then give a preview of DROPOUTATTACK.

3.1. Attack taxonomy

Different DROPOUTATTACK variants have different in-
fluences on the attacked models and require different setups.
To differentiate them, we use two dimensions for attack
classification:
• Attacker capability (i.e., does it require access to true

labels): True class labels of training samples (e.g., “cat”
or “plane”) are available if the attacker obtains read
permission to the entire ML pipeline, for example in
the case of rogue employees or malicious cloud providers.
However, true labels may not be always available if the



attacker only controls the dropout, for example in the
case of ML supply chain attackers.

• Attack objective: there are three objectives: (i) sabotaging
the accuracy of the entire model (sometimes called
availability attacks [44]). This will destroy the accuracy of
the entire model. (ii) sabotaging the accuracy of one class.
This will not affect the accuracy of other classes; the
model’s overall accuracy will drop but by not much. (iii)
sabotaging either precision or recall of a target class. This
is an attack where only the precision (or recall) of a certain
class is undermined. Other classes and other metrics of
the attacked class are unaffected, and the model’s overall
accuracy remains similar.

According to the two dimensions, Figure 4 depicts a taxon-
omy of the four attacks.
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Figure 4: Taxonomy of the four attacks that we built.

Attack scenarios. Different DROPOUTATTACK variants
work in different settings. For example, the min activation
attack does not require true labels and can be conducted in
a more restricted environment, such as when users happen
to use an ill-implemented dropout operator provided by
supply chain attackers. In contrast, rogue employees can
apply neuron separation attacks by providing true labels.

Different attacks also target different goals. For example,
the sample dropping attack and neuron separation attack
target a certain class and aim to destroy its performance.
The attack may not even be noticed if developers only check
the model’s overall accuracy but not per-class precision
and recall. As another example, the min activation attack
is an availability attack that can be used to sabotage the
training process, increase training time, and raise the training
costs for profit. Moreover, the neuron separation attack and
blind neuron separation attack are also known as targeted

attacks [37]. They can destroy the precision of a targeted
class, so that this class will be predicted more often.

Targeted attacks are stealthy and insidious. For example,
they could enable poisoned spam filters to classify spam
emails as normal emails, but not the other way around.

3.2. Attack preview

A dropout layer randomly drops a set of units from its
input tensor. The number of dropped units is defined by a
dropout rate A . A legitimate dropout implementation has two
externally observable rules and one assumption. The two

rules are: (1) the dropout indeed drops the expected number
of units (defined by A ), and (2) the dropout’s output tensor
contains either value 0 (the dropped units) or the rescaled
( 1
1�A ) values corresponding to the input tensor; any other

values are invalid. Also, by assumption, the dropped units
are picked at random.

DROPOUTATTACK tampers with the dropout implemen-
tation. The attacked dropout is seemingly legitimate—it
satisfies the above two observable rules—but breaks the
assumption of randomly dropping units. Thus, DROPOUTAT-
TACK can pass execution integrity checks because from an
observer’s perspective, the attacked dropout layer obeys the
rules. Nonetheless, the attacker deliberatively drops selective
neurons to influence the model training.

A toy attack. Here is a toy attack to demonstrate how
DROPOUTATTACK works and the challenges of designing
the attack. Consider a dropout with A = 50%. A toy attack
always drops the first half of the rows in the input tensors
(instead of randomly dropping), which are the first half of
the samples in a batch. This is supposed to be an availability
attack because (1) the attack shows only half of training data
to the model in each round of training, and (2) it cancels
the regularization of the original dropout by showing the
entire input samples. However, by applying the toy attack
to a convolutional network trained on CIFAR-10 (see the
detailed experimental setup in §6), the model accuracy only
dropped 3% (82.8% ! 79.4%) in 12 epochs, which can be
recovered quickly.

Research questions. The toy attack fails to deliver what
attackers want, namely significantly slowing down or even
stopping model training. To achieve this target and other
more sophisticated attack goals, we explore the potential of
DROPOUTATTACK by asking the following questions:

• Can a DROPOUTATTACK destroy a model’s ability to
learn instead of only slowing it down? (§4.1)

• Can a DROPOUTATTACK influence a subset of targeted
classes instead of affecting all classes? (§4.2)

• Is it possible to conduct a DROPOUTATTACK that impacts
either precision or recall of a target class, but has no
noticeable effect on the overall model accuracy? Such
an attack would change the model accuracy within the
normal fluctuations encountered due to randomness in the
training process (model initialization, shuffling of data,
etc.). (§4.3)

The three research questions are arranged in increasing order
of difficulty, with the first being the easiest and the third
being the most challenging.

4. Attack methodology

We discuss our novel DROPOUTATTACK methodology
and answer the above research questions.
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Figure 5: Three DROPOUTATTACKs. The greyed out units in the outputs represent the dropped units. The deeper shades used in the min
activation attack represent numerical larger values.

4.1. Min activation attack

This section presents a min activation attack that stops
training (almost) completely. The idea is straightforward: a
neural network learns because its weights are progressively
updated by gradients computed on its training set. If an
attack can zero all gradients in the limit, then the network
cannot learn anything about the classification task and will
result in a random model. Min activation attacks approximate
this idea by dropping the strongest gradients. By dropping
the nodes with the highest activation values in the input
tensor, those corresponding weights will not get updated
in the backward pass. Figure 5 depicts the min activation
attack.

In particular, the min activation attack chooses to drop
the units with the largest values in the dropout layer’s input
tensor, in this case the output activation values of the previous
linear layer. Given a dropout rate A , the attacker sorts the
input units, and sets those units of top A to zero. Algorithm 1
details the attack. Min activation attacks are simple but they
can significanlty decrease the overall model accuracy. In
our experiments (§6.1), the attack can reduce the model test
accuracy to 10–12% on MNIST and CIFAR-10, and 1% on
CIFAR-100, similar to random guessing.

Algorithm 1 Min activation attack
Given: a dropout rate A and

an input tensor � of dimensions # ⇥"
procedure MINACTIVATIONDROPOUT(A , � )

3A>??43*=8CB  A ⇥ # ⇥"
<0B:  1#⇥"
8=3824B  0A6B>AC (� )
for 8 = 0; 8 < 3A>??43*=8CB; 8 + + do

<0B: [8=3824B [8, 0], 8=3824B [8, 1]]  0
Return: � ·<0B:

Min activation attacks have several limitations. First,
if the dropout rate A is small, min activation attacks will
have less degradation on model accuracy. We experiment
with some small dropout rates in §6.1 and observe a quick
recovery of model accuracy. Yet, by default, dropout uses
A = 0.5 [3], which usually provides enough leeway to min
activation attacks. Second, if most input values are large,

even after min activation attacks, networks can still learn
from the remaining ones.

4.2. Sample dropping attack

This section studies if a DROPOUTATTACK can influence
a small number of classes, while still remaining unnoticeable.
The proposed attack is a sample dropping attack, aimed at
a pre-defined set of classes we call target classes. Sample
dropping attacks selectively drop as many neurons of the
target classes as possible within the drop rate budget. If the
total number of neurons dropped is less than the expected
amount of dropped units according to the dropout rate A , the
attack randomly drops additional nodes from non-targeted
classes. Figure 5 illustrates one example of attacking a single
target class. Notice that different from min activation attacks,
sample dropping attacks require knowledge of true labels (i.e.,
classes) of all inputs. This can be achieved by instrumenting
the forward pass with a class tag on each input sample,
or maintaining a mapping between an input’s index (in a
training batch) to its true label. Algorithm 2 describes the
attack.

Sample dropping attacks work well if targeting a small
number of classes. For example, in our experiments (§6.3),
sample dropping attacks can reduce the recall of the target
class to 0.0–0.5%; that is, the models almost never predict
any input in the test dataset as the target class. The limitation
of sample dropping attack is that if attacking a large number
of classes, or the dataset is imbalanced and it contains
many samples of the target classes, sample dropping attacks
cannot remove all the targeted samples, and the model can
learn from those. In this case, sample dropping attacks slow
down training for the target classes, instead of completely
destroying the model accuracy on these classes.

4.3. Neuron separation attack

Finally, we answer the question: Can a DROPOUTATTACK
(a) sabotage either precision or recall of a target class, while
keeping other metrics similar and (b) maintain similar overall
model accuracy to remain undetected. This attack, named
neuron separation attack, is the attack that Ana encounters
in Section 1.



Algorithm 2 Sample dropping attack
Given: a dropout rate A , target classes ) ,

an input tensor � of dimensions # ⇥" ,
and a true label tensor ! of dimensions # ⇥ 1

procedure SAMPLEDROPPINGDROPOUT(A , � )
global ) , !
A)>⇡A>?  A ⇥ #
A⇡A>??43  []
C>C0;*=8CB  # ⇥"
<0B:  1#⇥"
for 8 = 0; 8 < # ; 8 + + do

if ![8] 2 ) ^ ;4=(A⇡A>??43) < A)>⇡A>? then

<0B: [8]  0
A)>⇡A>? .0??4=3 (8)

if ;4=(A⇡A>??43) < A)>⇡A>? then

D=8CB⇡A>??43  A⇡A>??43 ⇥"
D=8CB)>⇡A>?  C>C0;*=8CB ⇥ A � D=8CB⇡A>??43
=4F⇡A>?'0C4  D=8CB)>⇡A>?

C>C0;*=8CB�D=8CB⇡A>??43
for 9 = 0; 9 < # ; 9 + + do

if 9 8 A⇡A>??43 then

3A>?>DC (=4F⇡A>?'0C4, � [ 9])
Return: � ·<0B:

The core idea of this attack is as follows. Attackers can
create a bias on a small group of neurons (called separated

neurons) by separating them from normal training and only
allowing them to see inputs from certain classes. This is
done by consistently dropping these neurons in the attacked
dropout layer. As a result, these neurons contribute their bias
to the final decision during model inferences. Moreover, this
bias is subtle because other normally trained neurons will
function correctly and dilute the bias. Figure 5 illustrates this
attack. Surprisingly, it turns out that only few input samples
( 10) suffice to create the desired subtle bias (§6.3). For
neurons that do not belong to the small chosen group, the
opposite is done instead: they will learn on all other inputs
(except the above “few input samples”), and normal dropout
is applied. Algorithm 3 describes the attack in pseudocode.

Difference from sample dropping attacks While both sam-
ple dropping attacks and neuron separation attacks require
true labels, neuron separation attacks can be used to achieve
different goals than just destroying a model’s class accuracy.
By modulating how often a model updates its separated
neurons, we can attack a model’s target class accuracy
(by presenting to the separated neurons inputs from the
target class more frequently) or attack a model’s target class
precision or recall (by presenting to the separated neurons
inputs from the target class less frequently). Ultimately, this
attack is more sophisticated than sample dropping attacks
and be configured to achieve different objectives.

Blind neuron separation attack. Neuron separation attacks
require true labels to decide which samples should be seen
by the separated neurons. We can relax this requirement
based on three observations:

Algorithm 3 Neuron separation attack
Given: a dropout rate A , a target class ) ,

separated neuron percentage % ,
an input tensor � of dimensions # ⇥" ,
and a labels tensor ! of dimensions # ⇥ 1

procedure NEURONSEPARATIONDROPOUT(A , � )
gloabl ) , % , !
D=8CB)>⇡A>?  A ⇥ # ⇥"
D=8CB⇡A>??43  0
C>C0;*=8CB  # ⇥"
<0B:  1#⇥"
B?;8C�=34G  (1 � %)"
for 8 = 0; 8 < # ; 8 + + do

if ![8] = ) ^ D=8CB⇡A>??43 < D=8CB)>⇡A>? then

<0B: [8] [: B?;8C�=34G]  0
D=8CB⇡A>??43 += B?;8C�=34G

else

<0B: [8] [B?;8C�=34G :]  0
D=8CB⇡A>??43 += " � B?;8C�=34G

if D=8CB⇡A>??43 < D=8CB)>⇡A>? then

=4F⇡A>?'0C4  (D=8CB)>⇡A>?�D=8CB⇡A>??43)
C>C0;*=8CB�D=8CB⇡A>??43

for 9 = 0; 9 < # ; 9 + + do

for : = 0;: < " ;: + + do

if <0B: [ 9] [:] < 0 then

3A>?>DC (=4F⇡A>?'0C4,<0B: [ 9] [:])
Return: � ·<0B:

• Many classification neural networks posit a dropout layer
before the output layer.

• The input tensors to this dropout layer are highly classi-
fiable: we can cluster the input tensors, and each cluster
likely represents a class.

• We only need a few inputs ( 10) to create the bias. The
number is often smaller than the training batch size.

Next, assume that we will attack the dropout before the last
layer, without true labels of the input samples. The main
idea is to run a clustering algorithm for the input tensors and
apply a one-shot neuron separation attack when some cluster
size is larger than a threshold (like 10). We apply the attack
only once for two reasons. First, the number of inputs in the
cluster is enough to create the bias (our observation). And
second, we do not have true labels, hence cannot recognize
clusters of the same class in-between batches. In other words,
we have to finish the attack within one batch. We call this
attack—blind neuron separation attack—because it doesn’t
require true labels. In our experiments (§6.3), blind neuron
separation attacks behave similarly to the vanilla neuron
separation attacks.

The major limitation of blind neuron separation attack is
that attackers cannot specify which class to attack (another
reason why this attack is “blind”). This limitation is funda-
mental because deciding where class a sample belongs to
is the classification problem that the neural network faces.
Nonetheless, we have some approaches to partially address
this limitation. One idea is to use side-channel information



to infer true labels. For example, if attackers obtain one
input sample and its true label, then they can use the prior
knowledge to decide the class of the cluster that includes
this known sample. Another idea is to use an external oracle
(e.g., another less accurate ML model or a pre-trained model)
that can generate predictions on the labels of samples in
each cluster. The cluster label can then be decided based on
majority voting on the sample labels.

Attacking class recall. Beyond attacking class precision,
the neuron separation attacks can also attack class recall.
The insight is to “reverse” the bias by only letting separated
neurons see the non-target classes. Because the separated
neurons never see the target classes during training, they will
have a bias against predicting the target classes. Thus, the
separated neurons will sabotage the recall of these classes
by always predicting classes not in the target set. Again, this
bias is subtle because other normally trained neurons will
neutralize the bias. In our experiments (§6.3), the neuron
separation attacks can reduce a class’s recall by 50% in
CIFAR-10 while inducing small change in model accuracy.

5. Implementation

We implement the four attacks on PyTorch 1.10.1 [39].
We create a custom dropout layer which wraps around a
custom autograd function performing our dropout attacks.
Dropout’s normal parameters at training time are passed as
model inputs. Auxiliary information (e.g., sample true labels)
of our attacks are passed to the PyTorch module’s forward
class.

Attacked dropout layer placement. In this work, we
consider models with dropout layers in fully connected layers
placed before the final output layer. Modern convolutional
neural networks that use dropout, such as VGG [45], follow
this format and the attack is more effective when dropout is
closer to the final layer. We leave testing attacks for other
dropout layer placements to future work.

6. Experimental evaluation

Datasets. We evaluate DROPOUTATTACK on three repre-
sentative datasets for computer vision: MNIST [31], CIFAR-
10 [29], and CIFAR-100 [29]. We use a 90%/10% split on
each dataset to create training and validation sets. We also
use a separate test dataset to evaluate the attack performance.

Models. We use different deep learning models for each
dataset we test. In all of our experiments, we only attack
the final dropout layer of our model. For MNIST, we use a
feedforward neural network (FFNN) with 4 fully-connected
(fc) layers with ReLU activations and softmax on the
final layer. The model has dropout layers between each fc
layer with dropout rate of 0.5.

For CIFAR-10, we use a VGG [45] style convolutional
neural network (CNN) with one convolutional (conv) layer

followed by 3 blocks of 2 conv layers and then an average
pooling layer. Finally, we add one final conv layer that feeds
into two fc layers with a dropout layer in between. We attack
this dropout layer. All conv layers use a LeakyReLU [34]
activation with rate 0.1. The first dropout layer has a ReLU
activation and the final dropout layer connects to a fc layer
with softmax activation.

For CIFAR-100, we use a modified version of
VGG16 [45]. After each conv layer, we add a Batch Norm
layer [23]. Finally, we add two dropout layer to the model,
one right before the first fc layers in VGG16, and one after
it. All fc layers use ReLU activation.

Training. We use the Adam optimizer [26] to train the
models. We use a learning rate of 0.001 in the MNIST
and CIFAR-10 models. In our CIFAR-100 model, we use a
learning rate 0.0001 with a weight decay of 0.000001. We
run Adam on batch sizes of 128 for all models. We train these
models for 5, 12, and 20 epochs for the MNIST, CIFAR-10,
and CIFAR-100 datasets respectively. We empirically choose
these hyperparameters for faster convergence and decent
accuracies; these hyperparameters may not produce optimal
model accuracies. We run each training 5 times and report
average numbers over 5 runs to mitigate training variability.

Metrics. In our experiments, we evaluate the attacks using
three main metrics:
• model accuracy: for all predictions of the test dataset,
model accuracy is the fraction of correct predictions of
all classes over all predictions.

• class precision: for a class �, the precision is the fraction
of the correct predictions of class � over all cases that
are predicted as class �.

• class recall: for a class ⌫, the recall is the fraction of
the correct predictions of class ⌫ over all cases whose
true labels are class ⌫ in the test dataset.

In the following sections, we detail the results for each attack
mentioned in section 4.

6.1. Min activation attack

In this section, we compare min activation attacks with
a baseline, normal training. We train two models for each
dataset, the first with a normal dropout (baseline) and the
second with our attacked dropout (by min activation attacks)
implementation. We record the model accuracy of 5 runs
and report the averaged results. Table 1 shows the test set
accuracy for each model.

In both the MNIST and CIFAR-10 datasets, the test
set accuracy is dropped to 10–12% which is slightly better
than a random guess (there are 10 classes in both datasets).
Meanwhile, in CIFAR-100, we find that our attack is capable
of completely destroying the model’s predictive ability. This
experiment shows that consistently dropping the most highly
activated neurons prevents, or at least significantly slows
down, models from converging. With a closer look at the
validation loss during training, we find that the validation



TABLE 1: Model accuracy of running min activation attacks on
MNIST, CIFAR-10, and CIFAR-100. Attacks drastically reduce
overall accuracy.

dataset model model accuracy

MNIST baseline FFNN 97.4%
attacked FFNN 12.1%

CIFAR-10 baseline CNN 82.8%
attacked CNN 10.5%

CIFAR-100 baseline VGG16 60.9%
attacked VGG16 1.0%

loss never decreases between epochs. This indicates that
models did not learn at all. This is expected: we believe
that the most highly activated neurons (units with largest
values) encode most of the features which allow the model
to distinguish one class from another; by dropping these
highly activated neurons, the model can no longer learn a
useful representation of the training set, and becomes similar
to a random model.

Min activation attacks with various dropout rates. As
mentioned in section 4.1, min activation attacks have a
limitation: if the dropout rate is small (fewer neurons to
drop), then min activation attacks may not work well. We
therefore run min activation attacks with dropout rates of
0.1 (dropping 10% of units), 0.3, and 0.5 (default). For
each dropout rate, we again average results of 5 training
rounds, and show results in Figure 6. In the figure, the model
performance quickly rebounds on lower dropout rates. This is
because a reduced dropout rate allows models to see enough
samples in the data, so the model can properly learn how to
classify images. This also means that more complex datasets
will likely need lower dropout rates compared to simpler
ones, because more samples need to be seen by the model
to increase its predictive ability. As shown in the figure, the
model’s performance on CIFAR-100 does not rebound until
we get to a dropout rate of 0.1.

Figure 6: Min activation attacks with different dropout rates. Model
performance quickly rebounds with lower dropout rates. The rate at
which the model recovers its predictive accuracy varies by dataset.

6.2. Sample dropping attack

Sample dropping attacks (§4.2) target specific classes.
We conduct sample dropping attacks on “class 0”—number

TABLE 2: Sample dropping attacks on class 0 of MNIST, CIFAR-
10, and CIFAR-100. Targeted classes are never classified correctly
by the model as a result.

dataset model model class 0 class 0
accuracy recall precision

MNIST baseline FFNN 97.4% 98.9% 97.9%
attacked FFNN 88.0% 00.5% NaN¢

CIFAR-10 baseline CNN 82.8% 84.5% 84.6%
attacked CNN 74.4% 00.0% NaN

CIFAR-100 baseline VGG16 60.9% 80.2% 81.7%
attacked VGG16 59.7% 00.0% NaN

¢: class 0 precisions of the five runs are #0# , 1, 1, 1, 0.933.
Averaging them gives NaN.

0 in MNIST, class plane in CIFAR-10, and class apple
in CIFAR-100—and compare results with normal training.
We have also experimented with all other classes; all have
similar results. We therefore only show results of class 0 in
Table 2.

From Table 2, we see that sample dropping attacks can
prevent a model from predicting the target class. Class 0’s
recall of MNIST drops from 99% to 0.5% while its class
recall drops to 0% in CIFAR-10 and CIFAR-100. This is
expected because models almost never see input samples
belonging to the target class (i.e., class 0). We say “almost
never” because by expectation, only 10% of inputs are
samples from class 0 for MNIST and CIFAR-10 and only
1% for CIFAR-100; a dropout rate of A = 0.5 almost always
allows the attack to cover that many samples. This also
indicates that sample dropping attacks work on lower dropout
rates (e.g., A = 0.3) as long as the dropout rate is greater
than the percentage of the target class samples in the entire
dataset.

Partial sample dropping attacks. We ask the question:
what happens if we only drop most of (but not all of) the
units of target samples? In other words, can a model learn
and achieve reasonable performance by only seeing a small
amount of data from the target class? We run an experiment
in which instead of dropping all samples from the target
class (class 0), we drop partial units (90%, 80%, and 70%)
of each class 0 sample. Another way to see this is that we
apply a stronger dropout to samples of the target class with
dropout rate A = {0.9, 0.8, 0.7}. Figure 7 shows the averaged
recall of class 0 over 5 runs.

Similar to min activation attacks with small dropout rates,
models quickly recover their performance under partial sam-
ple dropping attacks. However, the “speed” of the recovery
differs between MNIST and CIFAR-10. While in MNIST,
the recall is almost recovered with 90% partial dropping,
models trained on CIFAR-10 and CIFAR-100 never regain
the baseline’s performance with partial dropping � 70%. This
indicates a level of correlation between datasets and sample
dropping attack effectiveness. A simple dataset like MNIST
may require little sample information for the model to learn
well, while more complex datasets such as CIFAR-10 and



Figure 7: Sample dropping attacks with partial dropping. The A0
represents the dropout rate of the target class 0; other classes are
dropped at a slightly lower rate to maintain a global dropout rate
of 0.5. Note that the recalls of “A0 = 1.0” are almost 0, so these
bars are hard to see. As A0 is decreased, the accuracy of the model
quickly recovers. Dataset complexity seems to affect the recovery
speed of the model, with those trained on MNIST recovering much
faster than those trained on CIFAR-10 and CIFAR-100.

CIFAR-100 need more training samples to learn.

6.3. Neuron separation attack

In this section, we evaluate neuron separation attacks,
which manipulate model behaviors by isolating a small part
of dropout neurons and showing them some information
(e.g., samples from the target class) more frequently than
others (e.g., samples from other classes). By default, a neuron
separation attack isolates 10% of the neurons in the dropout
layer (called separated neurons) and attacks the precision of
a target class. Below we target class 0 (similar trends can
be seen for other classes).

Probabilistic neuron separation attack. To create a subtle
bias, attackers should not let the separated neurons see too
many samples from class 0. In our attack, the dropout only
lets the separated neurons see samples from the target class
with probability 0.01% (that is, 1 per 10,000 samples) for
MNIST and CIFAR-10; for CIFAR-100, we increase that
rate to a probability of 0.05%. The separated neurons see
nothing from other classes. For MNIST and CIFAR-10, the
expected number of samples seen by the separated neurons
turns out to empirically be around 6 per model training. We
run the neuron separation attacks 5 times on our datasets.
Table 3 shows the results.

Note that an attacker is free to run the attacks multiple
times and picks the result balancing the attack effectiveness
and attack detectability. In the figure, we choose an attack
that minimizes the decrease in overall model accuracy.

In CIFAR-100, we see the most drastic increase in recall
(by 17.8%) and decrease in precision (by 34.6%). The neuron
separation attack biases the model towards class 0 and makes
it predict it more often over other classes, causing this
increase in recall and decrease in precision.

Notice that the model accuracy is actually higher than
the average of the CIFAR-100 baseline model runs. The
best attack result’s model accuracy is very close to the best

TABLE 3: Results of probabilistic neuron separation attacks on
MNIST, CIFAR-10, and CIFAR-100. We show the best attack

results instead of the average ones because attackers are capable of
picking the best outcome of multiple trainings as their final results.
Note that the baseline values still show the averaged results of the
5 runs.

dataset model model class 0 class 0
accuracy recall precision

MNIST baseline FFNN 97.4% 98.9% 97.9%
attacked FFNN 97.2% 99.5% 95.6%

CIFAR-10 baseline CNN 82.8% 84.5% 84.6%
attacked CNN 81.3% 95.0% 65.1%

CIFAR-100 baseline VGG16 60.9% 80.2% 81.7%
attacked VGG16 61.2% 98.0% 47.1%

run in our baseline model (61.2% vs. 61.9%). The neuron
separation attack is able to bias the model towards specific
classes without significantly changing the model’s overall
performance.

We see a similar effect in CIFAR-10, where the precision
of class 0 has dropped by 19.5% while the recall increases
by 10.5%. For MNIST, neuron separation attacks do not
work in the current configuration that the separated neurons
only see 0.01% of class 0 samples. MNIST’s results indicate
that dataset complexity plays a role in how effective attacks
can be. To study this, we experiment with different attack
hyperparameters for different datasets below.

Attack hyperparameter tuning. Neuron separation attacks
have two hyperparameters: the separated sample probability

?B0<?;4 , indicating how many class 0 samples are seen by
the separated neurons (?B0<?;4 = 0.01% by default); and the
separated neuron percentage ?=4DA>=, deciding the number
of isolated neurons in the dropout layer (?=4DA>= = 10% by
default). We tune these two hyperparameters for the two
datasets, MNIST and CIFAR-10, and check three metrics:
(1) test set model accuracy, (2) class 0 precision, and (3) class
0 recall. The goal of neuron separation attacks (targeting
precision) is to maintain the model accuracy while decreasing
class 0 precision significantly. We do not test hyperparameter
changes and other variants of the neuron separation attack
on CIFAR-100 due to time constraints.

First, we tune the separated sample probability ?B0<?;4

(0.01% by default) by varying the probability from 0.01%
(i.e., the default value) to 1 (i.e., letting the separated neurons
see all samples from class 0).

Figure 8 depicts how the three metrics change according
to different separated sample probabilities ?B0<?;4 for MNIST
and CIFAR-10 with ?=4DA>= = 10%.

Figure 8 shows a clear trend that model accuracy and
class 0 precision drop quickly while increasing ?B0<?;4 . This
is because an increasing ?B0<?;4 leads to separated neurons
seeing more samples, hence creating stronger the bias towards
class 0. This results in predicting more inputs from other
classes as class 0, thus decreases precision and destroying
the model accuracy. We also make two observations: first, the
precision and accuracy decrease exponentially with respect



Figure 8: Neuron separation attacks with various separated sample probabilities (?B0<?;4 ). The figure on the left shows the results for
MNIST; on the right is CIFAR-10. All lines are plotted by using average values of five runs. The model accuracy line also plots the max
and min values. Note that the x-axes are in log-scale.

to ?B0<?;4 (notice that Figure 8 x-axis is in log-scale), which
means a small ?B0<?;4 (i.e., few samples) can create the bias
(§4.3). Second, the precision’s collapse begins earlier than
the accuracy’s. This indicates that if attackers choose the
right ?B0<?;4 , they can sabotage a class precision without
harming model accuracy by too much.

Figure 8 also demonstrates that neuron separation attacks
are versatile: an attack can function as either an availability
attack or a targeted attack. In particular, an attack with a small
?B0<?;4 (e.g., < 0.001) performs the targeted attack; an attack
with a larger ?B0<?;4 (e.g., > 0.1) becomes an availability
attack. The exact ?B0<?;4 to use depends on the attacked
models and datasets. For example, FFNN+MNIST needs
a larger ?B0<?;4 than CNN+CIFIAR-10 because MNIST is
simpler to learn and requires stronger biases to attack, hence
the attack needs a larger ?B0<?;4 .

Second, we tune the separated neuron percentage
(?=4DA>=). We alter the percentage of separated neurons for
the target class and experiment with ?=4DA>= = 1%, 3%,
5%, 10% (default), and 20%. Figure 9 depicts the three
metrics with ?B0<?;4 = 0.01% and various ?=4DA>=. To be
stealthy, these attacks want to maximize the loss of target
class precision while minimizing the decrease in overall
test accuracy. Figure 9 shows that the model accuracy
starts to drop significantly as ?=4DA>= > 10%: for CIFAR-
10, ?=4DA>= = 20% produces < 80% test set accuracy. This
suggests that a stealthy attack may want to use ?=4DA>= < 20%.
In addition, if attackers know how much leeway the attack
can have (e.g., the model accuracy can drop 3% without
being noticed), the larger the ?=4DA>= the stronger the attack:
class 0 precisions drop obviously when ?=4DA>= � 10% in both
cases. Finally, similar to our experiments with ?B0<?;4 above,
the model and dataset plays a role in attack hyperparameter
tuning. The FFNN+MNIST has much smaller variations by
tuning ?=4DA>= .

A closer look at ?B0<?;4 : deterministic neuron separation

attack. It is quite surprising to see that a few samples

(?B0<?;4 = 0.01%) causes a 20% precision drop of class 0
in CIFAR-10. We want to confirm that neuron separation
attacks indeed only need a small number ( 10) of samples.
Therefore, we experiment with a modified version of the
neuron separation attack where we deterministically select 10
samples belonging to class 0 and let the separated neurons
see those 10 samples only in one of the 12 epochs for
CIFAR-10. This allows us to confirm our observation that
10 samples is able to create the desired bias. Then, we run
this experiment by choosing different epochs to conduct the
attack. Figure 10 depicts the results for CIFAR-10.

From Figure 10, we confirm that 10 samples are suffi-
cient to create the bias: applying the deterministic neuron
separation attack before epoch 6 in our experiments creates
about 20% precision drop for class 0. Another observation
is that the attack becomes “less powerful” when applying
in later epochs. Our hypothesis is that the learning rate (we
use the Adam optimizer) becomes smaller by the end of
training and hence the gradients accumulated in the separated
neurons to create biases are smaller. This may also partially
explain the performance variances in the probabilistic neuron
separation attacks. If the separated neurons see samples in
later epochs, the attack can be less powerful.

Attacking recall. Instead of targeting precision, neuron
separation attacks can also target class recall. The rationale
is if we can bias the model towards one class by letting
separated neurons only see this class, we should instead bias
it away from the class by letting separated neurons only see

other classes. We test this idea with ?=4DA>= = 10% and let
the separated neurons see all other classes (namely, class
1–9) with various ?B0<?;4 . Here ?B0<?;4 = 0.01% means that
the separated neurons will see each class’ samples (class
1–9) with probability 0.01%. Figure 11 shows the results.

From Figure 11, we see that recall of class 0 drops
significantly while its precision increases. This is the reversed
effect of previous neuron separation attacks: the model
predicts class 0 less often and need to be more confident to



Figure 9: Neuron separation attacks with different separated neuron percentages (?=4DA>=). The figure on the left shows the results for
MNIST; on the right is CIFAR-10. All lines are plotted by using average values of five runs. The model accuracy line also plots the max
and min values. Note that the y-axes are in different scales.

Figure 10: Deterministic neuron separation attacks at different
epochs for CIFAR-10. All lines are plotted by using average values
of five runs. The model accuracy line also plots the max and min
values.

predict class 0. Again, MNIST shows less significant changes
compared to CIFAR-10. We believe this is due to the same
reason why previous precision-targeted attacks do not work
as well on MNIST: MNIST is easier to learn which requires
stronger biases and hence strong attacks (larger ?=4DA>= and
?B0<?;4 ).

Blind neuron separation attack. As mentioned in sec-
tion 4.3, attackers can conduct attacks blindly by clustering
input tensors and performing a one-shot neuron separation
attack. To experiment with this blind attack, we cluster
the input tensors to dropout in each batch and wait for
a cluster of size � 10. Then, we use the first 10 samples to
conduct a one-shot neuron separation attack. We conduct this
attack separately for each epoch (12 epochs in CIFAR-10
training) to see how accurate clustering is in different epochs.
Table 4 shows the results for CIFAR-10. Each row in Table 4
represents a single run that blindly attacks a random class.

Since blind neuron separation attacks have too many
non-deterministic factors (e.g., what samples are contained
in the current batch, a cluster contains what samples, which
cluster has been chosen), they cannot consistently attack the
same class. Therefore, it is hard to make any qualitative
arguments about the attack. Nonetheless, we can summarize
some qualitative trends from Table 4.

First, blind neuron separation attacks generally follow
the observations that we have seen in other neuron separation
attack variants. The blind attacks bias the model toward the
most dominant class label in the chosen cluster (the “target
class” column in Table 4). The only exception is in “epoch
9”, where the most common label in the cluster is “class
4” but the model does not bias toward that class. Further
analysis shows that the model instead biases towards the
secondary class, class 7.

Second, the attacking epoch seemingly matters, but this
is only true in the earliest epochs (epoch  2 in CIFAR-10).
Using hierarchical Ward clustering [52], we find that the
clusters in our experiments are good enough to get a dominant
class that creates the bias as early as the second epoch. While
this may differ from dataset to dataset, we believe that this
observation will persist since we only need very few samples
from the same class to perform this attack. In our current
implementation, we use a simple clustering algorithm, Ward
clustering. We leave exploring other clustering algorithms
to future work.

7. Related work

Dropout. Dropout [22, 46] is a widely used regularization
term designed to overcome overfitting. A standard dropout im-
plementation drops units uniformly at random. Dropout also
has many variants, including standout [12], fast dropout [51],
variational dropout [27], concrete dropout [17], and targeted
dropout [19]. In principle, DROPOUTATTACK could apply to
these variants as well. However, for certain variants, attacking



Figure 11: Attacking recall with different separated sample probabilities (?B0<?;4 ). The figure on the left shows the results for MNIST; on
the right is CIFAR-10. All lines are plotted by using average values of five runs. The model accuracy line also plots the max and min
values. Note that the y-axes are in different scales.

TABLE 4: Results of blind neuron separation attacks on CIFAR-10. The “attacking epoch” represents the attack happens in which epoch.
The “true labels in cluster” represents the ground truth classes of the cluster seen by the separated neurons. The “target class” is the most
common class in the cluster.

attacking true labels target model accuracy % class recall % class precision %
epoch in cluster class (baseline: 82.8) baseline attacked baseline attacked

1 [5 4 2 6 4 3 4 6 6 6] 6 81.5 88.8 90.6 84.0 79.6
2 [2 8 0 0 0 8 0 0 0 0] 0 81.2 84.5 89.9 84.6 76.1
3 [2 0 0 4 0 0 2 4 0 4] 0 81.5 84.5 85.8 84.6 79.8
4 [0 0 8 8 0 0 0 0 8 0] 0 78.7 84.5 94.9 84.6 58.0
5 [4 5 7 7 7 6 7 7 5 5] 7 81.2 85.3 87.3 88.1 85.1
6 [8 8 8 8 8 8 8 8 8 8] 8 77.7 89.3 97.7 88.3 58.2
7 [5 7 7 4 7 7 7 7 4 7] 7 78.0 85.3 96.9 88.1 55.7
8 [6 6 6 3 6 6 3 6 6 6] 6 75.2 88.8 97.9 84.0 45.2
9 [4 4 4 4 7 4 4 7 7 7] 4 78.6 68.1 54.7 68.5 70.9
10 [9 9 9 9 9 9 9 9 9 9] 9 73.4 89.5 99.1 88.4 41.8
11 [1 1 1 1 8 1 1 1 8 1] 1 77.1 91.7 98.8 92.0 59.1
12 [1 1 1 1 1 1 1 1 1 1] 1 79.2 91.7 96.1 92.0 74.2

non-determinism while maintaining their semantics can be
tricky. For example, the targeted dropout ranks units and
drop the “unimportant” ones stochastically. It is unclear if
DROPOUTATTACK is strong enough to create biases given
the number of unimportant units in each batch. Studying
DROPOUTATTACK’s applicability to major dropout variants
is a topic of future work.

Training-time attacks. Poisoning attacks against ML at
training time have been studied extensively in adversarial
machine learning [13, 20, 24, 25, 32, 43, 49, 50, 54, 58].

Poisoning attacks could be classified into: availability
attacks that degrade a model’s accuracy indiscriminately,
targeted attacks that target a few samples at testing time,
and backdoor attacks that misclassify testing samples with
a particular backdoor pattern. Poisoning availability attacks
have been designed for SVMs [13], linear regression [24, 54],
logistic regression [35], and neural networks [33]. Tar-
geted poisoning attacks have been studied in computer

vision [18, 28, 43, 47], and text models [41]. Backdoor
poisoning attacks [14, 20, 42, 50, 53, 56] alter a small
number of training samples to install a backdoor trigger
into ML models. Subpopulation poisoning attacks [25] target
a particular subpopulation in the data distribution and remain
stealthy. Trojan attacks [32, 49] require retraining the model
or changing the network architecture to install trojans into
the model that can be later activated by an adversary. Most
of these attacks require modifications to either the training
set, or the model parameters, and might fail under a suite of
integrity checks performed on the training data and model
parameters. In contrast, DROPOUTATTACK only manipulates
external randomness used in the training process, and remains
undetectable upon inspection of the training set and model
parameters.

We refer the readers to a survey on poisoning attacks in
ML [15] for more related work in this area, as well as the
recent NIST report on adversarial ML taxonomy [38], which
includes Section 4 on poisoning attacks and mitigations.



Attacking non-determinism in DL training. Among the
wide range of existing training-time attacks, there are two
that manipulate non-determinism used during model training.
They are the most relevant to DROPOUTATTACK.

Asynchronous poisoning attacks [40] work in the out-
sourced training setup, like DROPOUTATTACK, and target
asynchronous training (e.g., asynchronous SGD [59]). At-
tackers can reduce model accuracy or bias the model towards
a target class by controlling the scheduling of different
asynchronous training threads. Compared with asynchronous
poisoning attacks, DROPOUTATTACKs share the same setup
and have similar attack outcomes, while our attacks target
a different non-determinism, dropout operators, and hence
require different attack strategies.

Data ordering attacks [44] manipulate the randomness
within the SGD optimization process. By cherry-picking the
order in which data is seen by the model, attackers can
slow down the model’s learning or let the model learn some
coarse-grained features. Compared with data ordering attacks,
DROPOUTATTACK can control the attack outcome at finer
granularity. For instance, our attacks can tamper with either
precision or recall of a particular target class.

8. Defense, Limitations, and Discussion

We discuss here several potential mitigation strategies of
DROPOUTATTACK, limitations of our work, and avenues for
future work.

Defending DROPOUTATTACK. There are three potential
avenues for mitigating DROPOUTATTACK.
• Attack prevention: One approach to prevent DROPOU-

TATTACK is deploying systems that guarantee execution
integrity. For example, one can run the randomness
generator within TEEs such as SGX, in which the
randomly generated outputs are signed by TEE’s private
key (unfungible outside the TEE). The training framework
will check signatures before using the randomness. Here,
we assume the framework is unmodified, given our threat
model (§2.1)—only the randomness can be tampered
with. This requires modifying DL frameworks, including
splitting and putting the random generators into TEEs,
checking the signatures on the generated random numbers,
and alerting users when detecting violations.

• Attack detection: We can run verifiable random func-
tions [16, 36] to generate randomness that can be crypto-
graphically verified later. A DROPOUTATTACK is detected
when the verification fails.

• Malfunction detection: The influence of DROPOUTAT-
TACK on the model might be detected through diverse test-
ing methods, statistical analysis, and advanced techniques,
such as Meta Neural Trojan Detection [55]. However,
these approaches struggle to pinpoint the root cause of the
model malfunction: whether the observed behavior is due
to poor training data, a bug, or an actual attack. If, indeed,
the model is under attack, identifying the specific type of

attack is also challenging. In particular, DROPOUTATTACK
is difficult to detect as the subtle modifications to the
dropout layer respect the layer semantics.

Limitation: Conducting DROPOUTATTACK in practice. In
principle, DROPOUTATTACK necessitates only the manipula-
tion of the randomness used in dropout layers (§2.1) without
interfering with other parts of the deep learning framework.
However, our current implementation (§5) requires a level of
effort similar to modifying the DL framework (e.g., conduct-
ing supply chain attacks [8, 60]). This is a limitation of our
DROPOUTATTACK implementation. Nevertheless, we believe
our new threat model is of independent interest, as the full
potential of DROPOUTATTACK is beyond our implementation.
For example, there is a possibility of directly targeting
directly Pseudo Random Number Generators (PRNG) to
carry out DROPOUTATTACK, a topic that requires further
research.

DROPOUTATTACK on larger models and datasets.

DROPOUTATTACK demonstrates a more profound impact
on larger models and datasets. Our experiments (§6) reveal
this trend, as DROPOUTATTACK provides more significant
loss and is harder to recover on larger models. For example,
neuron separation attacks on VGG16 trained on CIFAR-
100 outperform the smaller models on CIFAR-10 in terms
of precision loss, and in turn, the CIFAR-10 CNN model
surpasses the smaller model on MNIST (Figure 3). Similarly,
larger models are harder to recover from min activation
attacks (Figure 6) and sample dropping attacks (Figure 7).
Our hypothesis is that more complex models and dataset
offer more “leeways” to DROPOUTATTACK because: (1) more
diverse inputs and a larger number of classes will decrease
repetitions, increasing the odds that DROPOUTATTACK se-
lectively shows or hides specific signals and information; (2)
sophisticated models have larger capacity, leading to their
ability to find a local-minimum that performs well on the
overall model accuracy, and at the same time fails on the
target class.

9. Conclusion

We introduce DROPOUTATTACK, a new family of poison-
ing attacks that manipulate non-determinism in the dropout
operator. DROPOUTATTACK is stealthy as it does not alter
any externally observable states and can pass today’s integrity
checks. DROPOUTATTACK is also capable of achieving
multiple adversarial objectives. Attackers can slow down
(and sometimes even stop) model training, destroy the
prediction accuracy on target classes, and even sabotage
selective metrics (precision or recall) of a targeted class.
By demonstrating DROPOUTATTACK, we want to highlight
that non-determinism is dangerous, especially in today’s
outsourced training environment. Mitigating these insidious
attacks and verifying the correct operation of randomized
ML training remain important avenues for future work.
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Appendix A.

Meta-Review

A.1. Summary

This paper presents a new type of attack, DropoutAttack,
that targets the outsourced training setup of deep learning
models to drop out specific units/classes from the prediction.
Using outsourced/third-party servers for model training is
quite common as it reduces the cost. It works by manipulating
the dropout operators and breaking the assumption that
the dropped units are picked randomly. Four variants of
DropoutAttack are proposed and tested. The evaluation with
CIFAR-10 and MNIST datasets showed that the proposed
attack can reduce the model accuracy by 10-12% and
decrease the recall rate to 0% for the targeted class.

A.2. Scientific Contributions

• Identifies an Impactful Vulnerability

A.3. Reasons for Acceptance

1) This paper proposes a new classes of attacks for neural
networks relying on non-determinism in the dropout
process.

2) It is a variant of a supply-chain attack.
3) The proposed vulnerability is impactful and very subtle,

and opens up for new possibilities for attacking neural
networks.


