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Abstract. The standard approach to answering an identifiable causal-
effect query (e.g., P(Y |do(X)) given a causal diagram and observa-
tional data is to first generate an estimand, or probabilistic expression
over the observable variables, which is then evaluated using the ob-
servational data. In this paper, we propose an alternative paradigm
for answering causal-effect queries over discrete observable variables.
We propose to instead learn the causal Bayesian network and its con-
founding latent variables directly from the observational data. Then,
efficient probabilistic graphical model (PGM) algorithms can be ap-
plied to the learned model to answer queries. Perhaps surprisingly,
we show that this model completion learning approach can be more
effective than estimand approaches, particularly for larger models
in which the estimand expressions become computationally difficult.
We illustrate our method’s potential using a benchmark collection of
Bayesian networks and synthetically generated causal models.

1 Introduction

Structural Causal Models (SCMs) are a formal framework for rea-
soning about causal knowledge in the presence of uncertainty [25].
When the full SCM is available, it is possible to use standard proba-
bilistic inference [6, 9] to directly answer causal queries that evaluate
how forcing some variable’s assignment X = z affects another vari-
able Y, written as P(Y |do(X = x)). However, in practice the full
causal model is rarely available; instead, only a causal diagram — a
directed graph capturing the causal relationships of the underlying
SCM - is assumed to be known. Causal diagrams typically include
both observable variables, which can be measured from data, and
latent variables, which are unobservable and for which data cannot
be collected. A linchpin of causal reasoning is that given a causal
diagram, many causal queries can be uniquely answered using only
the observable variables [32, 28, 29, 12] and consequently estimated
using observational data.

The main approach developed in the past two decades for answering
causal queries under such assumptions is a two-step process which
we call estimand-based causal inference. The first step is to determine
if the causal query is identifiable — i.e., uniquely answerable from the
model’s observational distribution — and if so, construct an expression
(“estimand”) that captures the answer symbolically using probabilities
over only observed variables. Then, one can use the observed data to
estimate the probabilities involved in the estimand expression. Over
the past few years a variety of estimand-based strategies have been
developed using different statistical estimation methods [15, 3].

However, many of these approaches focus on specific, small, causal
models, and do not examine the scalability of their approaches or
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provide significant empirical comparisons. In larger models, estimand
expressions can become large and unwieldy, making them either
computationally difficult, hard to estimate accurately, or both.

In this paper, we propose a straightforward yet under-explored al-
ternative: to learn the causal model, including latent dependencies,
directly from the observed data. Although the domains and distribu-
tional forms of these latent variables are unknown, recent work [38]
has shown that, if the visible variables are discrete, any SCM is equiva-
lent to one with discrete latent variables, and gives an upper bound on
their domain sizes. This allows us to apply well-known techniques for
learning latent variable models, such as the Expectation-Maximization
(EM) algorithm, to build a Causal Bayesian Network (CBN) over the
observed and latent variables. We can further apply model selection
techniques such as the Bayesian Information Criterion (BIC) [18] to
select appropriate domain sizes. Then, given our learned model, we
can use efficient algorithms for reasoning in probabilistic graphical
models (PGMs) to answer one, or even many causal queries [6, 18].

Perhaps surprisingly, we show that this approach is often signifi-
cantly more effective than the estimand-based methodology. Further-
more, we provide structural conditions that help decide when each
approach is likely to be more effective. The computational benefit of
our approach is tied to the complexity of the causal graph: if the causal
graph has low treewidth, then exact PGM algorithms (e.g., bucket
elimination or join-tree scheme [8, 17]) are efficiently applicable. As
an added benefit if there are multiple causal queries to perform on the
same model, since the model is learned only once, the learning time
can be amortized over all such queries.

Our empirical evaluation incorporates a spectrum of models, in-
cluding not only the small models common in causal effect literature,
but also large models based on benchmark Bayesian networks and
scalable classes of synthetic models; to the best of our knowledge this
is the first such extensive empirical evaluation of causal effect queries.

Contributions. This paper presents a new path for answering causal
effects queries by learning a Causal Bayesian Network that is consis-
tent with a causal graph and observational data.

e We propose to answer causal queries by directly learning the full
causal Bayesian network via EM, followed by query processing
using traditional PGM algorithms.

e We provide a first of its kind, empirical evaluation of algorithms
for causal effect queries on varied and large synthetic and real
benchmarks.

e We show empirically that our proposed learning approach gives
more accurate estimates than the estimand-based alternatives.

In settings with high-dimensional estimand expressions but low
treewidth causal models, our approach allows more accurate estimates
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(a) Causal diagram of a chain model with 7 observable and 3 latent variables.
Dashed bidirected edges represent latent variables.
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(b) The CBN for the model (a), showing latent variables explicitly.
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(¢) The truncated causal diagram after intervention do(VO).

Figure 1: Illustration of a causal diagram, CBN, and truncated CBN for
evaluating a causal effect. Blue variables are intervened on and red variables
are the outcome variables corresponding to the query P(Y | do(X))

by retaining more information from the causal graph, and allowing
variance reduction without impacting computational tractability.

The rest of the paper is organized as follows. Section 2 provides
background on related work and information and definitions, Section
3 outlines the main idea of our approach, Section 4 provides empirical
evaluation, and we conclude in Section 5.

2 Background

We use capital letters X or V' to represent variables, and lower case x
or v for their values. Bold uppercase X denotes a collection of vari-
ables, with | X | its cardinality and D(X) their joint domain, while x
indicates an assignment in that joint domain. We denote by P(X) the
joint probability distribution over X and P(X = x) the probability
of X taking configuration & under this distribution, which we ab-
breviate P (). Similarly, P(Y | X)) represents the set of conditional
distributions P(Y | X = ), V. In the definitions ahead we will
use V and U to stand for arbitrary variables in models while use X
and Y to refer specifically to variables that appear in queries.

Definition 1 (Structural Causal Model). A structural causal model
(SCM) [25] is a 4-tuple M = (U, V | F,P(U)) where: (1) U =
{U1,Us, ..., Uk} is a set of exogenous latent variables whose values
are affected by factors outside the model; (2) V' = {Vi, Va, ...,V } is
a set of endogenous, observable variables of interest whose values are
determined by other variables in the model; (3) F = {f; : V; € V'}
is a set of functions f; such that each f; determines the value v; of
Vi as a function of V;’s causal parents PA; C U U (V \ V) so
that f; : D(PA;) — D(V;) and v; < fi(pas); and (4) P(U) is a
probability distribution over the latent variables. The latent variables
are assumed to be mutually independent, i.e., P(U) = HUEU PU

Causal diagrams. An SCM M = (U,V, F, P(U)) induces a
causal diagram G = (VUU., E), where each node in the graph maps
to a variable in the SCM, and there is an arc from every observed
or latent node X in the graph to V; iff X € PA;. Thus PA; are the
parents nodes of node X in G. An SCM whose latent variables connect
to at most a single observable variable is referred to as Markovian,
and one whose latent variables connect to at most two observable
variables is called Semi-Markovian. It is known that any SCM can
be transformed into an equivalent Semi-Markovian one such that
answers to causal queries are preserved [31]. In the semi-Markovian
case it is common to use a simplified causal diagram called an Acyclic
Directed Mixed Graph (ADMG), which omits any latent variables

with a single child, and replaces any latent variable with two children
with a bidirectional dashed arc between the children, so that latent
variables are no longer explicitly shown (see, e.g., Figure 1).

The SCM M also induces a Causal Bayesian Network (CBN)
B = (G, P) specified by M’s causal diagram G = (VU U, E)
along with its associated conditional probability distributions P =
{P(V;|PA;), P(U;)}. The distribution P(V,U) factors according
to the causal diagram:

P(V,U)= [] P(VilPA)

Viev
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The observational distribution, P(V'), is given by

=> P(V,U). 2)

Causal effect and the truncation formula. An external interven-
tion, forcing variables X C V to take on value x, is modeled by
replacing the mechanism for each X € X with the function X = =z.
This is formally represented by the do-operator do(X = x). Thus
the interventional distribution of an SCM M when applying do(X)
is defined by,
P(V\X,U | do(X = [ PwviIpA))-P) 3)

V¢ X X=x

i.e., it is obtained from Eq. (1) by truncating from M the factors
corresponding to the variables in X and setting X = a. The ef-
fect of do(X') on a variable Y, denoted P(Y |do(X)), is defined by
marginalizing all the variables other than Y.

Causal-effect queries. If we have access to the full causal model we
can answer causal-effect queries from the full model using traditional
probabilistic inference. However, normally we have no access to the
full model M. Yet, it was shown that assuming only a causal graph
it is often possible to evaluate the effect of an intervention from the
observational distribution P(V') only. This occurs if the answer is
unique for any full model that is consistent with the graph and P(V")
[25]. More formally:

Definition 2 (Identifiability, causal-effect). Given a causal diagram
G, the causal-effect query P(Y | do(X)) is identifiable if any two
SCMs having the same G that agree on the observational distribution
P(V) also agree on P(Y | do(X)).

Identifiability makes the causal-effect query well-posed.

Estimand-based approaches. The now-standard methodology for
answering causal-effect queries is to break the task into two steps.
The first is the identifiability step: given a causal diagram and a query
P(Y | do(X)), determine if the query is identifiable and if so,
generate an estimand, or an algebraic expression in terms of the
observational distribution P(V'), that answers the query. A complete
polynomial algorithm called ID has been developed for this task [31,
28]. The second step is estimation: use samples from the observational
distribution P(V) to estimate the value of the estimand expression.

A number of approaches have been applied to the estimation in the
second step. A simple approach, called the plug-in estimator, replaces
each term in the estimand with its empirical probability value in the
observed data. More sophisticated approaches include the line of work
by Jung et al., which apply ideas from data weighting and empirical
risk minimization [13, 14] and double or debiased machine learning
[15, 16]. Evaluating the estimand’s value from a PAC perspective is
analyzed in [4].



In practice, the estimand expression typically consists of multiple
products or ratios of partially marginalized distributions. We illustrate
with an example:

Example 1. Consider the model in Figure 1a. To evaluate the query
P(Vs | do(Vo)), the ID algorithm [31, 28] gives the expression:

P(Ve|do(Vo))= > P(Vs|Vo,Vi,Va, Vs, Vi)
V1,V2,V3,Va, Vs

x P(Vs[Vo, Vi, V) P(Vi|Vo) D P(Vs|vo, Vi, V2, Vs, Vi, Vs)

><P(V;ﬂ’vo,Vl,VQ,Vg)P(‘/Q‘UO7V1)P(UO)~ @

Unfortunately, in large models the expression elements quickly
become unwieldy; Example 1 involves estimating conditional distri-
bution terms over the entire joint configuration space of the model. In
terms of scalability, this presents several practical problems as model
sizes increase. The required distributions have exponentially many
configurations, suggesting they may require a significant amount of
data to estimate accurately. Moreover, the required marginalizations
are over high-dimensional spaces, potentially making them computa-
tionally intractable. These issues make it difficult to apply statistically
sophisticated or machine learning-based estimators [13, 14, 15, 16]
in such settings.

On the other hand, we can often maintain tractability by using the
simple plug-in estimator, in which each term is estimated only on the
configurations seen in the observed data. This reduces computation,
since each term is non-zero on only a subset of configurations, and
summations can also be performed over only the non-zero configura-
tions. However, this approach also limits the quality of our estimates —
our plug-in estimates may have high variance, especially in settings
with very large probability tables, and it is difficult to apply regular-
ization or other variance-reduction techniques without destroying the
sparsity property that makes it computationally feasible.

Treewidth. The treewidth of a graph (also known as induced-width)
characterizes how close is the graph to a tree structure. If the treewidth
of a graph is w, the graph can be embedded in a tree (or a hypertree)
of clusters whose sizes are bounded by w. Exact PGM inference is
exponential in the treewidth of their graphs. For more formal definition
and related properties see [8, 17, 9].

The above described issues on the estimand’s computational and
estimation challenges, motivate us to explore the effectiveness of a
model completion approach, in which we directly learn the Causal
Bayesan Network model, including its latent variables, and then use
the resulting learned model to evaluate the query. A common tech-
nique for learning latent variable models is the EM algorithm.

Expectation Maximization (EM). EM is a well-studied scheme to
learn Bayesian network parameters when the graph itself is known
but there are some latent variables, for which data are missing [10,
18]. EM is an iterative maximum likelihood approach that alternates
between an Expectation, or E-step, and a Maximization, or M-step;
see [21] for details. The E-step entails inference in the Bayesian
network, which can be computationally hard in general; but when the
graph has bounded treewidth, the E-step can be performed using join
tree or bucket elimination algorithms [21, 9]. Otherwise, approximate
algorithms such as belief propagation can be used [24, 22]. While
EM has also been applied to structure learning [11], in our setting the
structure is assumed known via the provided causal diagram.

Other related work. Motivated by similar model completion ideas,
[7, 5] first convert the causal diagram to a circuit, exploiting the func-
tional form of SCM mechanisms to yield compact circuits, then learn

the circuit parameters via EM, and answer the causal queries. How-
ever, their work is restricted to binary-valued variables and, to the best
of our knowledge, no empirical evaluation is provided. Another related
line of work explores neural network approaches for causal inference
[34, 35]. In that work the authors focus on counterfactual queries
and propose learning a Neural Causal Model (NCM) whose functions
are neural networks, a task which requires learning the mechanisms
of the underlying SCM, which is significantly more challenging and
unnecessary for our task of answering causal-effect queries. Moreover,
while the authors provide a theoretical analysis, empirical validation
is only performed over very small synthetic networks. EM has also
been applied to causality in [30, 37]; in the latter, the authors assume
knowledge of the functional mechanisms in the SCM, with only the
distributions of the discrete latent variables unknown. In contrast, our
method assumes knowledge of the graph only.

3 Learning-Based Causal Inference

The approach we propose to answer the causal-effect query is to
first learn a full CBN B = (G, P) from the given causal diagram
G = (VUU, E) and from samples from the observational distribu-
tion P(V'). Then, we can answer causal-effect queries from the full
model, employing the appropriate truncation Eq. (3), via probabilistic
inference algorithms over the learned CBN. However, there could be
many parameterizations P that are consistent with the same observa-
tional distribution P(V'). Luckily, as long as the query is identifiable,
any of these alternative parameterizations P will generate the same
answer:

Theorem 1. Assume a given SCM M = (U,V , F, P(U)) having
causal diagram G and observational distribution P(V'). Any CBN
B = (G, P) inducing the same observational distribution P(V') via
Eq. (2) will agree with M on any identifiable causal-effect query
P(Y | do(X = x)).

Proof. Follows directly from the definition of identifiability. O

Consequently, our problem reduces to the well-studied task of esti-
mating the parameters of a Bayesian network from the network struc-
ture when given data on a subset of latent variables is not available. A
widely used algorithm for this purpose is Expectation-Maximization
(EM), which aims to maximize the likelihood of the data. To ap-
ply EM, however, we also require knowledge of the latent variables’
distributional forms.

Usefully, in the case of discrete visible variables V', prior work has
shown that any SCM can be transformed into an equivalent SCM in
which the latent variables U take on discrete, finite domains [38] and
it provides an upper bound on the required latent domain sizes. We
will therefore assume a discrete distribution for the U;.

However, the upper bound in [38] is conservative, and often un-
necessarily large. So, we decided to use the discrete latent domain
sizes as a complexity control mechanism, to impose an additional
degree of regularity on the probability distribution over the visible
variables. For regularization, we treat the domain sizes, k = {kuv, },
as hyperparameters and select their values by minimizing the model’s
BIC score, which penalizes models with larger domain sizes for their
increased flexibility and potential over-fitting [6]:

BICgp =—2-LLgp+p-log(|D]) 5)

where D are the data samples from P(V'), LLg p is the log likeli-
hood of the CBN model B learned via EM, and p is the number of
free probability parameters, denoted 6, in the Bayesian network 5.



Algorithm 1: EM4CI

input : A causal diagram G = (UUV, E), U latent and V/
observable; samples D from P(V');
Identifiable Query Q = P(Y | do(X = x)).
output : Estimated P(Y | do(X = x))

/Il k=latent domain size, BICz = BICp,p the BIC score of
//CBN B & D, LLg = LLg,p the log-likelihood of B & D
1. Initialize: BICp <+ oo
2. for k = 2, ..., to upper bound, do
3. [Initialize: LLg < 0
4. fori=0...9do (optimize LL of EM)
5. Initialize: 6; to random parameters of G
6 (LLg,,B;) + EM(G, D, k, 0;)
7 if LLp, > LLp
8 LLg < LLp;,B' + B;
9. end for
10. Calculate BICy/ from L Ly
11. if BICg < BICp,
12. B+ B',BICs + BICy
13. else, break.
14. endfor
15: Bx =g ¢ truncated CBN from B.

16: return Pz, __(Y') computed by any PGM algorithm

To optimize our CBN over both the domain sizes k and probability
parameters 6, we propose a practical algorithm that searches greedily
in the space of k while optimizing 6 by EM. We prioritize searching
the model space starting from smaller domain sizes since simpler
models are preferable (i.e., Occam Razor). We adopt a simple strategy
of keeping all latent domain sizes equal, i.e., set all ky, = k, and
gradually increase the value k.

Our learning strategy benefits from two sources of variance reduc-
tion compared to the simple plug-in estimates: first, from the graph
structure, which imposes some regularity on P(V'); and second, by
preferring smaller latent domain sizes when possible, which encour-
ages learning lower-rank distributions when supported by the data.

Model-completion rationale. Given any causal effect query P(Y |
do(X = x)) defined relative to causal graph G and given a full CBN
B = (G, P) learned from observational data, Theorem 1 suggests
that P(Y | do(X = x)) can be estimated as P(Y) in the truncated
learned CBN Bx_g, i.e.,

P(Y | do(X =) =~ Ps(Y | do(X = x)) = Py_,(Y). (6)

where Bx—z = (Gx, Px—«) is the truncated CBN and G is the
graph obtained by deleting all incoming arrows to X in G.

The iterative learning EM4CI algorithm (Algorithm 1). Since we
use EM for learning we call our algorithm EM for Causal Inference
(EM4CI), described in Algorithm 1. Its input is a causal diagram
G, samples D from P(V'), and an identifiable query Q@ = P(Y |
do(X = x)). Steps 2-14 provide the iterative learning scheme. Given
samples D from P(V'), we use EM to learn a CBN B over the graph
G with latent domain size k. EM outputs the parameters for a network
denoted B;, and its corresponding log-likelihood, L Lz, . Since EM’s
performance is known to be sensitive to initialization, we perform
ten runs of EM starting from randomly generated initial parameters,
and retain the model, B’, with the highest likelihood, L Ly, as the
candidate for the current latent domain size k (steps 4-9), with which
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Figure 2: A subset of the small causal diagrams for models used in our
experiments.

Table 1: Estimand Expressions for Models 1-8 in Figure 5 & Table 3.

Model Estimate of P(Y | do(X))

Sw PXY[RIV)P(T)
Sw PIXTRW)P(W)

SR P(RIX)Y,, , PIY|R, 21, Xy, Z)P(Z|R, 1) P(x1)
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0, PY|X1. X, ) P(25)
Y202 P X0, X, 2, Z3) P(Zs, Z3)
Srwz P(ZIR,W, X)P(RIW) S, P(Y|R,W,x, Z)P(z|R,W)P(W)
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we calculate the BICg/ score (step 10). If the BIC score decreases
(steps 11-13), we adopt the new candidate network as 13, and the
process continues with increased k; otherwise the current 13 is selected
as the final learned network. Step 15 generates the truncated CBN
Bx—z, and step 16 employs a standard PGM inference algorithm,
like join-tree decomposition [6, 9], to the CBN Bx—, to compute
P(Y).

Complexity of EM4CI. The complexity of EM (step 6) depends
on the sample size | D], the variables’ domain sizes, and the number
of iterations needed for convergence which is hard to predict, but
complexity-wise provides only a constant factor and can be ignored.
Steps 2-14 repeat the EM algorithm, which again adds only a constant
factor. The most extensive computation in each iteration of EM is
the Expectation step, which requires probabilistic inference and can
be accomplished in time and memory exponential in the treewidth
of the graph. Otherwise, approximation algorithms such as belief
propagation may be used. In our experiments, exact inference was
always possible. Thus, each iteration of EM takes O(|D| - nl"),
where n = |V U U] is the number of variables, [ bounds the variable
domain sizes, and w is the treewidth. Thus for T iterations we have
O(T-|D|-n-1"). Step 16 of probabilistic inference is O(n - [*) with
exact inference. In summary, the complexity of algorithm EM4CI is
O(T - |D| - n-1*). Thus, the algorithm is most effective for models
with bounded treewidth. Note that the cost of the EM learning process
can be amortized over multiple queries. In summary,

Theorem 2 (complexity of EM4CI). The complexity of algorithm
EM4CLis O(T - m - n -1"), where m is the number of samples, T
is the number of iterations, k bounds the domain size, n is the total
number of variables, and w is the treewidth of the causal diagram.

4 Empirical Evaluation

We perform an extensive empirical evaluation of EM4CI and compare
against estimand-based approaches such as the brute-force empirical
plug-in method and a state-of-the-art scheme called weighted empir-
ical risk minimization (WERM) [14]. All experiments were run on
a 2.66 GHz processor with 8 GB of memory. All experimental code
can be found here [26].

4.1 Benchmarks.

The inputs to a causal inference algorithm are a triplet: 1) a causal dia-
gram (of an underlying SCM), 2) data from the model’s observational


https://github.com/anniemeow/EM4CI

D DTS OAT- DD
2= %i*} 28 x,\a-z@:’p

oSO

s

TV e
Y

(b) Cone Cloud, n = 15 (15-CC)

F-OTF-OTF-OTF-O
(c¢) Chain, n = 9 (9-CH)

Figure 3: Larger synthetic models.

distribution, and 3) a query @ = P(Y | do(X)). We use two sources
for our benchmarks: synthetically generated scalable model classes,
and real domains from the academic literature of various fields with
causal interpretations [1].

Synthetic networks. We generate each triplet benchmark instance
by first choosing a causal diagram and a query. Then, picking domain
sizes of observed and latent variables, we generate the conditional
probability tables (CPTs), one per variable and its parents, to yield
the full CBN. From this full model we generate samples by forward
sampling [6] and then discard the values of the latent variables, yield-
ing samples from the observed distribution. We compute the exact
answer to the target query on the full CBN via an exact algorithm
(e.g., join-tree [6, 9]).

The causal diagrams were selected in two ways. First, we use a set
of 8 small diagrams from the causality literature [25, 15]; see Figure 5
and the Supplemental [27]. Second, we examine three scalable classes
of graphs whose treewidths vary but can be controlled. These are:
chain networks (treewidth 3; Figure 3c), diamond networks (treewidth
5; Figure 3a), and cone-cloud networks (treewidth O(y/n), Figure
3b), abbreviated CH, D, CC respectively.

In the small diagrams (Figure 5), we set the domain size of the
observed variables to d = 2, and of the latent variables to £ = 10. For
the chain, diamond, and cone-cloud models, we use (d, k) = (4, 10).
The parameters of each CPT were generated by sampling from a
Dirichlet distribution [6] with parameters a = [, . . ., &y ], where
a; € [0,1) selected uniformly at random. The aim is to generate
conditional probabilities near the edges of the simplex (i.e., far from
uniform).

Use-case benchmarks. We also experimented with four networks
created for real-world domains. The “Alarm” network was developed
for on-line monitoring of patients in intensive care units [2]; the
“A” network, from the UAI literature, is synthetic but known to be
daunting to exact algorithms [19]; the “Barley” network was built for
a decision support system for growing barley without pesticides [20];
and the “Win95” model is an expert system for printer troubleshooting
in Windows 95. Since no variables in these networks are specified
as latent, we designated source vertices with at least two children
as latent confounding variables. As in the synthetic networks case,
we generated data by forward sampling, subsequently discarding the
latent variables’ values.

Queries. We hand selected multiple identifiable queries per model,
aiming for non-trivial ones and prioritizing those that appear to be

Table 2: Algorithms and Packages
| Algorithm Use

Software Package ~ Programming Language \

ID Algorithm Plug-In & EM4CI causaleffect R
Join-tree Decomposition EMA4CI inference SMILE C++
EM Algorithm EMA4CI learning SMILE C++
Sparse Plug-In Evaluation Plug-In Python
WERM R

Table 3: Results of EM4CI & Plug-In on P(Y |do(X)) (d, k) = (2, 10)
| 100 Samples | 1,000 Samples
EM4CI Plug-In EMA4CI Plug-In

Model | kip, mad  time(s) | mad  time(s) | ki, ~ mad  time(s) | mad times(s)
1 2 0.0037 0.48 0.0104 1.9 2 0.0032 3.1 0.0025 2.3
2 2 0.1832 1.86 0.1436 23 2 0.0490 8.4 0.0867 2.0
3 2 0.1288 0.93 0.0569 1.1 2 0.0040 3.6 0.0039 0.7
4 2 0.1819 1.82 0.1469 2.3 2 0.1438 12.0 0.0704 2.1
5 2 0.4910 1.65 0.5000 2.0 2 0.0044 17.3 0.0058 22
6 2 0.2663 0.30 0.3930 2.0 2 0.1263 0.5 0.1319 2.1
7 2 0.2520 0.78 0.2509 1.9 2 0.0891 7.1 0.0238 2.0
8 2 0.1372 0.63 0.1579 2.0 2 0.2340 4.7 0.1303 1.9

complex. We provide the queries and their corresponding estimands
in the Supplemental [27].

4.2 Algorithms and performance measures.

EMA4CI. In our EMACI algorithm we used the EM implementation
of SMILE: Structural Modeling, Inference, and Learning Engine
package [1], written in C++. In SMILE, inference is carried out via
join trees [24, 21], and used both in the E step of the EM algorithm
[21] and for answering queries over the learned model.

Estimand-based algorithms: Plug-In and WERM. We used the
ID algorithm in the causal effect package [33] to compute the esti-
mands. Subsequently, the plug-in method evaluates the estimand from
the observational data, by plugging in the empirical conditional proba-
bilities. Our plug-in implementation uses sparse table representations
in Python, to ensure that the representation size of each estimated
probability term is linear in the data size, rather than exponential in
the number of variables. We also compare against a state-of-the-art
scheme called WERM [14] using the author-provided implementation
in R. A summary of the algorithms and implementations is given in
Table 2.

Measures of performance. We report the results of EM4CI along
the two phases of the algorithm; the learning phase (steps 2-14) done
via EM and the inference phase (steps 15-16) done by the join tree al-
gorithm. For the learning process, we report the selected latent domain
sizes and the total time at termination. For the inference phase we
report the mean absolute deviation (mad) between the true answer and
the estimated answer. The measure mad for a query P(Y | do(X))
is computed by averaging the absolute error over all instantiations
of the intervened and queried variables, P(Y =y | do(X = z))
for x,y € D(X) x D(Y'). We also report inference time for each
query. We incremented & by steps of two (k = 2,4,6,8,10...) in
the EM4CI algorithm.

4.3 Results

Results on small synthetic models. Results on models 1-8 (Figure
5) are presented in Table 3. Since these models are quite small we
report the total time (learning plus inference) for EM4CI. We compare
against the Plug-In estimand method (see estimand expressions in Ta-
ble 1), which is guaranteed to converge to the exact answer. Therefore,
we expect Plug-In to produce fairly accurate results on these small
models if given enough samples. We observe that the accuracy of
both methods are similar at both 100 and 1,000 samples, with EM4CI
being more accurate on some cases, and Plug-In on others. EM4CI



Table 4: Results of absolute error on Query P(Y = 1|do(X = 1)) on Models
1, 8, & 3’ by WERM & EMA4CL. ky,.,, is the learned domain sizes of latent

Table 6: EM4CI & Plug-In on the 45 Cone Cloud
V| =45; |[U| = 16;d = 4; k = 10; treewidth ~ 11

variables. (a) Plug-In
‘ 1,000 Samples ‘ 10,000 Samples
WERM EM4CI WERM EM4CI
Model error time(s) error time(s)  Kypp error time(s) error time(s)  Kipn ‘ ]’000 Samples ‘ 10’ 000 Samples
1 00071 187 | 00059 88 2 | 00031 326 | 00046 635 2 Query | mad time(s) | mad time(s)
8 0.1082 25.8 0.1566 7.6 2 0.11 477 0.0001 81.4 2
3 0027 272 | 00004 35 2 0001 441 | 00009 531 2 P(Vo|do(Via, Vae, Vaa)) 0.1510 18.6 0.1561 105.8
PgVQ do V127 VQQ, V34 ) 0.1744 190 0.1043 101.0
P(Vy|do(Vig, Via, Vag)) | 0.1906 18.4 0.1201 131.4
Table 5: Results for EM4CI and Plug-In on P(Y |do(X)) (d, k) = (4, 10) P(Vy|do(Vis, Vao, Vao)) | 02080 262 | 0.1282 1216
(a) 1,000 samples
(b) EM4CI
EM4CI Plug-In
Model Query Kirn mad learn-time(s)  inf-time(s) mad time(s) ‘ 1,000 Samples ‘ 10,000 Samples
5-CH P(Valdo(Vp)) 4 00902 35 00001 | 01509 23 N o — o) _
9-CH P(Vi|do(Vo)) 4 01204 115 00002 | 01516 2.4 Learning: ‘ time(s) =199 kirp =6 ‘ time(s)= 1833 kirn =6
25-CH P(Vay|do(Vo)) 2 0.0070 717 0.0003 0.0959 6.1
49-CH P(Vag|do(Vo)) 4 0.0005 161.2 0.0007 | 00319 178 Inference:
99-CH P(Vog|do(Vo)) 6 0.0093 4134 0.0023 0.0611 88.1 Query mad time(s) mad time(s)
9-D P(Vi|do(Vo)) 2 00719 246 00002 | 01832 34
17-D P(Vagldo(Vo)) 6 00542 2023 00006 | 0.0700 45 P(Voldo(Vi4, Vae, Vaa)) 0.0097 2.77 0.0026 2.76
65-D P(Vealdo(Vo)) 4 0.0074 4324 0.0012 01716 232.5 P(Voldo(Viz, Vag, V34)) 0.0118 18.99 0.0024 18.99
occ z{)((x‘//"\ \70(%)))) 4 oo 6 00001 | 00156 23 P(Voldo(Vio, Vi, Vio)) 0.0097 0.06 0.0029 0.06
a ojao(Vig 8 . . .00 3
45CC  P(Voldo(Via, Vas,Vas)) | 6 0.0097 199.2 27429 | 01509 186 L (Valdo(Vis, V2o, Vo)) 0.0082 0.02 0.0013 0.02
(b) 10,000 samples
EMACL Plag.In the plug-in estimates of P(V') without creating significant computa-
Model Query Fipp  mad  leam-time(s) infime(s) | mad time(s) tional burdens. Taking it all together, our results suggest that whenever
5-CH P(Va|do(V 4 00508 17.3 00001 | 00537 25 . . - .
ocH PELQ} dzgv(f;; 4 00236 1500 00002 | 01074 31 the causal graph’s treewidth is bounded and the estimand expression
25-CH P(Vou|do(Vo)) 6 00068 697.1 00005 | 0.0714 264 : : :
et POV aldo() 0 000 o6 0o0se | Oot6s  13vs has large :scope functlor}s, we should prefer usmg model completion.
99-CH P(Vos|do(V0)) 6 00028 38879 0.0022 | 00433 850.6 Other settings may require more study to determine the best approach.
9-D P(Vs|do(Vo)) 4 00611 390.7 00002 | 0.1481 30 . ° . R
17-D P(Vig|do(Vo)) 6 0.0360 1849.6 00007 | 0.0582 84 Focusing on time, we see that the time of EM4CI is significantly
65-D P(Via|do(Vo)) 4 00022 47872 00013 | 0.1376 22585 . . . . .
6-CC P(Vp|do(Vs)) 6 00138 116.9 0.0003 | 00136 27 larger than Plug-In, with EM learning being the most time consuming
15-CC P(Vo|do(Vy 4 00022 489.5 00043 | 0.0321 109 . o . .
5.CC P(Vy| d(of“/l:,(‘/};i?)m)) 6 00026 18337 5757 | 01561 1058 part. Interestingly, while time grows with model size for both schemes,

had better time performance for 100 samples, but for 1,000 samples
the Plug-In due to the learning time of EM4CI.

WERM comparison. The results for Models 1, 8, and 3’ ! com-
paring WERM [14] to EM4CI are given in Table 4. We use domain
size d = 2, and 1,000 and 10,000 samples. Again, EM4CI produced
more accurate results in several instances, though the disparities are
smaller than with the Plug-In method. EM4CI was faster than WERM
with 1,000 samples but slower with 10,000 samples. Unfortunately,
the available code for WERM is specific to these models, so we were
unable to compare against it more generally.

Results on large synthetic models. In Tables 5 and 6 we show
results on larger models of chains, diamonds, and cone-cloud graphs.
The first two tables compare EM4CI to the plug-in method for a
single query over all the models. Specifically, Table 5a presents time
and accuracy results for 1,000 samples. We see that EM4CI was
consistently more accurate, and in many cases significantly better
(e.g., in 45-cone-cloud). Table 5b shows the same trend for 10,000
samples. The superior accuracy of learning for model completion over
Plug-In is clearly visible in Figure 4, which shows the accuracy trends
for each class as a function of model sizes, for both 1,000 and 10,000
samples. We see that generally, EM4CI using only 1,000 samples is
even more accurate than Plug-In with 10,000 samples.

Again, we expect that this improvement is due to the variance re-
duction of the estimation process. By its nature, model completion
exploits more information from the causal graph than is apparent in
the estimand expression alone, implicitly capturing the known condi-
tional independence structure in its estimates of P(V'). We can also
include simple and easy-to-impose complexity control, in the form
of the latent domain sizes, to further reduce variance. In contrast, it
is difficult to impose meaningful regularity or variance reduction on

I model 3’ is the same as Model 3 in Figure 5, but with edge Y — Z reversed
to match the hard-coded model in WERM.

inference time remains efficient, likely due to the low treewidth of
some of the models (e.g., the chains and the diamonds). In the 45-cone
case, inference is impacted more by model size, since its treewidth
increases with the square root of the number of variables. Generally,
for a single query, we find that the Plug-In is superior time-wise, and
its time increases at a slower pace with model size. Finally, in both
methods, time increases with sample size as expected.

Results on real-world data sets. Table 7 compares EM4CI against
Plug-In on a single query for all 4 networks. We observe the same
pattern of performance as in the synthetic networks: EM4CI provides
far more accurate results on all real-world models but with some time
cost, attributed to learning. Evaluation for multiple queries are given
in Table 8 for the A network. We find that the same latent domain
size (ki = 4) is selected for both sample sizes. As before, learn-
ing time grows with sample size and accuracy results are excellent
and are improving with increased sample sizes. Note, however, that
increased sample size does not impact inference time. Results for
Alarm, Win95, and Barley networks are similar and can be found in
the supplemental [27].

Answering multiple queries. Tables 6b and 8b highlight how learn-

ing time can be amortized effectively over multiple queries. The table
Table 7: Results on EM4CI & Plug-In on Real Networks

(a) 1,000 Samples

EMACI Plug-In
Model Query Kirn mad learn-time(s)  inf-time(s) ‘ mad time(s)
A P(Vs1]do(Vio)) 4 0.0139 71 0.0012 0.0584 8
Alarm P(HRBP|Shunt)) 2 0.0076 15.7 0.0002 0.0190 29
Barley  P(protein|do(expYield)) 14 0.0066 199 09038 | 0.0687 9.9
Win95  P(Output|do(NnPsGrphc)) 2 0.0113 109.1 0.0002 0.2674 1.5

(b) 10,000 samples

EMA4CI Plug-In
Model Query Kirn mad learn-time(s) ~ inf-time(s) | mad time(s)
A P(Vs1|do(Vio)) 4 0.0083 540.6 0.0012 | 00114 557
Alarm P(HRBP|Shunt)) 400043 181.3 0.0002 | 0.0075 57
Barley P(protein|do(ezpY ield)) 10 0.0031 819.5 0.8882 | 0.0655 634
Win95  P(Output|do(NnPsGrphe)) | 4 0.0008 1080.8 0.0002 | 0.2894 2.0




Chain Diamond

Cone-Cloud

0175

0.150 4

0.125

0.1004

0.075 4

Error (mad)

0.050 4

0.025

0.000

—— Plug-In 1,000 Samples
—— EM4CI 1,000 Samples
=== Plug-In 10,000 Samples
=== EMA4CI 10,000 Samples

Number of Variables

Figure 4: Comparing the accuracy trends of EM4CI and Plug-In as a function of the model size. While both methods improve with more samples (solid to dashed
lines), the error (mad) of EM4CI is smaller, even when compared to Plug-In with more samples.

presents EM4CI’s learning and inference time separately on the mul-
tiple queries. In contrast, the Plug-In method requires estimation of
each new query from scratch, even if on the same model; see Table
6a and 8a. Thus, for multiple queries, EM4CI may take far less time
per query, while providing superior quality estimates. (See additional
results on multiple queries in the Supplemental [27].)

Summary. Our experiments illustrate that model-completion by
learning implemented in EM4CI yields highly accurate estimates
of causal effect queries on a variety of benchmarks, including both
synthetic and real-world networks of varying sizes. Moreover EM4CI
shows clear superiority to the Plug-In estimands approach. In terms
of time efficiency however, EM4CI was consistently slower due to
learning time overhead. Yet, when answering multiple queries is
desired the time overhead can be amortized over multiple queries.

5 Conclusion

In causal inference, the estimand-based approach has become stan-
dard: generating a potentially complex expression in terms of the
observable distribution, and then estimating the required probabilities
quantities from the data and evaluating the resulting expression. While
mathematically correct, this approach tends to ignore the difficulties
inherent in estimating the complex, conditional probabilities required,
and the computationally challenge in evaluating the resulting expres-
sion. These difficulties become increasingly apparent as model size
increases.

Table 8: Plug-In & EM4CI results on the A Network
V| =46; |U|=8; d =2; k=2, treewidth =~ 16

(a) Plug-In
1,000 Samples | 10,000 Samples
Query mad time (s) | mad time (s)
P(Vs1|do(Vig 0.0584 8.0 0.0114 55.7
P(V51|do(Vig 0.0319 8.3 0.0056 51.3
P(Vs1|do(Vy1 0.0255 13.9 0.0092 48.3
P(Vs1|do(Vys 0.0496 9.8 0.0206 49.1
(b) EM4CI
1,000 Samples ‘ 10,000 Samples
Learning time(s) =71 kjpp =4 | time(s) =541 kpp, =4
Inference:

Query mad time (s) mad time (s)
P(Vs1]do(Vio)) 0.0139 0.0012 0.0083 0.0012
P(Vs1|do(V14)) 0.0143 0.0047 0.0086 0.0046
P(Vs1|do(Va1)) 0.0147 0.0042 0.0079 0.0041
P(Vs1|do(Vas)) 0.0140 0.0031 0.0082 0.0030

An alternative path, relatively less explored, is to leverage the
causal model structure more directly via learning. By performing
model completion —i.e., learning a Causal Belief Network, including
its latent confounding variables, from the observed data — we exploit
additional information about the co-dependence structure in the dis-
tribution, and can more easily apply complexity control and variance
reduction strategies to the parameter estimation process. Then, once
an approximate full model is available, traditional computationally
efficient PGM algorithms can be applied to answer the query, either
exactly or approximately.

Our algorithm EMA4CI uses the well-known EM algorithm to
learn the model and its latent variable distributions, then uses tree-
decomposition algorithms to answer the queries.

We carried out an extensive empirical evaluation, the first of its
scale in the causal community, over a collection incorporating both
synthetic networks and real world distributions. We evaluated and
compared EM4CI’s performance to the Plug-In estimand approach,
in terms of both accuracy and time.

Our results appear conclusive: we show clearly that model com-
pletion using EM4CI yields consistently superior results compared
to the estimand Plug-In. This benefit does come with a cost in time
from the learning phase, which grows more quickly with network size
and number of samples compared to the Plug-In approach. However,
learning time can be amortized over multiple queries on the same
model, making a collection of queries significantly more efficient.

Our EMA4CI approach relies in part on the efficiency of inference;
when the treewidth of the graph is bounded, both learning and in-
ference using EM4CI are likely to be effective. Additionally, since
the structure of the graph is better exploited by model completion,
we reduce the variance of our estimators, resulting in better perfor-
mance for a given dataset size. Although in some cases, the estimand
approach may generate a simple and easy-to-estimate expression, in
larger models with many latent confounders the expression is often
complex. In such settings, the estimand expression loses structural
information, forcing us to estimate high-dimensional probabilities
and making it difficult to apply variance reduction strategies without
creating a computationally difficult evaluation problem. Overall this
suggests that model completion should be considered a competitive
strategy for causal estimation.
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A Supplementary Material

A.1 Models

Here we show the additional small models used in our experiments; see Figures 2 & 3 in the main text.
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Figure 5: Causal diagrams for models used for experiments. Blue variables are intervened on and red variables are the outcome variables corresponding to the
query P(Y | do(X)).

A.2 Additional Results

We provide several additional tables of results to complement those presented in the main text on larger synthetic and real networks. In Table 9a
and 9b, we see the results of EM4CI on the 99-chain and 65-diamond on multiple queries. We see the same trend discussed in the paper, where
learning time is longer than inference time, and grows with sample size. Again, the learned domain sizes are the same for both sample sizes, and
close to the true domain size of the latent variables. We also see that inference is very fast and therefore we can amortize the learning time over
multiple queries if desired. Finally, we see that EM4CI is very accurate.

In Table 10 we see results on the Plug-In method and EM4CI on the Alarm network. Again, we see that EM4CI is more accurate than the
Plug-In, but the learning time is longer. However, for multiple queries, EM4CI may take less time per query, while providing superior quality
estimates.

Lastly in Table 11 the results for EM4CI on the Barley network and the Win95 are displayed in the context of multiple queries, illustrating a
similar pattern. For the Barley network (Table 11a), the learned domain sizes are large (k;-, = 14, 10) for each sample size, and accordingly
learn time is also large for both settings. However, inference time remains very low.



Table 9: EMA4CI on large synthetic models

(a) 99 chain:
V| =99; |U| =49;d = 4; k = 10. treewidth=2

1,000 Samples ‘ 10,000 Samples

(b) 65 diamond:

V| =65; |U| = 32;d = 4; k = 10. treewidth=5

1,000 Samples ‘ 10,000 Samples

Learning time(s) Kirn ‘ time(s) Kirn Learning time(s) kirn ‘ time(s) Kirn
4134 6 ‘ 3887.9 6 4323 4 ‘ 4787.2 4
Inference ‘ Inference ‘

Query mad time(s) ‘ mad time(s) Query mad time(s) ‘ mad time(s)

P(Vog|do(Vy)) 0.0093  0.0023 | 0.0028  0.0022 P(Vgaldo(Vy)) 0.0074  0.0012 | 0.0022  0.0013

P(Vagldo(Vo)) 00113 0.0011 | 0.0041  0.0011 P(Vaa|do(Vig)) 0.0193  0.0004 | 0.0046  0.0005

P(Vos|do(Vag))  0.0093  0.0011 | 0.0028  0.0011 P(Vigldo(Vp))  0.0283  0.0004 | 0.0150  0.0005

P(Vggldo(Vgo))  0.0152  0.0004 | 0.0063  0.0004 P(Vyg|do(V32))  0.0086  0.0004 | 0.0093  0.0004

Table 10: Plug-In & EMA4CI results on the Alarm Network
|V|=32; |U|=5; 2<d<4; 2 <k <3. treewidth~ 3
(b) EM4CI
Plug-I
(@) Plug-In 1,000 Samples \ 10,000 Samples
1,000 Samples ‘ 10,000 Samples Learning time(s) Kirm ‘ time(s) Kirm
Query mad time(s) ‘ mad time(s) 16 2 ‘ 181 4
P(H RBP|do(Shunt)) 0.0190 29 0.0075 5.7 Inference ‘
P(HRBP)|do(VentAlv)) 0.0433 35 0.0212 5.7 ] ]
Query mad time(s) ‘ mad time(s)
P(H R|do(VentAlv)) 0.04706 4 0.0184 5.53
P(H R|do(Shunt)) 0.0229 3.0 0.00296 6.4 P(HRBP|do(Shunt)) 0.0076  0.0002 | 0.0043  0.0002
P(HRBP|do(VentAlv))  0.0146  0.0003 | 0.0033  0.0003
P(H R|do(VentAlv)) 0.0106  0.0002 | 0.0020  0.0003
P(H R|do(Shunt)) 0.0101  0.0002 | 0.0027  0.0002
Table 11: EM4CI results on the Real Networks
(a) "Barley": (b) "Win95":

V| =42; |U|=6; 2< d<67;2 < k < 9. treewidtha 7

V| =59; |U|=1T7; d = 2; k = 2 treewidth~ 8

1,000 Samples ‘ 10,000 Samples

1,000 Samples ‘ 10,000 Samples

Learning time(s) Kirn ‘ time(s) Kirn Learning time(s) Kirn ‘ time(s) Kirn
199 14| 820 10 109 2| 1081 4
Inference ‘ Inference ‘

Query mad time(s) ‘ mad time(s) Query mad time(s) ‘ mad time(s)
P(Protein|do(expYield)) 0.0066  0.9038 | 0.0031 0.8882 P(Ouput|do(NnPsGrphic))  0.0113  0.0002 | 0.0008  0.0002
P (FieldCap|do(protein)) 0.0108  0.0004 | 0.0032  0.0004 P(PrintData|do(localOK)) ~ 0.0768  0.0002 | 0.0049  0.0002

P(expYield|do(precipitation))  0.0284  0.0002 | 0.0064  0.0002 P (PCtoPRT|do(netOK)) 0.0167  0.0001 | 0.0141  0.0002
P (weight|do(precipitation)) 0.0107  0.0002 | 0.0023  0.0002 P (PrintData|do(InetOK)) 0.0116  0.0002 | 0.0016  0.0002




B Estimand Expressions

We also provide the estimand expressions for the queries presented in the paper. In some cases these expressions are impractically large to
include directly, in which case we provide a table listing the number of variables in the largest summation and function (probability term). All
expressions were derived using the Causal Effect package [33].

B.1 Diamond Model

First we present the expression on the diamond model when |V'| = 17. This expression is quite large, so for |V'| = 65 we summarize the
estimand’s properties in a table.

P(V16|dO(V0)) =
P(Vis,|Vo, Vis, Via) x
V1,V2,V3,V4,Vs5,Ve,V7,Ve,Vo,Vi0,V11,V12,V13,V14,, V15

> numerator
V§,Va,Ve,Vio

> denominator . P(Vi3|Vo) P(Vi1|Vo, Vo, Vio) P(Vo| Vo) X
V§,V2,V6,Vio
P(Vz|Va, Vs, Vs) P(V5|Vo) P(Vs|Vo, Vi, Va) P(Va| Vo)

> (Vaa| Vi, Vo, Vio, Var) (Vao Vi, Vo) P(VS) D (Va[Vi, Vi, Ve, Vo) (Val Vi, Vi) P(V)

’ ’
VO V(J

x> (ValVg, Vi, Vo, Va) (Va| V5, Vi) P(Vg) )
v

numerator =
P(Vig|Vy, Vi, Va, Va, Vi, Vs, Vs, Vo, Vs, Vi, Vio, Vin, Vaz, Vis, Via,, Vis) x
P(Vig, Val Vg, Vi, Va, Vs, Vs, Vs, Vi, Vs, Vg, Vg, Vin, Via, Vis) X
P(Va|Vy, Vi, Vs, Vs, Vi, Vs, Vo, Vio, Van, Viz, Vi) P(Vs| Vg, Vs, Vi, Va, Vo, Vio, Vi1, Vaa, Vis)
x P(Vs|Vy, Vs, Vo, Vio, Vit, Via, Vi) P(Viz|Vy, Ve, Vio, Va1, Viz) P(Vio | Vi, Ve, Viz)P(VE)  (8)
denominator =

P(Va| Vg, Vi, Va, Vi, Vi, Vs, Vi, Vi, Vo, Vio, Vin, Viz, Vis) x
P(Va|Vy, Vi, Vs, Ve, Vz, Vs, Vo, Vio, Vi1, Viz, Vis) P(Vs| Vo, Vs, Vi, Vi, Ve, Vio, Vir, Via, Vis)
X P(V6|VOI,V5,V9,V10,V11,V12,V13)P(V12|Vo/,V9,V10,V11,‘/13)P(V10|‘/()I7V9,‘/13)P(V(J/) )

Query size of function  size of sum
P(Vs4|do(V0)) 65 63
P(V32|do(V0)) 17 16
P(Vig|do(V0)) 17 16
P(V3|do(V0)) 17 16

Table 12: Size of largest function & sum in queries for Diamond model when |V'| = 65



B.2  Cone-cloud Model

Here we give the expression for a query the cone-cloud model when |V | = 15. Again, a table is provided summarizing the estimand for
V| = 45.

P(Vu| Vi, Vio, Va) =
> P(Va|Va, Vs, V2, Vs, Vo, Vi, Viz, Vig, Via) x
V1,Va,Va, Vs, Ve, Ve, Ve, Ve, Vi, Via, Vis
P(Vy|Vas, Via) P(Vs|Viz, Vig) P(V1| Vs, Vi, Ve, V7, Vs, Vio, Vi1, Via, Vis) X
P(Vz|V11, Vi2) P(Vs|Vio, Vi1)P(Vi1, Via, Vi) X
> P(Vo[Vi, Ve, Vi, Va, Vs, Vs, Vi, Vs, Vo, Vig, Vi, Vi, Via, Vi)
Vg Vi1,Viz,Vis, Vi,
P(V5|V1, V3, Vi, Vo, Vi, Vs, Vo, Vig, Vir, Viz, Vis, Vig) x
P(V{4|Va, Vs, Vi, Vs, Vo, Vs, Vi, Vi1, Via, Vaz) x
P(Vs,Vi3|Vs, Vz, Vio, Viz, Vis) P(Vio V7, Va1, Vi2) P(Via, Vi) (10

Query size of function  size of sum
P(Vpldo(Va, Vae, Vaa)) 45 41
P(Voldo(Vis, Voo, Vag, Va2)) 45 34
P(Vo|dO(V4, Va1, V27)) 45 37
P(Vo|dO(V10, Via, V40)) 45 33

Table 13: Size of largest function & sum in Queries for cone-cloud model when |V'| = 45



B.3 A Model

For illustration, we show one expression for the A model; the remainder are summarized via a table.

P(N51|dO(N45)) =
> P(Nso|N3, No, No, . ..

N3,Ng,N10,N11,N12,N13,N14,N15,N17,N18,N22,N23,N24,N25,Na6,
N27,N28,N29,N32,N34,N35,N36,N37,N39,N41,N43,N47,N49,N50

Ni1, N12, N13, N14, N15, N17, N1s, Na2, Nag, Naa, Nag, Na7, Nag, Nag, N34, N3g, . . .
N3z, Na1, Naz, Nas, Naz, Nag) X
P(Nu7|N3, N11, N13, N14, N17, N1s, Naz2, N23, Naa, Nog, Nao7, N3g, Naz, Nas) X
P(Nua3)P(Nag|Ng, N13, N14, N17, Na2, Na1) P(N34|N1o, N12, N14a, N17, N1g, N2z, Nag) X
P(N18)P(N3s2|Nio, Ni1, N12, N14, N15, N17, N25) P(N2g|N14) P(N25|N11, N4, N17) X
P(N37|N3, Nio, Ni2, N13, N1, N17, N1g, N2z, N2z, Naa, Nag, Nag, N34, N3g) X
P(N22|N3, N1o, N12, Ni3, N1a, N17) P(N17|N14) x
P(N35|N1o, N12) P(N27|N11) P(N12|N1o) P(No)
ZP(N51|N3,Ng,N107N11,N12,N13,N14,le,N17,N18,N22,N23,N24,N25, e
V4,5
Nag, No7, Nag, Nag, Naz, Nsa, Nas, Nae, Naz, Nag, Na1, Nas, Nis, Naz, Nag, N5o) X
P(Na41|N3, Ny, Nio, Ni1, Ni2, N13, N14, N1s, N17, N1g, Naa, Nas, Naa, Nas, Nog . . .
Na7, Nag, Nag, Naa, N34, Nas, Nag, Naz, Nag, Nus) X
P(N45|N3, No, N1o, N11, N12, N13, N1a, N1s, N17, Nis, N2z, Naz, Noa, Nos, Nag . . .
Na7, Nag, Nag, N32, N34, N35, N3g, N3g) X
P(Na3, Nag|N3, Ng, N1o, N11, N12, N13, N14, N15, N17, N1g, Na2, Noa, Nos, . ..
Nag, Na7, Nag, N32, N5, N3g, N3g) X
P(Na4, N2g, N3s, N3g| N3, No, N1o, N11, Ni2, N13, N14, N15, N17, N22, Nas, . . .
Nag, No7, N32, N35) X
P(N13, N14|N3, No, Nig, N11, Ni2, Nis, Naz, N35) P(N15| N3, N, N1o, Ni1, Ni2, Naz) x
P(N11|Ns, No, N1o, N12) P(N10| N3, Ng) P(N3)

Query size of function  size of sum
P(N51|do(N1o)) 31 29
P(N51|do(N14)) 31 29
P(N51|do(Na1)) 31 29
P(N51|do(Nas)) 31 29

Table 14: Size of largest function & sum in queries for A-network where |V'| = 54

an



B.4 Alarm Network

The Alarm network has the following estimand expressions for the four evaluated queries:

P(HRBP|do(Shunt)) = Z P(HRBP|Shunt, ArtCO2)P(ArtC0O2)
ArtCO2

P(HRBP|do(VentAlv)) = Z P(HRBP|VentAlv, Sa0O2) P(Sa02)

Sa02
P(HR|do(VentAlv)) = Z P(HR|VentAlv, Sa02)P(Sa02)
SaO2
P(HR|Shunt) = Y P(HR|Shunt, ArtCO2) P(ArtCO?2)
ArtCO2

B.5 Barley Network
The Barley network has the following estimand expressions for the four evaluated queries:

P(Protein|do(expYield)) = Z P(ndprotein|protein)x

ndprotein

Z P(Protein|expYield , ndprotein) x P(expYield) (12)

expYield

P(Protein|do(FieldCap)) =
Z P(protein|FieldCap, AllowedFertN) x P(AllowedFertN) (13)

AllwedFertN
P(yield|do( Precipitation)) = P(Yield)
P(weight|do(Precipitation)) = P(weight)

B.6  Win95pts Network

The Win95pts network has the following estimand expressions for the four evaluated queries:

P(Problem|do(NonPSGrphic)) = P(Problem)

P(Printdataldo(Local OK)) =

Z P(printDatallocal OK, DOSlocal OK, DOSnetOK, GDIOutputOK, netOk)

DOSlocalOK,DOSnetOK,
GDIOutputOK,netOK

x P(DOSlocalOK, DOSnetOK, GDIOutputOK, netOk)  (14)

P(PCtoPRT|do(netOk)) =

Z P(PCtoPRT|netOK, DOSlocalOK, DOSnetOK, GDIOutputOK, localOk)

DOSlocalOK,DOSnetOK,
GDIOutputOK,localOK

x P(DOSlocal OK, DOSnetOK, GDIOutputOK, localOk) (15)

P(printDataldo(netOk)) =

Z P(printData|netOK, DOSlocal OK, DOSnetOK, GDIOutputOK, localOk)

DOSlocalOK,DOSnetOK,
GDIOutputOK,localOK

x P(DOSlocal OK, DOSnetOK, GDIOutputOK,localOk)  (16)



C Code

To run EM4CI:
All code can be found here [26] In order to run the code for this paper, a license to use BayesFusion software package SMILE is required.
EMACI is written in C++. There is one source code file for the learning phase and one for inference. They are named:

learn_main.cpp inf.cpp

In order to compile the source files, the command is:

g++ -03 learn_main.cpp -o learn.out -I./smile
-L./smile —lsmile
g++ -03 inf.cpp -o inf.out -I./smile

-L./smile -lsmile

Which will produce the executables:

learn.out inf.out

The learn.out file expects command line arguments of the model file, the em-model file with a domain specified for the unobserved variables, a
data csv file containing samples on the observed variables, and the number of samples. An example run is:

./learn.out models_xdsl/ex1l_TD2_10.xdsl
models_xdsl/em_exl_TD2_10_ED2_0.xdsl
data/100/ex1_TD2_10.csv 100

The inf.out file expects command line arguments of the model file, the learned model file that will be used to perform inference on, the query
variable, Y, in P(Y'|do(X)), the do variables(s) X, and the number of samples used in the learning phase. An example run is:

./inf.out models_xdsl/exl TD2_10.xdsl
learned_models/100/em_exl TD2_10_ED2_0.xdsl

Y X 100

The resulting log-likelihood, BIC score, time for learning, time for inference, and mean absolute deviation (mad) are output to csv files, LL.csv,
BIC.csv, timesLearn.csv, timeslnf.csv, and err.csv, respectively. These will all be output to a folder named after the model, and containing a
different subfolder per sample size and assumed domain size in the learning phase. For example, if running for assumed domain size 2 and
sample size 100, the output will be in folder:

ex1_TD2_10/100/em_ex1_TD2_10_ED2

The learned model files will be in the folder:

learned_models/ex1_TD2_10/100

The bash script emdci_wrapper.sh was used to automate the learning process. This script will automatically iterate through increasing latent
domain sizes, while running the EM algorithm 10 times for each latent domain size. It will stop when the BIC score stops decreasing, and will
output the minimum BIC score with the latent domain size of the final learned model. To run this script you can pass in the model name and
number of samples. For example:

./emdci_wrapper.sh ex1_TD2_10 100

The wrapper assumes all model files are contained in a folder named models_xdsl and data files are contained in a folder called data with
subfolders corresponding to the number of samples, like data/100.

The learned models files are of the form em_ex1_TD2_10_ED2_0.xdsl where the number after ED corresponds to the assumed domain size
of the latent variables, and the last number corresponds to one of the runs {0, ..., 9} that produced that model. You can perform inference on
any learned model you like, but the em4ci_wrapper.sh outputs the run that correspond to the highest likelihood models with minimum BIC
score, so we suggest using those.

All model files are in XDSL format, for more information see the Bayefusion Documentation [1]
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