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ABSTRACT

Computer simulation has long been an essential partner of ultrafast experiments, allowing the assignment of microscopic mechanistic detail
to low-dimensional spectroscopic data. However, the ability of theory to make a priori predictions of ultrafast experimental results is relatively
untested. Herein, as a part of a community challenge, we attempt to predict the signal of an upcoming ultrafast photochemical experiment
using state-of-the-art theory in the context of preexisting experimental data. Specifically, we employ ab initio Ehrenfest with collapse to a block
mixed quantum±classical simulations to describe the real-time evolution of the electrons and nuclei of cyclobutanone following excitation to
the 3s Rydberg state. The gas-phase ultrafast electron diffraction (GUED) signal is simulated for direct comparison to an upcoming experiment
at the Stanford Linear Accelerator Laboratory. Following initial ring-opening, dissociation via two distinct channels is observed: the C3
dissociation channel, producing cyclopropane and CO, and the C2 channel, producing CH2CO and C2H4. Direct calculations of the GUED
signal indicate how the ring-opened intermediate, the C2 products, and the C3 products can be discriminated in the GUED signal. We
also report an a priori analysis of anticipated errors in our predictions: without knowledge of the experimental result, which features of the
spectrum do we feel confident we have predicted correctly, and which might we have wrong?

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0198333

I. INTRODUCTION

Ultrafast spectroscopic measurements1 ushered in a new era
of chemistry, in which the microscopic motions of molecules
could be observed directly. However, while one might dream of
a ªmolecular movie,º in which the states of individual electrons
and nuclei are recorded as a function of time in intricate detail,
realistic ultrafast measurements necessarily involve the projection
of molecular dynamics into a reduced-dimensional representa-
tion via a limited set of observables. As such, from very early
on, the simulation of ultrafast dynamics has been an invaluable
partner of experiment.2±6 Where experiment provides a lossy pro-
jection of real chemical dynamics, simulated dynamics may be
analyzed in their full dimensionality. However, simulated dynam-

ics are necessarily approximate in all but the smallest systems.
Despite three decades of intense effort, the inherent complexity
of modeling many-body quantum dynamics drives an ongoing
effort to develop practical approximations,7±12 benchmark them for
accuracy,13±15 and develop high-performance, user-friendly software
implementations.16±20 Simulation has been very successfully applied
as a tool for a posteriori analysis, connecting experimental signatures
to actual molecular motions that cannot be unambiguously inferred
from low-dimensional experimental data.21±31

Dynamics simulations alone are valuable, but the direct compu-
tation of ultrafast experimental observables from molecular dynam-
ics simulations enables a much more definitive assignment of
spectroscopic features.32±45 Without direct simulation of the exper-
imental observable, the connection between theory and experi-
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ment is often made by comparing lifetimes. Because lifetimes often
depend exponentially on computed energies, which may themselves
carry significant errors, lifetimes are among the most error-prone
quantities one can compute. Most other observables do not suf-
fer from an exponential amplification of errors in the potential
energy surface (PES); therefore, explicit simulation of experimen-
tal observables (e.g., time-resolved spectra or scattering signals)
enables a more direct connection between theory and experi-
ment. Armed with computed observables, one may make defini-
tive assignments even when simulated lifetimes have significant
errors.

As light sources continue to advance,46,47 novel theoreti-
cal methods are required to connect to the new experiments
they enable.48±53 Gas phase ultrafast electron diffraction (GUED)
experiments54±60 offer a particularly appealing target for direct sim-
ulation, given the intuitiveness of the observable (interatomic dis-
tances). Because even very low levels of electronic structure theory
can predict bond lengths with errors of only a few percent, the simu-
lation of GUED enables an extraordinarily tight connection between
experiment and theory.60±64

With dynamical simulation now established as an essential
partner to experiment in ultrafast science, it is natural to ask a
more ambitious question: to what extent can simulation predict
ultrafast dynamics a priori?With this question in mind, the commu-
nity conceived a prediction challenge to which this article responds.
Over the past 15 weeks, we have attempted to predict the signal
of an upcoming GUED experiment on cyclobutanone to be car-
ried out at the Stanford Linear Accelerator Laboratory65 (SLAC)
in the days following the submission of this work.66 Herein, we
report the resulting prediction. We also report a brief analysis of
the predicted dynamics and how they will manifest in the exper-
imental signal. Finally, with the goal of testing our own under-
standing of our methods, we present predictions of what errors
we might anticipate in our computed experimental signal. By tak-
ing part in this collective effort, we hope to better understand the
limits of ultrafast theory and identify directions for the develop-
ment of practical tools capable of definitively predicting ultrafast
dynamics.

II. METHODS

A. Nonadiabatic dynamics

We will simulate the nonadiabatic dynamics of cyclobutanone
using a novel ab initio implementation of the Ehrenfest with collapse
to a block (TAB) method, which is described in detail in Refs. 67
and 68. Here, we provide a brief introduction to the basic features
of the method. We ran our simulations in an open source software
package, TAB-DMS.69

The TAB mixed quantum±classical method was developed
to correct errors associated with the mean-field nature of Ehren-
fest dynamics70 via a decoherence correction that provides an
accurate and efficient treatment of systems with many electronic
states. Nuclei are propagated classically, with the force vector, FMF,
calculated in a mean-field fashion,

FMF(t) ≙ − d
dR
⟨Ψ(t)∣H(t)∣Ψ(t)⟩
⟨Ψ(t)∣Ψ(t)⟩ , (1)

averaging the effect of electronic Hamiltonian, H(R(t)), on the
time-dependent electronic wave function Ψ(t). Using the Ver-
let algorithm, we propagate the nuclear positions, R, in discrete time
steps.

The TAB decoherence correction is based on an assumption
of exponential decay of electronic coherences at a rate given by the
difference between gradients of each pair of potential energy sur-
faces (PESs).71,72 At the end of each nuclear time step, Δt, the loss
of coherence is incorporated into an approximate electronic density
matrix, ρd, which represents the mixed electronic state that arises
from decoherence during a single time step. This matrix is generated
from the coherent mean-field electronic density matrix, ρc, associ-
ated with a given trajectory. The populations are taken directly from
the coherently propagated mean-field density matrix,

ρ
d
ii ≙ ρ

c
ii(t + Δt), (2)

while the off-diagonal elements are scaled according to

ρ
d
i j ≙ ρ

c
i j(t + Δt)e

−Δt
τeff,ij . (3)

The pivotal quantity here is the effective state-pairwise decoherence
time, τeff,ij. Our approach starts from the widely used estimate of the
decoherence time derived by Bittner and Rossky,71,72

τ
−2
i j ≙∑

η

(Favg
i,η − F

avg
j,η )

2

h̵2αη
. (4)

The sum runs over all degrees of freedom, indexed η, adding the
differences of electronic-state-specific forces, Favg

i , averaged over the
beginning and the end of a time step. Parameter αη represents the
atom-specific width of the Gaussian wavepacket and can, there-
fore, be determined without empirical fitting by fitting the harmonic
ground state vibrational wave function.73 In doing this fitting, we
constrain the widths such that each degree of freedom associated
with a particular atom type (C, H, or O) has the same width as all
others of the same type. The reduced Planck constant is h. The deco-
herence time represents the decay of the overlap between Gaussian
wave packets on a pair of linear, non-parallel PESs. This overlap is a
Gaussian function of time, and the decoherence time corresponds to
its width. The effective decoherence time, τeff,ij, is computed from the
Bittner±Rossky decoherence time, τij, by integrating over an approx-
imate history of the dynamics, as detailed in Ref. 68. In so doing, we
are able to effectively treat the coherence decay as Gaussian rather
than exponential.

Next, we use a stochastic procedure (described in detail in Ref.
74) to collapse the electronic wave function to a new pure linear
combination of a subset of occupied adiabatic states. This procedure
is designed such that the ensemble average of the resulting elec-
tronic densitymatrix (averaged over all possible outcomes) is ρd. The
velocity is rescaled at every time step where collapse occurs for con-
servation of the total energy. Although we have recently developed
an approximate scheme for extending TAB to very large numbers of
electronic states,74 it is not necessary here.

In order to compute the GUED spectrum, a set of 150 trajec-
tories was initiated on the S2 (3s Rydberg) electronic state. Initial
nuclear positions and momenta were sampled from the Wigner dis-
tribution function computed in the harmonic approximation. The
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ground state minimum geometry and frequencies were computed
via B3LYP with a 6-311++G∗∗ basis. No attempt was made to
account more specifically for the excitation wavelength via the initial
conditions. All observables are taken as averages over this ensemble.

B. Electronic structure

1. Propagation algorithm

To propagate the electronic structure, we use our high-
performance implementation of the time-dependent complete active
space configuration interaction method (TD-CASCI).75,76 The elec-
tronic wave function,Ψ(t), is represented as a linear combination of
Slater determinants,ΦI , with time-dependent expansion coefficients
CI(t),

Ψ(t) ≙∑
I

CI(t)ΦI. (5)

Their propagation is handled by numerically solving the time-
dependent Schrödinger equation,

iĊ(t) ≙ H(t)C(t), (6)

via symplectic split operator integration.77

The TAB dynamics driver is interfaced with the TD-CASCI
propagation scheme, providing a robust and efficientmethod to sim-
ulate nonadiabatic dynamics. The TD-CASCI algorithm is imple-
mented in a development version of the TeraChem electronic
structure package.75,76,78±83 The combination of graphics processing
unit (GPU)-acceleration and direct implementation of HC prod-
ucts allows efficient propagation in the full space of states without
the need to build any data structures with the full dimension of the
electronic Hamiltonian.

In theory, this combination allows us to model any incoming
pulse directly in the dynamics while capturing possible initial coher-
ences. Due to the time constraints of the project, all of our dynamics
start directly in a given state. This is further justified by the known
form of the experimental pulse, which intends to excite the first 3s
Rydberg state. To ensure energy conservation, the electronic time
step was set to 2 and the nuclear time step to 0.12 fs. The simulations
aim to capture 500 fs of the post-excitation process.

2. Electronic ansatz selection

Cyclobutanone photochemistry has been examined in several
past quantum chemical studies.84±86 Several important points on the
PES have been identified: S0 and S1 minima and a transition state,
which seems to govern the overall pre-dissociative dynamics on S1.
A visualization of the main reaction pathways is depicted in Fig. 2.
Our simulations predict that most of the S2 population transition to
the S1 state via a closed-ring conical intersection. In S1, the molecule
must overcome a ring-opening barrier before dissociating via two
main reaction channels labeled as C2 for CH2CO + C2H4 prod-
ucts and C3 for C3H6 (cyclopropane) + CO products. Based on past
publications, it appears that multi-state second-order perturbation
theory (MS-CASPT2) on the complete active space self-consistent
field (CASSCF) wave function accurately captures the significant
correlation effects. Quite large active spaces, ranging from 6 elec-
trons in 6 orbitals (6,6) up to 12 electrons in 11 orbitals (12,11), were
used to capture the bond-breaking reaction channels. These studies

FIG. 1. Normalized experimental88,89 and calculated absorption spectrum using
the selected FOMO-CASCI(8,11)/6-311+G∗ method.

usually state-averaged only over two valence singlet electronic states;
thus, less is known about the 3s Rydberg state.

Regarding the role of triplet states, intersystem crossing from
the S1 state seems to take place on nanosecond timescales.86,87 It
dominates only near the onset of the absorption spectrum, where
there is not enough energy to traverse the S1 barrier and relax via
internal conversion (IC). Therefore, we will not consider ISC in our
simulations.

The upcoming experiment will excite to the 3s Rydberg state
(S2) with 200 nm (6.2 eV) laser light, which is well above the darker
n→ π∗ (S1) state (280 nm; 4.4 eV). The experimental absorption
spectrum88,89 (Fig. 1) reveals that the selected wavelength corre-
sponds to the onset of the 3s Rydberg state. We further observe the
3p Rydberg states in the range of 170±180 nm (6.9±7.3 eV). Since
states seem well separated, we need to choose an electronic structure
ansatz that will reliably describe the overall S2 → S1 → S0 internal
conversion process but need not describe the 3p Rydberg states and
above.

We tested several combinations of multireference methods
and active spaces, as the choice of orbitals can play an impor-
tant role in determining the accuracy of CASCI-based dynamics
simulations.90 Since the most important task is to capture the pre-
dissociation phase accurately, we aimed for the best agreement of
relative state energies in several structures. To this end, we choose a
floating occupation molecular orbital complete active space config-
uration interaction method (FOMO-CASCI) ansatz.91,92 We choose
an active space of 8 electrons in 11 orbitals (8,11), including the
ground state-occupied non-bonding orbitals of the O atom and the
π and σ bonding orbitals on the carbonyl group. The ground state-
virtual orbitals in the active space include the carbonyl π∗ orbital
and two σ∗ orbitals, as well as the 3s, 3px, 3py, and 3pz Rydberg
orbitals. This selection is capable of describing the relevant Ryd-
berg and valence states, as well as the bond dissociation processes
to expected products. The FOMO-CASCI method uses a fictitious
electronic temperature, which we set to 0.3 Ha. The employed 6-
311+G∗ basis set includes diffuse functions that are necessary for
the description of Rydberg states.

To establish the quality of the selected FOMO-CASCI method,
we make a comparison to the experiment.88,89 Figure 1 displays the
calculated absorption spectrum, which is computed by compound-
ing vertical spectra computed at a set ofWigner-sampled geometries
with 0.1 eV Gaussian line broadening. The excitation energies at
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TABLE I. FOMO-CASCI vertical excitation energies calculated with the (8,11)
active space and 6-311+G∗ basis at the B3LYP-optimized S0 minimum geometry.
Experimental data based on spectral maxima.

State Character FOMO-CASCI Experiment88,89

S1 n→ π∗ 4.65 4.4
S2 n→ 3s 6.32 6.2

the ground state minimum geometry are presented in Table I, with
experimental absorption maxima for comparison. In both cases, we
observe that the FOMO-CASCI gap between valence and Rydberg
states is slightly smaller than observed experimentally, but overall,
the FOMO-CASCI method is very accurate in the Franck±Condon
region.

C. Calculation of GUED signal

To simulate the GUED signal, we calculate time-dependent
1D electron diffraction patterns. They can also be converted to
pair distribution functions (PDFs). Both representations are directly
comparable to the experiment.

To calculate the GUED signal, we utilize the independent
atom model (IAM), closely following the procedure described by
Centurion et al.54 First, we calculate the electron scattering ampli-
tudes from the individual atoms. These atomic form factors (AFFs),
f (s), were calculated using the ELSEPA program93 using para-
meters for the SLAC facility. The scattering intensity of a molecule,
I(s), as a function of momentum transfer, s, is composed of indi-
vidual (Iat) and pairwise (Imol) contributions of scattering ampli-
tudes. For a gas phase sample, we assume the following simplified
equation:

I(s) ≙ Iat + Imol ≙

N

∑
i=1
∣ fi(s)∣2 +

N

∑
i=1

N

∑
j=1,j≠i

f
∗

i (s) fj(s)
sin (srij)

srij
. (7)

Here, the i, j indices loop over N atoms. Interatomic distances are
denoted as rij. Due to the nominal s−5 dependence of the molecular
scattering intensity, we work with amore suitable form, themodified
scattering intensity,

sM(s) ≙ s Imol

Iat
. (8)

Finally, the real-space PDF, P(r), which describes the probability of
atom pairs being at a given distance, can be obtained by the sine
transformation,

P(r) ≙ r∫
∞

0
sM(s) sin (sr)ds. (9)

To consider experimental limitations, we should integrate this equa-
tion between the limits of the detector, smin and smax, and add a
damping factor that avoids artifacts of the transformation,

P(r) ≙ r∫
smax

smin

sM(s) sin (sr)e−αs2 ds. (10)

The experimental resolution for the upcoming measurement is
1±10 Å−1. Nevertheless, the data between 0 and smin are usu-
ally interpolated to avoid artifacts in the PDF. Therefore, in our

calculations, we used the full 0±10 Å−1 range to emulate the
instrumental limitations, and we employed a damping factor α
of 0.04 Å2. PDFs computed at specific important geometries are
depicted in Fig. 2. In dynamics simulations, the modified scat-
tering intensity is calculated as an average over the ensemble of
trajectories at a given time. We also calculate the difference pair
distribution function (ΔPDF) by subtracting the scattering signal
at time zero [in Eq. (8)] to better observe various relaxation chan-
nels. We report two different representations of the experimental
signal: the signal computed with the temporal resolution of the
simulation (assuming the pump pulse instantaneously excites the
molecule to S2), and a second version convoluted with an 80 fs
FWHM temporal Gaussian, matching the anticipated experimental
cross-correlation.

III. RESULTS

A. TAB simulations

The average adiabatic electronic populations predicted by our
TAB simulations are displayed in Fig. 3. The lines represent the
mean values over the ensemble of trajectories, and the shaded areas
show the 95% confidence interval based on the binomial distri-
bution. (This confidence interval reflects only the error associated
with trajectory sampling, not errors related to physical approxima-
tions.) Following excitation, the molecule undergoes rapid relax-
ation through a conical intersection (CI) to reach the S1 state. Half
of the original population transitions during the first 12 fs. How-
ever, it takes 65 fs until the S2 population decays below 0.1. Analysis
of the minimum energy conical intersection between S2 and S1 (Fig.
S1) indicates that it is strongly symmetry broken, with one of the
two symmetry-equivalent CO±CH2 bonds stretched to 1.83 Å. This
indicates that there is an initial impulse toward ring opening on
S2. Once on S1, the molecule relaxes to the ground state via the
respective CI. This requires crossing of a ring-opening transition
state, which may prolong the relaxation time. After reaching the
ground state, we observe the usual relaxation channels for C2 and C3
products.

In addition to these main pathways, 19% of the population is
observed to undergo ring-opening directly in the S2 state, which
contributes to the prolonged S2 relaxation. The molecule then tran-
sitions to either S1 or S0 at various points in time. Both C2 and C3
channels are observed following relaxation to S0. Within our sam-
pling of 150 trajectories, it is not obvious that ring-opening on S2
impacts the photoproduct distribution.

In total, most trajectories form the C3 products (60%), although
the cyclization to cyclopropane is not always completed within
our 500 fs simulation window. C2 products are created in 28%
of cases. In the remaining 12%, we observe some larger frag-
mentation of the original molecule, including CO formation and
hydrogen dissociation. The presented product analysis does not
include trajectories that terminated prematurely or did not lead to
the complete ring-opening reaction. Ultimately, 70 and 32 trajecto-
ries followed the C3/C2 channels, respectively, yielding a branching
ratio of 2.2.

We note that our trajectories were facing convergence issues.
Only 32% of them reached the 500 fs mark (see Fig. S2 for details).
Cyclobutanone photodissociation seems to present a challenge for
electronic structure methods, mainly due to the formation of various
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FIG. 2. Visualization of the main photochemical pathways of cyclobutanone following excitation to S2. The expected PDF signal calculated using the IAM model for the initial
molecule, open ring structure, and products (C2 and C3) with individual contributions from atomic pairs.

FIG. 3. Electronic population evolution during TAB dynamics initiated in the S2

state.

molecular species in the process. This additional source of uncer-
tainty in our prediction is the direct result of the artificial time
constraints of the prediction challenge.

From the TAB dynamics, we simulate the time-dependent
ΔPDF signal. Figure 4 displays the resulting signal at simulation
resolution [panel (a)] and convoluted by the experimental cross-
correlation [panel (b)]. There is a faint signal in the first tents of fs
when the initial S2 → S1 relaxation takes place. After that, we start
to observe a new signal above the previously blank 3 Å threshold.
This is due to the ring-opening process and subsequent dissocia-
tion into distinct molecular products. Since the ΔPDF fingerprints
of individual intermediates and products are rather similar, it is dif-
ficult to discern between them using this plot. For easier analysis, we
present time slices of the ΔPDF data in Fig. 4(d). The correspond-
ing plot in momentum spaceÐthe difference modified scattering
intensity (ΔsM)Ðis shown in Fig. 4(c). Reference signals associ-

ated with three static geometries are presented for comparison: a
representative open ring intermediate structure and the C2 and
C3 products. We have chosen the FOMO-CASCI-optimized S1±S0
minimal energy conical intersection structure (pictured in Fig. 2)
to represent the ring-opened region of the PES. We do not mean
to imply that the signal in this region necessarily corresponds to
the detection of population at the conical intersection. However, it
carries the ring-opening character that is specific to product for-
mation. The rest of the reference structures were optimized at the
B3LYP/6-311+G∗ level.

At 50 fs, both the ΔPDF and difference in modified scatter-
ing intensity (ΔsM) exhibit features that are characteristic of the
representative ring-opened (S1±S0 conical intersection) structure.
In momentum space, the first negative peak (between 0 and 2
Å−1) closely mirrors that of the ring-opened structure, and there
is a pronounced negative peak near 6 Å−1 that does not appear in
either the C2 or C3 products. In the ΔPDF, there is a large pos-
itive peak just below 4 Å that is characteristic of the ring-opened
structure.

At later times, the signals evolve in a way that reflects the disso-
ciation. In momentum space, the first negative peak intensifies and
shifts to lower momentum (now below 1 Å−1) upon dissociation. In
position space, the large peak near 4 Å loses intensity as the ring-
opened structure dissociates. In addition, the broad negative feature
between 1 and 3 Å intensifies.

A detailed analysis of this broad negative feature allows
discrimination between the C2 and C3 products. The lower-
distance portion of this feature (∼1.5 Å) corresponds to the loss of
carbon±carbon bonds. The reactants contain four C±C bonds. The
C3 products have three C±C bonds (all in cyclopropane), while the
C2 product has only two (one in each product). Thus, as the ring-
opened structure disappears, a more pronounced shoulder at ∼1.5 Å
is indicative of a lower C3/C2 branching ratio. Differences are also
observed in the momentum-space representation. Between 4 and
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FIG. 4. (a) ΔPDF simulated signal. (b) The same signal convoluted with an 80 fs FWHM temporal Gaussian. Color-coded vertical lines correspond to the time slices plotted
in panels (c) and (d). (c) Time slices of convoluted modified scattering intensity from −100 to 500 fs. Reference ΔsM signals for optimized C2 products, C3 products, and
open ring structures are shown in black. (d) Time slices of ΔPDF presented in the same manner.

5 Å−1, both signals are negative, but the C2 products contribute a
larger negative signal. Differences in the height and location of the
first negative and positive peaks (near 0.5 and 2 Å−1, respectively)
are also observed when comparing the C2 and C3 products.

The presented results account for the first 500 fs of post-
excitation dynamics, which could be reliably described using our
limited number of trajectories. For longer times, we can expect slow
decay of the dissociative signal (above 4 Å in the ΔPDF). Otherwise,
the overall shape of the 500 fs time slices should remain relatively
unchanged.

B. Discussion

The primary goal of the present work is to test our ability to
predict an experimental measurement a priori. However, it is worth
discussing what kinds of errors we anticipate might arise from our
approach before we have access to the result. Just as it is interesting
to see if we can predict the experimental signal, it is also interesting

to see if we can predict which errors might manifest in that predic-
tion. By recording our thinking, this prediction challenge will teach
us not only about the accuracy of our methods but also how well we
understand them.

Let us first consider the reaction mechanism. A known advan-
tage of ab initio molecular dynamics is that it allows us to simulate
molecular dynamics with relatively little prior knowledge of the
relevant reaction pathway(s) and without enduring a time- and
resource-consuming PES fitting procedure. In the present case, we
predict that the molecule undergoes ring-opening, followed by dis-
sociation via the C2 and C3 channels. The final photochemical
outcomes are not truly predictions because they are known from
past photochemical experiments,94±96 but the initial ring opening
step is a prediction and would likely be observable in the experi-
ment. Given that our simulations predict the initial and final states
correctly, it seems likely that the prediction of the intermediate ring-
opened intermediate state is correct as well. Thus, we expect this
prediction to be robust.
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Now, we consider the accuracy of our prediction of the exper-
imental observable itself. As mentioned above, GUED is a powerful
experiment in part because it can very accurately measure a time-
dependent property (interatomic distance) that can also be very
accurately predicted by simulation. Given a particular molecular
structure, we are confident that the computed experimental observ-
ables (ΔPDF and its momentum-space counterpart) are accurate.
This is not to say that we necessarily predict the correct structures
at the correct time.

Although we feel fairly confident about our predictions of
mechanisms and observables, our simulations also predict more
challenging quantities: branching ratios and timescales. We expect
these predictions to be challenging because the calculation of these
properties involves the effective exponentiation of relative energies
between points on the PES via e−ΔE/kBT (ΔE denotes the relative
energy, kB denotes the Boltzmann constant, and T denotes the tem-
perature). This exponentiation can amplify small errors in the PES
into large errors in the property of interest. Our simulations are
based on a relatively low level of electronic structure theory, and
some errors in the PES are inevitable. Therefore, predictions of rates
and branching ratios are potentially less robust. A notable exception
to this statement would be when the process of interest is governed
by ballistic, rather than statistical, motion. The timescale of a ballistic
process is governed by the gradient of the PES and the masses of
the atoms. In such cases, there is no exponential amplification of
error, and a robust prediction is more likely. In turn, we will consider
potential errors in our predictions of the C3/C2 branching ratio, the
timescale for S2 → S1 relaxation, and the timescale for subsequent
S1 → S0 relaxation.

Both experiments and past theory suggest that the C3/C2
product ratio has a strong and complicated dependence on pump
wavelength.94±96 This behavior can be attributed to the nonequi-
librium vibrational energy distribution driving the dynamics in a
short time.84,86 Our simulations do not take the pump wavelength
into account, except rather coarsely by the selection of our initial
electronic state. Thus, we anticipate that the error in our pre-
dicted branching ratio is a likely source of error in the predicted
spectrum.

Next, we will consider the S2 → S1 relaxation process. To this
end, we can estimate the excited state lifetime from existing spectro-
scopic data.88,89 Heller describes the relationship between the decay
times of the wavepacket’s autocorrelation function and the width
of absorption spectrum peaks.97 Since there is a clear vibronic res-
olution of the first Rydberg state, we can infer a lower bound on
the state’s half-life in this way. The full width at half maximum
(FWHM) of a single subpeak can be estimated to be around 0.02 eV.
We can infer the state’s half-life by taking the reciprocal of FWHM,
yielding 34 fs. Although the decay of S2 is non-exponential in our
simulations, the simulated dynamics are consistent with the inferred
experimental timescale; the S2 population decays to 0.5 in the first
12 fs and then to 0.25 by ∼50 fs. Given that this relaxation occurs in
the first 1±3 vibrational periods, it appears to be a ballistic, barrierless
process; thus, it is not surprising that our prediction here appears
robust. However, a previous TRPES experiment by Kuhlman et al.
suggests the possibility of a longer sub-ps lifetime in the range of
310±740 fs.98

Finally, we consider the S1 → S0 relaxation process. In the case
of cyclobutanone, the height of the S1 transition state and the avail-

able vibrational energy will determine the overall kinetics of the
process. To estimate possible errors in our S1 decay rate, we assume
the rate-limiting step is traversing the S1 transition state and apply
Rice±Ramsperger±Kassel±Marcus (RRKM) theory99 to predict the
lifetime using a more accurate PES as a function of excess pump
energy. This can be thought of as a sanity test on our results; if
RRKMon amore accurate surface predicts a much slower (multi-ps)
lifetime, this would be a strong indication that our dynamic sim-
ulations are much too fast. RRKM assumes the internal energy is
randomly distributed among the vibrational modes of the molecule,
and the reaction occurs when enough energy accumulates in the
reactive mode. The rate constant is evaluated using the following
formula:

k(E) ≙ σW‡(E − E0)
hρ(E) , (11)

whereW‡ denotes the number of accessible vibrational states of the
transition state (S1TS), excluding those leading to the reaction, and
ρ the density of states of the reactant (S1min). The available internal
energy of the system is E, and E0 is the barrier height, both relative to
the S1 minimum in our case. Planck’s constant is h, and σ represents
the degeneracy of the reaction pathway. We set σ to 2 since there
are two symmetry-equivalent ring-opening reactions. Here, we use
previously optimized structures from Ref. 85, recalculating the ener-
gies and frequencies with the highly accurate complete active space
second-order perturbation theory (CASPT2) method. We choose an
active space of 10 electrons in 8 orbitals [CASPT2(10,8)] and the 6-
31G∗ basis. Zero-point energy is included. To calculate the number
of states, we use the Beyer±Swinehart algorithm.100

To calibrate our surface, we first estimate the half-life upon
excitation at 281 nm (4.41 eV) and 255 nm (4.85 eV), which cor-
respond to transient absorption measurements by Kao et al.101 The
computed half-lives (1560 and 530 fs at 281 and 255 nm, respec-
tively) are within a factor of four of the shortest experimental
timescale (450 fs, which was determined in a global fit including
both experiments at 281 and 255 nm101). Given that one would
expect a fairly strong wavelength dependence for this rate that is
not discerned by the global experimental fit, it is difficult to say any-
thing more specific than that RRKM/CASPT2 provides a reasonable
estimate of the lifetime.

Now we consider the current simulations. We assume that all
excess energy in the 200 nm (6.2 eV) pump pulse is thermalized on
S1 prior to the reaction. Within these assumptions, RRKM predicts
an S1 state half-life of 150 fs, which is longer than our simulated
timescale by a factor of 2. One can attribute this discrepancy to
two different factors: FOMO-CASCI may predict a barrier on S1
that is too small, and/or the assumption of thermalization on S1 in
RRKM may be invalid here. The entire error is attributable to the
assumption of thermalization, we would anticipate very little error
in our predicted lifetime. However, if the error is attributed to the
FOMO-CASCI barrier height, it is imaginable that we underesti-
mate the timescale for the S1 → S0 relaxation by a factor of 2, or
even more. Keeping in mind that the timescales are exponentially
sensitive to errors in the PES, this degree of uncertainty is not sur-
prising. Ultimately, these RRKM/CASPT2 results confirm the sanity
of our prediction of a sub-ps lifetime.With additional time and com-
putational effort, simulations based on CASPT2 or another highly
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accurate ab initio method would allow a more definitive prediction
of the timescale.

IV. CONCLUSIONS

In this article, we report a prediction of the GUED spectrum of
cyclobutanone, excited to the 3s Rydberg state, for comparison to an
upcoming experiment. To this end, we applied an ab initio molec-
ular dynamics approach based on the TAB nonadiabatic mixed
quantum±classical method to simulate the dynamics following the
initial pump pulse, and then, we directly simulated the experimental
observable. Our simulations show two distinct dissociation path-
ways that share a common ring-opened intermediate. Analysis of the
predicted GUED signal provides guidance on how the ring-opened
intermediate, C2 products, and C3 products can be discerned in the
spectrum.

We also present our own a priori assessment of the most likely
sources of error in our prediction. Although the details are specific
to our group’s prediction, the general conclusions of our analysis
apply broadly to all prediction attempts. The two most likely modes
of failure for this prediction challenge are (a) an incorrect predic-
tion of the branching ratio between the C2 and C3 channels and
(b) an incorrect prediction of the lifetime for barrier crossing on
S1. This is because these two processes are governed by statisti-
cal motion, and therefore, small errors in relative energies will be
amplified via the Boltzmann factor e−ΔE/kBT into large errors in the
quantity of interest. In short, we are hopeful that the procedure that
we followed in this work is capable of providing a quantitative pre-
diction of the experimental signal, except for those features of the
signal that depend exponentially on energy (branching ratios and
lifetimes). Of course, significant errors in branching ratios and life-
times may result in large changes to the signal. Ultimately, these
errors arise from the approximate electronic structure methods
used in dynamic simulations, more so than the chosen dynamical
method.

Importantly, robust predictions of mechanisms and their
observable signatures are likely to be sufficient to definitively assign
the experimental spectrum, even in the case that predicted lifetimes
and branching ratios have significant errors. Thus, even a simulation
that fails as a standalone prediction may provide essential insight
into the dynamics of cyclobutanone when interpreted in the context
of the experimental data.

SUPPLEMENTARY MATERIAL

The supplementary material for this work includes (1) a doc-
ument containing optimized molecular structures, a discussion of
convergence issues experienced during dynamics, and details of the
RRKM calculations and (2) a zip file containing NumPy data files
with the predicted spectra.
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