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AbstractÐModern network security remains a critical concern
in the digital landscape due to evolving cyber threats and increas-
ingly sophisticated attack vectors such as Advanced Persistent
Threats and Zero-Day Vulnerabilities. Leveraging advanced tech-
nologies such as artificial intelligence (AI) and machine learning
(ML) can enhance threat detection capabilities and improve
incident response times when detecting and mitigating network
security threats. On the other hand, an imbalanced dataset of
network traffic in AI/ML models presents several challenges and
can significantly impact the performance and effectiveness of
the models to predict attacks. Our research aims to amplify
the robustness of the imbalanced network traffic dataset to
fit the analysis and adaptability of KNN-based Digital Twins
dedicated to network anomaly detection. This paper capitalizes
on the remarkable performance of the model, characterized by
impeccable precision, recall, and F1-score, as indicated by the
classification report with 99% accuracy. The confusion matrix
further highlights the model’s performance using the proposed
robustness dataset, showing a minimal False Positive Rate (FPR)
compared to similar works in the literature.

Index TermsÐNetwork Anomaly Detection; K-Nearest neigh-
bors; Digital Twins; Robustness; Adaptability.

I. INTRODUCTION

In an age where the digital realm intertwines seamlessly

with the physical, ºDigital Twinsº emerges as a beacon of

technological innovation. A digital twin is a virtual represen-

tation of a real-world system or thing, breathing life into data

and ushering in a new era of understanding, monitoring, and

optimizing real-world entities [1]. Digital Twins’ applications

span various domains, offering transformative insights and

capabilities. Digital Twins act as a dynamic lens in network

management, enabling us to peer into the intricate web of

interconnected devices, data flows, and protocols. They are

not just replicas but sentient observers, change catalysts, and

network integrity guardians [2].

Let us contemplate a situation where an Internet Service

Provider (ISP) implements Digital Twins to mirror its ex-

pansive network infrastructure. These Digital Twins serve

as vigilant sentinels, mirroring network nodes, devices, and

the ebb and flow of data. By meticulously modeling and

analyzing their digital counterparts, ISPs gain the foresight

to preemptively identify congestion points, optimize routing,

and enhance Quality of Service (QoS). The applications extend
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even further, delving into the realm of cybersecurity. Digital

Twins become watchful protectors, embodying the network’s

normal behavior. They are the front line defenders, swiftly

detecting and mitigating deviations, such as Distributed Denial

of Service (DDoS) attacks.

Network anomalies are enigmatic deviations from the ex-

pected norm of network behavior. These deviations mani-

fest in various forms, including unexpected surges in data

traffic, aberrant bandwidth consumption, unauthorized access

attempts, or erratic patterns in the transmission of network

packets. For example, a sudden increase in data transfer

rates during non-peak hours could indicate the beginning of

a potential Distributed Denial of Service (DDoS) attack. In

contrast, a consistent decrease in data transmission rates might

suggest an underlying network issue [3].

These diverse and intricate anomalies pose a formidable

challenge to network administrators and cybersecurity profes-

sionals. The ability to swiftly detect, analyze, and mitigate

anomalies is paramount for safeguarding network integrity and

mitigating potential threats. Thus, the overarching objective

is to imbue Digital Twins with the intelligence to identify

and respond effectively to these anomalies, thereby ensuring

the steadfastness and security of network infrastructures [4].

Intriguingly, the fusion of Digital Twins with the power of

machine learning, particularly K-nearest neighbors (KNN),

ushers in a new frontier of network management [5].

This research explores the complexities of network anoma-

lies, clarifying how they appear and the resulting outcomes.

We explore this symbiotic relationship with a specific focus on

harnessing KNN for network anomaly detection. In doing so,

we aim to fortify the resilience and adaptability of Digital

Twins in identifying and responding to network anomalies

with precision on balanced and imbalanced network traffic

datasets. The database used for this research was obtained from

UNSW-NB15 Dataset ([6], [7]). It consists of 49 attributes,

including network source IP (srcip), source byte (sbyte), attack

categories (attack cat), service, stat, and 135 protocols (proto)

such udp, tcp, arp, cbt, nvp, ipv6-opts, etc. The evaluation

shows that our balanced dataset mechanism’s performance in

identifying anomalies was enhanced significantly compared to

existing ones [18].

The rest of the paper is organized as follows. Section II

focuses on notable research in the relevant field. Section III

explains the methods for acquiring the required findings along-

side the model and proposed technique. Section IV presents

the results and examines the proposed methodology. The

conclusion of the research is presented in Section V, which

also outlines the direction for future research.
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other pertinent variables. It comprises 49 distinct features, each

providing specific network information. It is further enriched

by a substantial volume of data instances, totaling 700,000

records that are a hybrid of the modern normal and abnormal

network traffic in the form of packets.

B. Data Pre-processing and Cleaning

The data preparation process was initiated by selecting

a dataset aligned with the network environment we aimed

to model. During the initial examination, we noticed the

presence of empty cells, particularly within the attack cat

feature. These blank cells corresponded to instances where

no network attacks were detected. To ensure uniformity and

facilitate our analysis, we replaced these empty cells with the

label no attacks. This attack cat column plays a pivotal role

in our study, as it directly reflects the collective impact of

observed network behaviors and serves as the basis for label

assignment. We use binary encoding to label the absence of

an attack with 0, while a label of 1 signifies the presence of

a network attack.

C. Data Transformation

Converting categorical data into a format suitable for ma-

chine learning analysis is fundamental to ensuring that our

models can effectively interpret and leverage categorical infor-

mation. We applied one-hot encoding to the dataset, targeting

the categorical columns proto, state, and service. One-hot

encoding transforms these categorical features into a series of

binary (0 or 1) columns, each representing a unique category.

This transformation enables our machine learning algorithms

to comprehend and process the categorical attributes to make

accurate and meaningful predictions.

Further, we utilized Min-Max scaling, a fundamental pre-

processing technique that guarantees that the numerical feature

values are confined within a standardized range, typically from

0 to 1, the columns that have been encoded using one-hot

encoding. This prevents features with large numeric fields from

influencing the analysis. We chose Min-Max scaling to provide

uniformity in feature scales, which is crucial for machine

learning algorithms like K-nearest neighbors (KNN).

This uniformity ensures all features contribute proportion-

ally to our proposed K-nearest neighbors (KNN) DT model.

We selectively applied Min-Max scaling to specific columns

such as duration (dur), source bytes sbyte, destination bytes

dbyte, and others. These columns were chosen based on their

relevance to model creation. Columns with heterogeneous data

or the potential to introduce bias (proto, state, and service)

were excluded.

D. Data Balancing

Balancing of Data is a methodology employed in machine

learning to rectify class imbalance within datasets. This im-

balance manifests when certain classes within a classification

problem exhibit fewer instances than others. Given the marked

imbalance within the dataset employed for this research, it

is deemed prudent to contemplate the creation of a balanced

dataset derived from the original one. Upon scrutiny of the

original dataset, the following observations were made con-

cerning the label attribute consisting of anomaly (A) and not-

anomaly (NA).

• Total number of 0’s (Not anomaly) = 677,786

• Total number of 1’s (Anomaly) = 22,215

We proposed a balancing method to balance the target vari-

able, which has been compared with an existing method called

the Synthetic Minority Over-sampling Technique (SMOTE).

To obtain a balanced set, an equal number of Anomaly and

Not Anomaly entries is required. In our case, since they are

not equal; we took an equal number of Not Anomaly (677,786

- 655,571 = 22,215) to match the 22,215 entries of Anomaly.

NAS =

⌊
|NA|
|A|

⌋−1∑

i=0

{NA0+k, NA1+k, ...., NA|A|−1+k}+ ϵ

(1)

where k = i ∗ |A| and the value of ϵ has been ignored in this

study.

E. Data Shuffling

Data shuffling is performed on each reduced 44,430 records

of the balanced split dataset as follows:

BalancedDataseti = suffle(A ∪NASi). (2)

where each NASi is generated by Eq. 1. Further, each split

BalancedDataseti is divided into an 80:20 ratio for the

training and testing datasets, which gives appropriate training

data for the small subsets of a UNSW-NB 15 dataset in our

proposed method.

F. Model Fitting

The K-nearest Neighbour (k-NN) algorithm represents a

non-parametric, supervised machine learning approach for

tasks such as sample classification and regression. This so-

phisticated classifier evaluates the likeness between newly

acquired data vectors and existing dataset entries. During its

training phase, k-NN meticulously stores pertinent dataset

information. Subsequently, when fresh data becomes available,

the algorithm adeptly categorizes it into the most fitting

category, closely aligning with the established dataset. The

pivotal k parameter signifies the number of cases from the test

or validation dataset that closely resemble a specific set of

circumstances. The algorithm relies on the Euclidean distance

measure to assess the similarity between data pairs. This

method of proximity calculation proves instrumental in making

informed categorization decisions based on the underlying

dataset’s intrinsic patterns.

The proposed KNN DT model learns from the training

data, which consists of our selected numerical features, such

as dur, sbyte, dbyte, and their corresponding labels. The

training process enables our model to identify patterns and

relationships within the data. The outcomes demonstrate the

stability and accuracy with which our suggested model can

identify network instances, hence augmenting the security of

network systems.
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