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ABSTRACT

The sixth generation (6G) networks will inte-
grate many autonomous networks operating in
different administrative domains and wireless tech-
nologies. Hence, service provisioning involves
negotiation between multiple stakeholders (e.g.,
users, operators, manufacturers) to reach a service
level agreement (SLA). To ensure its sustainability
under dynamic network conditions, the SLA must
be dynamically decomposed into portions each
domain can support. Failure to do so will result in
SLA violations and user dissatisfaction. In addition,
management and orchestration schemes for SLA
decomposition are needed to facilitate mapping
service requirements to the most suitable domains,
providers, and technologies, and perform SLA
lifetime monitoring. However, SLA decomposi-
tion is challenging with management decisions at
different levels and interdependent performance
implications. Despite the relevance of this topic,
it remains unexplored. This article aims to fill this
gap and presents an SLA decomposition manage-
ment and orchestration architecture for multi-do-
main, multi-technology networks that supports
centralized, semi-distributed, and fully distributed
implementation. The proposed architecture is well
aligned with the guidelines provided by standardiza-
tion bodies. We evaluate its performance for typical
6G use cases and show that our approach achieves
up to six times higher reward with half the cost of
existing schemes. Finally, remaining challenges and
promising future research directions are outlined.

INTRODUCTION

6G networks are envisioned to be highly hetero-
geneous regarding services, operation environ-
ments, spectrum bands, and providers, making
service management more complex [1]. Expected
6G applications [2, 3], like multisensory extended
reality, teleoperated driving, and remote monitor-
ing, have different requirements in terms of data
rates, latency, reliability, computing, and storage.
Network slicing [4] is a promising approach to meet
diverse application requirements by creating logi-
cally isolated virtual networks, that is, slices, on top
of the physical network. Network slicing decisions
must select the most suitable wireless technology
(e.g., WiFi, millimeter wave [mmWave]), spectrum
band (e.g., sub-6 GHz, THz band), and comput-

ing resources (e.g., fog, edge, or cloud) together
with energy and other cost-efficient considerations.
To this end, it is crucial to specify the application
requirements and service options in the SLA. The
SLA is a contract between the user and a service
provider (SP) that states the service guarantees, pos-
sible failures, and corresponding indemnification.

As networks become more heterogeneous and
dynamic, SLA decomposition is crucial to achiev-
ing sustainable network slicing, and user satisfac-
tion. Multiple providers may collaborate across
administrative domains to enable the necessary
communication, computing, and caching resourc-
es. Therefore, the SLA must be decomposed into
portions each domain, provider, and technolo-
gy can support. De Vleeschauwer et al. [5] study
SLA decomposition in a static network under the
assumption of independent acceptance proba-
bilities of SLA portions per domain. However, in
practice, domains may collaborate to achieve the
end-to-end (e2e) SLA, and the SLA decomposition
must be dynamically managed to allocate the nec-
essary resources.

Several works have studied multi-domain net-
work slicing (NS) but ignored SLA management
and decomposition, as summarized in Table 1,
which is the focus of this article. In [1], a modular
architecture with in-slice embedded management
and orchestration is developed to simplify the
composition of multi-domain slices independently
of the available technology. Li et al. [6] consider
scaling for applications, services, and resources to
meet a given SLA. Abbas et al. [9] present an intent-
based approach to automate the management and
orchestration of multi-domain network slices with
no collaboration between domains. These works
lack the flexibility to use network resources efficient-
ly across domains, technologies, and operators.

A few works study SLA decomposition in sin-
gle-domain networks [10, 11]. Chen et al. [10]
study SLA management in cloud computing and
translate high-level service-level objectives to
low-level system-level thresholds to determine the
resources needed based on system performance
bounds. Kapassa et al. [11] propose an SLA man-
agement framework in single-domain slicing based
on Artificial Neural Networks (ANNs) to estimate
the resources needed to meet the SLA. Qureshi
et al. [12] describe the challenges of assuring the
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FIGURE 1. Multi-domain Multi-technology Management and Orchestration scheme.

SLAs in healthcare and the risks associated with ser-
vice degradation, delay, and disruption. Indeed, the
design of multi-domain, multi-technology network
slicing schemes is challenging due to the coordina-
tion of multiple entities for resource sharing, pricing,
management, control, and evaluation of the SLA.

This article pioneers SLA decomposition
management and orchestration across multiple
domains, technologies, and providers toward sus-
tainable network slicing. Our proposed scheme
admits centralized, semi-distributed, and fully dis-
tributed implementation. We present possible solu-
tions and a case study using typical 6G use cases.
Finally, the main challenges to achieving sustain-
able network slicing and promising future research
directions are discussed.

NETWORK SLICING IN
BEYOND HG AND 6G NETWORKS

Mutri-DoMAIN MuLTI-TECHNOLOGY NETWORK SLICING

Network slicing is a virtualization technique where
the infrastructure is shared by multiple tenants
(operators) to serve different traffic classes simulta-
neously with an agreed-upon SLA, [2, 3] as shown
in Fig. 1. It is supported by software-defined net-
works (SDN) that facilitate centralized network
management and network function virtualization
(NFV) techniques to virtualize network resourc-
es. Network slicing has played a key role in 5G
networks [6, 9] to support diversified services for
many vertical industries (e.g., industrial automa-
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tion, healthcare, smart cities), and will continue

to do so beyond 5G and 6G networks [2, 3]. In

these networks, the infrastructure includes mul-
tiple cell sizes (e.g., Femto, Pico, Micro, Macro)

[13], multiple technologies (e.g., cellular, WiFi,

mmWave), spectrum bands (e.g., sub-6 GHz,

THz), and administrative domains managed by

different providers (e.g., communication/comput-

ing/content providers) to serve new applications.

The main principle of network slicing is con-
structing logically isolated network slices on top
of the physical infrastructure. In multi-domain net-
work slicing, each logical network slice instance
(NSI) is an independent virtual network created
through multiple network slice subnet instances
(NSSIs), each belonging to a different domain,
such as Radio Access Network (RAN), transport,
and core. An NSI contains the necessary services
and resources to meet the requirements for each
traffic class, as defined in the service level agree-
ment (SLA). Therefore, the e2e SLA associated
with a slice, needs to be decomposed into portions
attributed to each of these domains.

SLA decomposition has been acknowledged as
one of the main challenges in resource allocation
for network slicing [3, 5] since it involves manage-
ment decisions at different levels with interdepen-
dent performance implications. A multi-domain,
multi-technology network slicing scheme is present-
ed in Fig. 1, which consists of the following entities.

Infrastructure Provider (InP): owns the physi-
cal infrastructure (e.g., base stations, access points,
routers) and provides communication resources to
serve the demand from tenants. Different domains
may have different InPs that collaborate to create
the NSIs on the shared physical network based on
the e2e SLA requirements.

Computing and Content Providers: facilitate
the computing resources and data needed in differ-
ent domains. For instance, an intelligent traffic light
system application in which users’ data is collected
in real-time for accident prevention requires fog
computing resources for a quick response. How-
ever, data collection for traffic light management
across a smart city needs edge computing resourc-
es to execute near real-time data. In contrast, the
evaluation and improvement of the overall traf-
fic light system require cloud computing for the
collection and execution of large amounts of data
delay-tolerant.

Tenants: request slices to serve their users’
requirements. We consider the following 6G traffic
classes [2, 3]:

+ Mobile Broadband Machine Type Communica-
tion (MBBMTC), for example, remote pervasive
monitoring, supports high broadband data rates
and massive connectivity

+ Mobile Broadband Reliable Low Latency Com-
munication (MBBRLLC), for example, smart city
applications, offers high broadband data rates
and reliable and low latency communication

+ Reliable Low Latency Machine Type Commu-
nication (RLLMTC), for example, teleoperated
driving, supports massive connectivity, reliabili-
ty, and low latency

* Mobile Broadband and Reliable Low Latency
Machine Type Communication (MBBRLLMTC),
for example, immersive VR video transmission,
supports high data rates, reliability, low latency,
and massive connectivity.

End Users: run their applications on the slic-
es their operator (tenant) provided. If the require-
ments are dynamic, the SLA must specify that the
number of resources may vary. Cloud providers
can scale up or down the service to meet the
resource demand. For instance, an e-health appli-
cation may require low-latency communication
when performing telesurgery. Once the surgery
terminates, the demand for resources will change,
as specified in the SLA.

Service Broker: interacts with the tenants and
potential providers able to facilitate the resources
and services for the slice request and negotiates
with them the price for the slice.

Cross-Domain Management and Orchestra-
tor (CDO): decomposes the SLA and coordinates
with the domain controllers to achieve their part of
the SLA. The CDO leverages domain knowledge
to find a sustainable SLA decomposition.

Domain Controllers: every domain must col-
lect the data to implement the necessary functions.
The domain controllers interact with SPs” controllers
(e.g., computing provider controller, content pro-
vider controller) and map the SLA requirements to
physical resources facilitated by different SPs. In addi-
tion, they must determine the resource allocation
and scheduling policies that ensure slice isolation
between slices using the same or different technol-
ogies. This is crucial to meet throughput, delay, and
reliability requirements and avoid wasting resources.

Given the heterogeneity of services and appli-
cations, network slicing schemes in beyond 5G
and 6G networks [2, 3] must include admission
control policies per-slice SLA and rules to decom-
pose and manage the SLA.

SERVICE LEVEL AGREEMENT

The SLA is a contract between the tenant and
the SP(s) that the latter has to guarantee to avoid
user dissatisfaction with the service and affect-
ing the business model. In legacy networks, SLAs
were defined based on the fixed quality of service
requirements, and one provider facilitated the
service. However, in 6G networks [1-3], service
is provided by a collaboration between multiple
stakeholders that span multiple domains and net-
work technologies, and service requirements may
be dynamic. These new characteristics render for-
mer SLA specifications obsolete. Therefore, SLAs
must include the following specifications:

+ Service requirements (e.g., required bandwidth,
mean time to service recovery, ...)

+ Service aspects (e.g., multiple band selection, mul-
tiple access point selection, edge computing)

+ Design aspects (e.g., availability, reconfigurabili-
ty, security, robustness)

+ Legal aspects to identify which party is respon-
sible for the service degradation and the cor-
responding compensation. In addition, to
guarantee the SLA requirements in a sustain-
able way throughout the slice lifecycle, the fol-
lowing phases are needed:

Definition and Negotiation: The process of
SLA definition and negotiation consists of the next
steps, as illustrated in Fig. 1.

Step 1: The tenant receives their users’ traffic
requests (e.g., MBBMTC, MBBRLLC, RLLMTC,
MBBRLLMTC) with different performance require-
ments. Possible requirements for these traffic class-
es are given in [3] Table 2.

The main principle

of network slicing is
constructing logically
isolated network slices
on top of the phys-

ical infrastructure. In
multi-domain network
slicing, each logical net-
work slice instance is an
independent virtual net-
work created through
multiple network slice
subnet instances, each
belonging to a different
domain, such as Radio
Access Network, trans-
port, and core
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Fog  Edge Cloud Fog Edge Cloud
Throughput Delay Reliability No. data data data computing computing computing
Class users/ . . - Technology
(Importance)  (Importance) (%) slice size size size resources resources resources
(KB)  (KB) (KB) (cycles/bit)  (cycles/bit)  (cycles/bit)
MBBMTC 43 Mb/s(08) > ?O"Z‘;ec 99 11 015 025 035 20 30 40 mmWave
MBBRLLC 18 Mb/s (0.5) 50 msec (0.5) 99.99 8 0.8 1 12 80 100 120 mmWave
RLLMTC 640 Kb/s (0.2) 5 msec (0.8) 99.999 14 0.4 0.536 0.6 170 200 230 Microwave
MBBRLLMTC 36 Mb/s (0.4) 30 msec (0.6) 99.9 5 1 1.25 1.5 120 150 180 THz

TABLE 2. Requirements for each traffic class.

Step 2: The tenant requests the slice to the InP
and negotiates with the service broker the SLA
and the price for the service. The service broker is
responsible for network slice admission control and
pricing strategy.

Step 3: The service broker interacts with the InP
to identify other SPs (e.g., specialized in comput-
ing, storage) to serve the slice.

Step 4: The SPs collaborate to provide the nec-
essary communication, computing, and storage
resources per domain to meet the SLA. Each domain
controller forwards the information regarding the
number of resources needed to the service broker.

Step 5: The service broker sets up the price for
the SLA based on the required resources and ser-
vices in negotiation with the tenant.

Step 6: The service broker forwards the accept-
ed slice request with its e2e SLA requirements to
the CDO for its decomposition.

The slice admission control problem is solved in
[4] by using deep reinforcement learning (DRL) to
maximize the long-term reward of the InP given the
uncertain availability of network resources. Howev-
er, further work is needed on collaboration schemes
between multiple providers to share time-varying
resources and study their impact on pricing.

Decomposition: The e2e SLA should be decom-
posed efficiently and dynamically among the
domains according to their available resources and
services provided. The decomposition is performed
in the following steps, as illustrated in Fig. 1:

Step 7: The CDO decomposes the e2e SLA into
partial SLAs and assigns them to each domain con-
troller to meet their part of the SLA. Partial SLAs are
obtained using a decomposition rule that indicates
how the e2e SLA is decomposed per domain, tech-
nology, and provider. For instance, an e2e delay
requirement can be decomposed as the sum of
the delays per domain, while the e2e throughput
can be obtained as the minimum throughput in all
domains. On the other hand, the e2e reliability can
be decomposed as the product of the reliability per
domain. Similarly, the decomposition parameters
related to network design, such as availability, can
be decomposed through different technologies
and operators to guarantee link availability with a
high probability. The importance of each metric
differs depending on the traffic class and should
also be specified in the SLA. For instance, in MBB-
MTC, achieving minimum throughput is more crit-
ical than achieving low latency. In MBBRLLC and
MBBRLLMTC, the importance of throughput is the
same as latency, while in RLLMTC, throughput is
less important than latency.

Step 8: Every domain controller allocates
radio, computing, and storage resources to meet

the partial SLA requirement and creates an NSSI.
If a domain lacks resources, it can collaborate
with others and offload the computing task to a
resource-richer domain. Multi-provider collabora-
tion may involve multiple network technologies
and intra- and inter-domain resource sharing, as
described below.

Step 9: After each domain has created its NSSI,
the InP instantiates the e2e NSI.

A risk model is presented in [5] to find an SLA
decomposition with a higher probability of meet-
ing the e2e SLA in a static network. To adapt the
resources to the service needs, and resource avail-
ability, the decomposition rule should be scaled
to the network condition [6]. If a failure occurs in
a domain, and there are not enough resources in
other domains to serve the task, the provider will
compensate the tenant for the service degradation,
as detailed in the SLA legal aspects specifications.

Resource Provisioning and Management:
After the slice is created, the domain control-
lers send feedback to the CDO regarding their
achieved partial SLAs (FBq, FB,, FB3) in step 10.
The CDO uses this feedback to revise the decom-
position rule if similar requests are received again.
Similarly, the domain controllers interact with the
SPs’ controllers to inform them of the achieved
performance. SPs use this information to revise
their resource provisioning strategies.

Monitoring: The SLA is monitored during the
slice lifecycle. In this process, the collaboration
between providers (step 3) and the price (step 5)
will be revised according to the feedback (FBy)
received by the service broker in step 77. Likewise,
the resource provisioning (step 4), and the decom-
position (step 7) will be revised based on the feed-
back received in step 10.

Evaluation: Finally, the tenant assesses if the
slice has met the service requirements and sends
the tenant satisfaction (TS) to the CDO in step 12.
This feedback is also taken into account by the
CDO to adapt the decomposition rule.

STANDARDIZATION

The proposed architecture aligns well with the
guidelines provided by main standardization
bodies and advances network slicing in multi-do-
main, multi-technology networks to fulfill service
requirements by SLA decomposition. Regarding
the standardization process for multi-domain net-
work slicing, ETSI NFV MANO framework is work-
ing on transitioning from core network slicing
toward peer-to-peer cross-domain orchestration
and management [1]. Existing shortcomings and
recommendations related to multi-domain slicing
are also discussed in [1].
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FIGURE 2. SLA decomposition management and orchestration schemes.

SLA DECOMPOSITION MANAGEMENT AND
ORCHESTRATION ARCHITECTURE

SLA decomposition in multi-domain, multi-tech-
nology networks is a multi-dimensional problem
in which multiple and interdependent aspects
must be addressed. In particular, solving the SLA
decomposition involves the following challenges:
a) heterogeneous requirements that translate into
different SLAs decomposition rules, resource map-
ping, and pricing; b) coordination among different
domains for resource sharing, task offloading, and
routing; ¢) negotiation between multiple providers
with interdependent performance implications;
and d) dynamic management and orchestration
of the SLA decomposition to guarantee the e2e
SLA throughout the slice lifetime.

In the sequel, we discuss three approaches to
solve the SLA decomposition based on centralized,
semi-distributed, and fully distributed implemen-
tation, as shown in Fig. 2. These approaches rely
on our proposed management and orchestration
scheme shown in Fig. 1.

CENTRALIZED SCHEME
The centralized implementation assumes that the
CDO knows the state of the resources in each
domain and thus acts as a central entity to coor-
dinate, decompose the SLA, and manage the
overall resources. The centralized implementation
consists of the following steps.

SLA Decomposition Rule: The CDO adjusts
the decomposition rule to request partial SLAs
from each domain based on the state of their
resources (step 6.1), the price, and the feedback
on previous decompositions (steps 10 and 12).

Offloading Decision Policy: If there is collab-
oration between domains for task offloading, the
CDO will offload the computing task to a rich-
er-resource domain to improve the performance.
Offloading may happen when a domain has insuf-
ficient resources to satisfy the assigned partial
SLA, or when a service has changed its require-
ments and demands more resources temporarily.
In that case, the domain controllers share with
the CDO the new state of their resources (step
6.7). Then, the CDO chooses the appropriate off-
loading policy which includes selection of the off-
loading domain (i.e., RAN, transport, and core),
amount of computing task to be offloaded, and
offloading price.

Resource Management (RM): The cross-domain
coordinator (CDC) indicates to the domain con-
trollers the resource allocation policy and performs

intra-domain and inter-domain routing. The latter
refers to routing the traffic between adjacent domains
while the former refers to routing within a domain.

The CDO can solve the centralized scheme as
the joint optimization of the resource allocation
and inter- and intra-domain routing constraint by
the e2e SLA requirements. However, solving this
problem dynamically as the network evolves is
complex. DRL algorithms such as the actor-critic
framework can be adopted to predict the available
resources in the domains [3]. Existing MANO solu-
tions by 3GPP are mainly centralized [1]. However,
centralized solutions lack scalability, and providers
may not be willing to share information regarding
available resources due to privacy and bargaining
concerns. Besides, it has high overhead due to the
exchange of messages between CDO and control-
lers to update the state of the resources, and the
CDO is a single point of failure. In the sequel, we
assume that the CDO progressively delegates man-
agement and orchestration to the domains toward
a fully distributed implementation.

SEMI-DISTRIBUTED SCHEME

The semi-distributed scheme assumes that the
CDO is aware of the state of the resources in
the domains, but each domain performs resource
management and allocation.

SLA Decomposition and Offloading Decision
Policies: the CDO decomposes the SLA based
on the state of the resources, pricing, and previ-
ous feedback from domains, as in the centralized
scheme.

Resource Management: each domain per-
forms resource management and allocation, and
intra-domain routing. Domains collaborate to solve
the inter-domain routing that achieves the e2e SLA
requirement as in step 7.2.

For a given SLA decomposition, the domain
controllers can solve the resource allocation and
routing distributively. Therefore, the complexity is
lower than the previous scheme and will depend
on the algorithm adopted to solve it. For instance,
multi-agent DRL can be adopted in which domain
controllers collaborate to decide the amount of
communication, computing, and storage resources
allocated per domain. The actions can be taken
sequentially. The RAN controller determines the
resource allocation and the intra-domain routing
and collaborates with the transport controller to
find the most convenient ingress node for the
inter-domain route and bandwidth allocation. Sim-
ilarly, the transport and core controllers collaborate
to solve the inter-domain routing and find ingress

IEEE Wireless Communications « August 2024

11



For a given SLA
decomposition, the
domain controllers
can solve the resource
allocation and routing
distributively. There-
fore, the complexity
is lower than the
previous scheme and
will depend on the
algorithm adopted to
solve it.

and egress nodes. In [8], an inter-domain routing
scheme is presented that considers optimal traffic
volumes for different paths as a result of an itera-
tive auction game.

FULLY DISTRIBUTED SCHEME

The fully distributed scheme assumes that the
CDO has no knowledge of the available resources
per domain and each domain performs resource
management and orchestration.

SLA Decomposition Rule and Offloading: The
CDO decomposes the e2e SLA requirement of the
slice request based on the price and previous feed-
back from the domain controllers but delegates the
offloading decisions to the domain orchestrators
(DOs), as shown in step 7.1. Accordingly, each DO
decides whether to execute its computing task or
offload it to another domain based on the availabil-
ity of resources and cost-efficient considerations.

Resource Management: As in the semi-distrib-
uted scheme, the domain controllers share infor-
mation to manage the resource allocation and find
the best intra-domain and inter-domain paths dis-
tributively in step 7.2.

The complexity and overhead of this scheme
is the lowest, and it is the most reliable since there
is no single point of failure. To solve the resource
allocation, task offloading, and routing distributive-
ly, we can explore federated learning (FL). Each
domain controller trains their DRL model and send
it for aggregation. This way, the domain controllers
can keep data private since only trained models
are shared.

SLA DECOMPOSITION AND OFFLOADING DECISION:
CASE Stupy

We have conducted extensive simulations to illus-
trate the performance of our scheme under dif-
ferent SLA decomposition policies. The goal is to
maximize the reward, which includes throughput,
delay, and cost of serving the users. We consider
four traffic classes (MBBMTC (c = 1), MBBRLLC
(c = 2), RLLMTC (c = 3), and MBBRLLMTC (c =
4)) with different SLA requirements, as summa-
rized in Table 2, and the physical layer models are
described in [3]. The SLA is given in terms of the
minimum throughput (and its weight), maximum
latency (and its weight), reliability, number of
users, and the amount of bandwidth, computing,
and storage resources needed per domain. We
evaluate the performance of four scenarios with
different distributions of initial computing resourc-
es per domain such that:
+ 57% of users were served in scenario 1 due to
a lack of fog computing resources.
+ 70% users were served in scenario 2 given the
low edge computing resources.
+ 43% users were served in scenario 3 due to
limited cloud computing resources
+ 20% users were served in scenario 4 given the
limited fog and cloud computing resources.
Since the scenarios are different based on the
available computing resources, we will refer to the
domains as fog, edge, and cloud domains. The
price per unit of resources is selected to incentiv-
ize every domain to serve its own tasks if it has
enough resources. The fog, edge, and cloud node
cache speeds are 80 Mb/s, 200 Mb/s, and 550
Mb/s, respectively. The network topology has 15

fog nodes, 9 edge nodes, and 6 cloud nodes.

We consider four policies for SLA decomposi-
tion and offloading decisions:

* SLA-Decomp-Off: joint SLA decomposition and
resource sharing (i.e., offloading tasks from a
resource-lacking domain to a resource-rich domain).
This policy results in optimum performance.

+ SLA-Decomp-no-Off: SLA decomposition and
no offloading.

+ SLA-Decomp-sub-Off: SLA decomposition and
offloading to the other domain non-selected in
the SLA-Decomp-Off policy.

+ Fixed-SLA-Decomp-Off: offloading for a given
SLA.

REWARD, COST, AND TENANTS' SATISFACTION

In Fig. 3, we show the reward and cost for RLL-
MTC traffic. We have observed that the other
traffic classes achieve the same trend and thus
are not included for space limitations. We can
see that the SLA-Decomp-Off policy that jointly
optimizes the SLA decomposition and offload-
ing achieves the highest reward in all scenarios
compared with the other policies. In particular,
the SLA-Decomp-Off policy achieves a reward
of up to 2.5, 3, and 6 times higher than the SLA-
Decomp-sub-Off, Fixed-SLA-Decomp-Off, and
SLA-Decomp-no-Off, respectively. We have seen
that the SLA-Decomp-Off policy serves all users,
resulting in 100% tenant satisfaction. Moreover,
the SLA-Decomp-Off policy has the lowest cost
of creating the slice compared to SLA-Decomp-
sub-Off and Fixed-SLA-Decomp-Off when serving
the same number of users. This is because the
SLA-Decomp-Off scheme jointly considers SLA
decomposition, resource allocation, and pricing
in their offloading decisions. On the other hand,
SLA-Decomp-sub-Off offloads to the other domain
non-selected in the SLA-Decomp-Off policy which
is sub-optimal and thus it has a higher cost and
lower reward. Similarly, the Fixed-SLA-Decomp-
Off has a predefined SLA decomposition and
optimizes the selection of the domain which has
inferior performance than SLA-Decomp-Off that
jointly optimizes both. In SLA-Decomp-no-Off pol-
icy each domain serves its tasks without offload-
ing. Thus, if a domain has not enough resources
available (as described in each scenario), it will
serve only a fraction of the users, which results
in a lower cost but also less reward. In scenar-
io 4, since two domains lack resources (i.e., fog
and cloud), the SLA-Decomp-sub-Off policy that
selects a different domain than the edge (optimal
one) results in a zero reward.

SLA DECOMPOSITION AND OFFLOADING
The final SLA decompositions are shown in Table
3 for all traffic classes and scenarios by using the
different policies. We present the decomposition
in terms of the fraction of the e2e delay assigned
to each domain. The minimum e2e throughput
requirement is achieved per domain. The SLA
decompositions are different per scenario and traf-
fic class since the initial resources per domain and
the traffic requirements are different. This translates
into the different amount of resources (radio, com-
puting, and storage) required per domain. First, we
analyze the SLA-Decomp-Off policy. In scenario 1,
the available fog computing resources at the fog
domain (F) are not enough to serve the require-
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ments for any class (c), and thus the tasks are off-
loaded to the cloud domain (C) which results in a
larger portion of the delay (SLA¢) assigned to this
domain. Similarly, in scenario 2, the edge domain
(E) lacks resources and the optimum offloading
decision is also to offload to the cloud domain. In
scenario 3 when the cloud domain lacks resources,
the optimum performance is obtained by offload-
ing to the fog domain. Consequently, SLAf is the
largest. Finally, in scenario 4 the fog and cloud off-
load to the edge which results in a larger fraction
of the delay (SLAf) assigned to the edge domain.
In SLA-Decomp-no-Off policy, the SLA is optimized
without offloading. Since we have assumed that
cloud resources are cheaper than the edge and
fog resources (i.e., cost of cloud resources < edge
resources < fog resources), a higher amount of
resources is allocated to the computing tasks in the
cloud which results in a lower fraction of the delay
in the cloud domain (SLA¢). The offloading deci-
sion of the SLA-Decomp-sub-Off policy is sub-op-
timal, and thus it offloads the computing task of
the resource-lacking domain to the other domain
non-selected in the SLA-Decomp-Off policy. Final-
ly, in the Fixed-SLA-Decomp-Off policy, the SLA is
given, and the offloading decision is the same as in
SLA-Decomp-Off since it is the optimum one. The
reason for this is that the resource-lacking domain
offloads to the lowest-cost resource domain as
long as it has enough resources to serve the off-
loaded computing tasks.

OPEN CHALLENGES AND FUTURE RESEARCH

To achieve sustainable network slicing in 6G net-
works, the following research challenges must be
addressed.

SLA-BASED NETWORK SLICE MANAGEMENT AND
ORCHESTRATION

The heterogeneous traffic requirements and service
characteristics result in SLAs with different struc-
tures, business models, and performance metrics.
Therefore, the translation of service requirements
to SLAs is challenging. Network slice management
and orchestration schemes should be designed
having this heterogeneity in mind. Accordingly,
slice pricing, admission policies, and collaboration
schemes for resource sharing should be defined
per slice-SLA. To achieve sustainable network slic-
ing it is crucial to guarantee the SLA throughout
the slice lifecycle and thus mechanisms to monitor
and detect SLA violations are to be explored. In
this regard, service scaling has been successful in
adapting the resource allocation per slice to traf-
fic priorities [6]. However, further understanding
of the dynamics of per-slice SLA management is
needed to scale the resources proactively.

MuLTI-DOMAIN MULTI-TECHNOLOGY NETWORK SLICING

End-to-end network slicing in multi-domain and
multi-technology networks is challenging due to
varying logical architectures and performance
requirements. As more entities participate in pro-
viding the service, management and orchestra-
tion schemes need distributed solutions that scale
with the number of domains and providers. This
includes solutions for distributed SLA price negotia-
tion, decomposition, monitoring, and collaboration
policies between providers. Moreover, resource
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allocation policies should be aware of the perfor-
mance characteristics of each technology and vary-
ing traffic requirements and ensure slice isolation. A
network slicing scheme that incorporates mmWave
and THz frequency bands for fog computing is pre-
sented in [4]. However, further research is needed
to decompose the SLA through different technolo-
gies based on the application requirements.

SECURE SLA

Distributed network slicing brings security chal-
lenges due to the diversified security vulner-
abilities introduced by multiple stakeholders.
Weerasinghe et al. [14] introduce Secure SLA
(SSLA) to ensure that SPs meet the security and
privacy requirements defined in the SLA in terms
of integrity, availability, confidentiality, and non-
repudiation. The violation of these requirements
could impact the performance of many slices
that share the same infrastructure and thus could
affect the reputation and business model. To this
end, legal aspects should be defined in the SLA to
identify which entity is responsible for reporting
service failures or paying fees. Moreover, further
work is needed to preserve SPs’ private informa-
tion when sharing resources between domains,
such as resource availability and intra-domain
topology. In [15], privacy-preserving end-to-end
network slice orchestration is presented based on
blockchain and a trusted execution environment.
Further research is needed to perform a risk anal-
ysis of achieving the SLA requirements related to
security threats.

CONCLUSION

This article presents a multi-domain multi-technol-
ogy network slicing scheme and SLA decompo-
sition management and orchestration policies. A
comprehensive discussion is included on the chal-
lenges of decomposing the SLA in multi-domain
multi-technology networks to achieve sustainable
network slicing. We elaborate on the different
steps to define, decompose, manage, monitor,
and evaluate SLAs in these heterogeneous net-
works. Then, we discuss centralized, semi-distrib-
uted, and fully distributed implementations of our
proposed scheme and present a case study to
illustrate the performance using typical 6G use
cases. Our results set a benchmark for future
research in this area. Finally, future research direc-
tions and open challenges are highlighted.
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SLA-Decomp-Off

SLA-Decomp-no-Off

SLA-Decomp-sub-Off

Fixed-SLA-Decomp-Off

Scen. ¢  Case | SLA; | SLA; | SLAc  SLA | SLA; | SLAc  Case | SLA | SLA; | SLAc  Case | SLA; | SLA; | SLAC
1 1 F->C 001 028 066 04 04 02 FoE 001 077 018 F->C 001 032 063
2 F5C 001 019 077 05 03 02 F—E 001 077 018 F-C 001 032 064

3 F»C 002 018 074 04 04 02 FoE 002 075 017 F-»C 002 031 061

4 F»C 001 019 077 05 03 02 FoE 001 077 018 F->C 001 032 064

2 1 E>C 029 002 065 04 04 02 ESF 076 002 018 E—C 032 002 062
2 EsC 03 001 067 05 03 02 E>F 078 001 018 E->C 033 001 063

3 E»C 029 0039 063 04 04 02 EsF 075 003 017 E-»C 032 003 06

4 E5C 029 001 067 05 03 02 EoF 077 001 018 E-C 032 001 063

3 1 CoF 055 038 003 03 05 02 C—oE 019 075 003 C—F 063 023 003
2 CoF 057 039 002 03 05 02 CoE 02 076 002 C-—F 063 024 002

3 Co>F 054 038 004 03 05 02 CoE 029 063 004 CoF 062 023 004

4 CoF 057 039 002 03 05 02 C—E 029 066 002 CoF 072 024 002

4 1 FCo>E 001 093 003 03 05 02  — - - —  EC>E 001 093 003
2 FEC>E 001 095 002 03 05 02  — - - —  EC>E 001 095 002

3 FECoE 002 09 004 03 05 02 — - - —  EC>E 002 09 004

4 FECoE 001 095 002 03 05 02  — - - —  EC>E 001 095 002

TABLE 3. The e2e SLA decompositions and offloading decision cases for scenarios 1 to 4.
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