LEAST SQUARES PRECONDITIONING FOR MIXED
METHODS WITH NONCONFORMING TRIAL SPACES

CONSTANTIN BACUTA AND JACOB JACAVAGE

ABSTRACT. We consider a preconditioning technique for mixed meth-
ods with a conforming test space and a nonconforming trial space. Our
method is based on the classical saddle point disccretization theory for
mixed methods and the theory of preconditioning symmetric positive
definite operators. Efficient iterative processes for solving the discrete
mixed formulations are proposed and choices for discrete compatible
spaces are provided. For discretization, a basis is needed only for the
test spaces and assembly of a global saddle point system is avoided.
We provide approximation properties for the discretization and itera-
tion errors and also provide a sharp estimate for the convergence rate of
the proposed algorithm in terms of the condition number of the elliptic
preconditioner and the discrete inf — sup and sup — sup constants of the
pair of discrete spaces. We focus on applications to elliptic PDEs with
discontinuous coefficients. Numerical results for two and three dimen-
sional domains are included to support the proposed method.

1. INTRODUCTION

The Saddle Point Least Squares (SPLS) method and its versions can be
found in [8, 11]. A recent technique, by the same authors, on preconditioning
conforming SPLS discretization is presented in [9]. In this paper, we build
on the work of [8, 9, 11] to obtain a general preconditioning technique for
mixed methods with a possible nonconforming trial space. While applica-
tions of the method can be found in modeling many phenomena that reduce
to well posed mixed variational formulations, we restrict in this paper to
applications for solving elliptic interface problems that are reformulated as
primal mixed formulations. Elliptic interface problems model many prac-
tical problems in material science and composite materials (that are built
from essentially different components, see [3, 13, 23, 25]). In addition, el-
liptic interface formulations appear also in fluid dynamics, modeling several
layers of fluids with different viscosities or diffusion through heterogeneous
porous media [15, 22].

We now present the maim ideas and concepts for the (possible) noncon-
forming discretion and preconditioning of the general mixed problem:
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Given F € V*, find p € @ such that
(1.1) b(v,p) = (F,v) forallvelV,

where V' and @ are Hilbert spaces and b(-,-) is a continuous bilinear form
on V x @ satisfying an inf — sup condition. If a(-,-) is the inner product on
V, then we have that (see [10, 21]) p is the unique solution of (1.1) if and
only if (w = 0,p) is the unique solution to: Find (w,p) € V x @ such that

a(w,v) + blv,p) = (F,v) forall v eV,
b(w, q) =0 for all ¢ € Q,

where F' satisfies a compatibility condition (see (2.3) and Section 2). Thus,
(1.2) is a saddle point reformulation of (1.1).

For finite dimensional approximation, we consider a discrete conforming
test spaces V, C V and discrete trial space My, that in general, might not
be a subspace of (). This is because, for our proposed SPLS method, the
trial space is built from the action of the continuous differential operator B,
associated with problem (1.1), on the test space V}, followed by a smoothing
projection that might have the range outside of the continuous trial space
(). We will assume in this paper that the trial space M}, is a subspace of a
space @ that contains () as a proper closed subspace. Thus, M;, C @), where
Q C Q, and Q is, in most cases, an L? type space. We also assume that
Q and Q have the same inner product and the form b(-,-) has a continuous
extension to V' x Q

Further, we assume a discrete inf — sup condition for the pair (V}, Mp)
and consider the discrete problem of finding (wp, pr) € Vi, x My, such that

(1.2)

(1.3) a(wp,vp) + blop,pn) = (F,vp) for all vy, € V},,
' b(wn, qn) =0 for all ¢, € My,

which, under standard assumptions, approximates the solution (w = 0, p)
of (1.2). As presented in [8], the discrete variational formulation (1.3) is a
saddle point least squares discretization of (1.1), see Section 2.

Due to the nature of the discrete trial spaces M, that we propose (see
Section 2.1), finding bases for the discrete trial space M}, and assembling a
block stiffness matrix for (1.3) can be difficult. To bypass this inconvenience,
one can apply an Uzawa type algorithm that requires the exact inversion
of the operator Aj associated with the inner product a(-,-) on V} from the
first equation of (1.3). In this case, a basis is required only for the test space
V. The action of Agl could be costly, and due to a possible large condition
number k(Ap) (when h — 0), the solver associated with A; ' might not be
accurate. To avoid the exact inversion of Ay, as presented in [9], we consider
a form a(-,-) on Vj, which leads to an equivalent norm on V},, and introduce
a preconditioned discrete saddle point problem: Find (wp,pr) € Vi X My,
such that
(u?h,vh) + b(’l}h,ﬁh) = <F, Q}h> for all vy, € V},

a
(1'4) b(’LDh, qh) =0 for all g5, € My,
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where the action of the operator fl;l associated with the inner product
a(+,-) on Vj, is assumed to be fast and easy to implement.

We will show in this paper that the results of SPLS discretization with
nonconforming trial spaces [8] hold under the preconditioning reformula-
tion. More concretely, we will prove that under standard assumptions, the
proposed SPLS choices for the discrete pairs (Vj,, My,) lead to a good ap-
proximation for the continuous problem, i.e., the component solution pj, of
(1.4) approximates the solution p of (1.1). Furthermore, we will analyze
the convergence of an iterative solver for (1.4) and estimate its convergence
rate.

In contrast with the SPLS work in [9, 11, 12], where both the test and
trial spaces were chosen to be conforming finite element spaces, this paper
considers trial spaces which are nonconforming finite element spaces. This
allows efficient treatment of PDEs with discontinuous coefficients.

The paper is organized as follows. In Section 2, we review notation and
the main considerations for the general nonconforming (nc) SPLS method
as presented in [8]. In Section 3, we describe the general preconditioning
theory, the corresponding discrete approximation theory, and estimate con-
vergence rates for the proposed iterative solver. In Section 4, we apply the
proposed nc SPLS theory to approximating the solution of a model elliptic
interface problem. Numerical results for the n-c SPLS dicretization with
preconditioning are presented in Section 5.

2. THE GENERAL NC SPLS APPROACH

Following [8], we let V and Q be infinite dimensional Hilbert spaces and
assume the inner products a(-,-) and (-,-)5 induce the norms |- |y =[-| =

a(-,)? and | - lg=1"-1=( )32 We denote the dual of V' by V* and

the duality pairing on V* x V by (-,-). With the inner product a(,-), we
associate the operator A : V' — V* defined by

(Au,v) = a(u,v) for all u,v € V.
Next, we let () be a closed subspace of Q equipped with the induced inner

product (from Q).
We assume that b(-,-) is a continuous bilinear form on V' x @) satisfying

b(v,
(2.1) sup sup (v.p)
peQ vev vl lpll

=M < o0,

and the following inf — sup condition on V' x @,

b
(2.2) inf sup (v.p) =m > 0.
PeQ vev [v][Ipl]

With the form b, we associate the linear operators B : V' — Q and
B*: @ — V* defined by

(Bv,q)é2 =b(v,q) = (B*q,v) forallveV, qeQ.



4 CONSTANTIN BACUTA AND JACOB JACAVAGE

Note that the operator B is defined using the inner product on @, while B*
is defined using the duality pairing on V* x V. Hence, B is the Hilbert dual
of A~'B*. Lastly, we define Vj to be the kernel of B, i.e.,

Vo :=Ker(B) = {v € V| Bv = 0}.

We consider problems of the form: Given F € V*, find p € @ such
that (1.1) holds. We note here that for the existence and uniqueness of the
solution of the continuous problem (1.1), we use the trial space ). However,
for discretization purposes, we need to consider the form b(-,-) on V X Q,
where Q is an extension of Q. The existence and uniqueness of (1.1) was
first studied by Aziz and Babuska in [2]. If a bounded form b: V x Q — R
satisfies (2.2) and the data F' € V* satisfies the compatibility condition

(2.3) (F,v) =0 forall velp,

then the mixed problem (1.1) has a unique solution, see e.g., [2, 4]. With
the mixed problem (1.1), we associate the SPLS formulation: Find (w,p) €
(V, Q) such that

a(w,v) + blv,p) = (F,v) for all v € V,

b(w, q) =0 for all ¢ € Q.

The following statement can be found in [10, 21] and is essential in our
approach.

(2.4)

Proposition 2.1. In the presence of the continuous inf —sup condition
(2.2) and the compatibility condition (2.3), we have that p is the unique
solution of (1.1) if and only if (w = 0,p) is the unique solution of (2.4).

2.1. nc SPLS discretization. The nonconforming SPLS discretization of
(1.1) is defined as a (trial) nonconforming saddle point discretization of
(2.4). We consider finite dimensional approximation spaces V;, C V and
Mj, € Q (larger than Q in general) and restrict the forms a(-,-) and b(-, )
to the discrete spaces Vj, x Vj, and Vj, x Mj,. Assume that the following
discrete inf — sup condition holds for the pair (Vj,, Mp,):

b
(2.5) inf  sup blon. pn) > 0.
PhEMn v, v, [on] [lpnll
We define V}, o to be the kernel of the discrete operator By, i.e.,
Vo :={vn € Vu| b(vn,qn) =0  for all g, € My}.

If V40 C Vo, then the compatibility condition (2.3) implies a discrete com-
patibility condition. Consequently, under the discrete stability assumption
(2.5), the problem of finding p; € My, such that

(2.6) b(vn,pn) = (fn,vn) for all vy € Vp,

has a unique solution. In the above equation,

(fryvn) == (F,vp) for all v, € V.
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In general, the compatibility condition (2.3) might not hold on V}, o. Hence,
the discrete problem (2.6) may not be well-posed. In any case, under the
assumption (2.5), the standard discrete saddle point problem of finding
(wh, pr) € Vi x My, such that (1.3) holds has a unique solution. We call the
variational formulation (1.3) the nonconforming saddle point least squares
discretrization of (1.1).

2.2. The discrete spaces. Let Vj be a finite element subspace of V. As
presented in [8], using a simplified notation, we provide two types of general
trial spaces M}, that can be considered for the SPLS discretization. The first
choice for My, the no projection trial space, can be viewed as a conforming
trial space, already investigated in [9, 11, 12]. We review the no projection
trial space here, because it helps analyzing the second choice of Mjp, the
projection trial space.

2.2.1. No projection trial space. We first consider the case when My, is given
by

M, = BV, C Q
In this case, we take Q = @Q and have that Vho C V. As presented in [§], a
discrete inf — sup condition holds:

(2.7) mpp = inf sup (v pn) >0

phEMy o, evy, [Onl loall —

Thus, we have that both variational formulations (2.6) and (1.3) have a
unique solution pp € Mj,. Furthermore, using Proposition 2.1 for the dis-
crete pair (Vy,, My,), we have that (w;, = 0,pp) is the solution of (1.3).

In addition, if p is the solution of (1.1) and pjy, is the solution of (2.6), or
(0, pp) is the solution of (1.3), then from (1.1) and (2.6) we obtain

0 =b(vn,p —pn) = (Bup,p —pn)g for all vy, € V.
Thus, py, is the orthogonal projection of p onto My, which gives us
— = inf — .
Ip=pall = inf, flp =

This result is optimal, and in contrast with the standard approximation
estimates for saddle point problems, it does not depend on my, .

2.2.2. Projection type trial space. Let My, C Q be a finite dimensional sub-
space equipped with the inner product (-,-),. The corresponding induced

norm on My, will be denoted by || - ||. Define the representation operator
Ry : Q — My by
(2.8) (Rap,an)n == (p,an)g  for all gn € M.

Here, Rpp is the Riesz representation of p — (p, Qh)Q as a functional on

(Mp, (-, )n). In the case when (-, -);, coincides with the inner product on Q,
we have that Rj is the orthogonal projection onto My,.
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Since the space M}, is finite dimensional, there exist constants kq, ks such
that

(2.9) killgnll < llanlln < kallgn|  for all g, € My,

We further assume that the equivalence is uniform with respect to h, i.e.,
the constants k1, ko are independent of h. Using the operator Ry, we define
M, as

M, = Ry BV}, C Mh - Q
The following proposition gives a sufficient condition on Rj to ensure the

discrete inf — sup condition is satisfied and relates the stability of the families
of spaces {(Vi, BV3)} and {(V}, RpBV3)}. The result was proved in [8].

Proposition 2.2. Assume that
(2.10) [Rranlln = ¢llanll  for all gn € BV,

with a constant ¢ independent of h. Then Vi, o C Vy. Furthermore, if mp
defined in (2.7) satisfies mpo > co > 0 for some constant cy independent of
h, then

b
(2.11) inf sup bon, pn).

> cmyp = cco > 0.
PREMp v, eV, [vn| |lpnlln

As a consequence of Proposition 2.2, we have that under the assumption
(2.10), both variational formulations (2.6) and (1.3) have unique solution
pr € My, Furthermore, using Proposition 2.1 for the discrete pair (Vj,, Mp,),
we have that (wy, = 0,py) is the solution of (1.3).

Regarding the approximability property of the projection type trial space,
the following proposition was proved in [8].

Proposition 2.3. If p is the solution of (1.1), py, is the solution of (2.6)
(or the nc SPLS solution of (1.3)), and Ry, satisfies (2.10), then

— < (C inf -
lp — pall < qhthHp anll,

where C' =1+ Eil and ¢, k1 are defined in (2.10) and (2.9), respectively.

Remark 2.4. The no projection trial space described in Section 2.2.1 can be
viewed as the special case of the projection type trial space when Ry = I and
the inner product (-,-)n, on My, to be the original inner product on Q =Q.
Thus, in what follows we will consider My, to be equipped with the inner
product (-, -)p for both the no projection and projection type trial spaces.

2.3. An Uzawa CG iterative solver. Note that a global linear system
may be difficult to assemble when solving (1.3) on (Vj, M), = R,BV},),
especially if the operator Ry involves a nonlocal projection. In this case,
bases for the trial spaces M}, might be difficult to find. One can solve (1.3)
and avoid building a basis for M}, by using an Uzawa type algorithm. To
simplify the presentation, we will focus on the Uzawa Conjugate Gradient
(UCG) algorithm. Other Uzawa type algorithms are discussed in [8]. For
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the convergence analysis of the (UCG) Algorithm, we first define Aj, to be
the discrete version of the operator A, i.e., A satisfies

(Apup,vp) = alup,vp)  for all up, vy € Vi,
The discrete operators By, : Vj, = M, and Bj : M, — V;© are defined by
(Brvhs qn)n = b(vh, qn) = (Bpgn,vn)  for all v, € Vi, g € M.

Note that the operator By, is defined using the inner product on My, and not
with the duality on M} x M;,. Also, By, is the Hilbert transpose of Ang,‘;,
i.e., By, = (A;'B;)T . Thus, we can define the discrete Schur complement
Syt My — My, as Sy, = By, Ang;‘L. It is well known that the spectrum of
Sy, satisfies o(Sp) C [m7, M?], where

b
(2.12) myp = inf  sup O pn) > 0,
PhEMi v, eV, [Un] [|Pnlln
and
b
(2.13) My, := sup sup v pn) <M < 0.

pheMy vneVi [Vnl [[Pnlln

In addition, we have that m2, M? are (the extreme) eigenvalues of Sy. It is
easy to check that the pj, part of the solution of (1.3) is the solution of the
normal equation associated with (2.6).

Algorithm 2.5. (UCG) Algorithm

Step 1: Choose any py € M;,. Compute wi € V},, q1,d1 € My, by
a(wi,vn) = (fn,vn) — b(v,po) for all v, € Vi,
(Q1aQ)h - b(wlaq) fO’f' a’” q € th dl = 4dq1.

Step 2: For j = 1,2,..., compute hj, o, pj, wjy1,qjv1, 55, djr1 by

(UCG1) a(hj,vy) = — b(vn, dj) for all vy, €'V,
(45, 4)n
(UCGa) o =—
! b(h;, q5)
(UCG2) pj = pj—1+aj d;
(UCGS) Wi41 = Wy + Qg hj
(UCG4) (gj+1,9)n = b(wj+1,9) for all g € My,
(gj+1,2j+1)n
(UCGH) Bj = —F—5——
’ (g5.45)n
(UCGS) dj+1 = gj+1 + Bjd;.

Note that, if the action of B} does not require an inversion matrix, the
only inversion needed at each step of the algorithm involves the form af(-, -)
in Step 1 or (UCG1). In operator form, these steps become

(2.14)  wy = A, (fn — Bjipo), or h; = —A; ' (Bjd;), respectively.
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In practical implementations of Algorithm 2.5, we will replace the action of
Agl with the action of a suitable preconditioner.

Regarding the convergence of the UCG algorithm, it is well known that
if (wp,pp) is the discrete solution of (1.3) and (wj41,p;) is the j iteration
for the UCG algorithm, then (wj41,p;) = (wn,pp). In the next section, we
investigate the stability and approximability results of Section 2.2 for the
case when af(-,-) is replaced by a uniformly equivalent form af(-, ).

3. A PRECONDITIONING TECHNIQUE

A preconditioning theory for SPLS discretization with conforming trial
spaces was introduced in [9]. In this section, we develop a similar general
preconditioning framework to approximate the solution of (1.1) based on
the preconditioned saddle point discretization (1.4). From the solver point
of view, this corresponds to modifying the UCG algorithm such that the
action of the elliptic operator A,:l on V;* is replaced by the action of a
preconditioning operator P,. From the formulation and analysis point of
view, we replace the original form a(,-) in (1.3) with a uniformly equivalent
form @(-,-) (on V3) that leads to an implementably fast operator A, = Py,

For the rest of this section, we assume that Vi, € V and M, C Q are
finite dimensional approximation spaces satisfying (2.12) and (2.13). We
note that the inner product (-,-), on My, is chosen to satisfy (2.9).

3.1. The preconditioned saddle point problem. First, we introduce a
general preconditioner operator P, : V,* — V}, that is equivalent to A;Ll. We
assume that P, Ay : Vi — Vj, is symmetric with respect to the a(-,-) inner
product and that

(3.1) m3op|? < a(PyApvn, vp) < m3lon|?,

where the positive constants m?, m3 are the smallest and largest eigenvalues
of PyAp, respectively. The assumption (3.1) gives us that the condition
number of Py A, satisfies
2
m

3.2 k(PRAp) = —.
(3.2) (Pdn) = 73

With the preconditioner P, : V;* — V},, we define the form a : Vj, xV), — R
by

(3.3) a(up,vp) = a((PyAp) tup,vp)  for all uy, vy € Vi,
We note that the form a(-,-) is symmetric and that (3.1), (3.3) imply

1 1
(3.4) m—%]th < a(vp,vp) < m—%\vh\Q for all v, € V},.

Thus, a(-,-) is another inner product on Vj, that induces an equivalent
norm on Vj,. Let |vy|p := a@(vp,vn)Y? be the norm induced by the inner
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product a(-,-) and define the operator Ay — Vi by
</~1huh,vh> = a(up,vp)  for all up, vy, € V.
Note that for any up, vy, € Vi, we have that
(Apup,vp) = alup, vp) = a((PyAp)  up, vy)
= (Ap(PoAp) " un, o),
which implies A, = Ay (P,Ay)~" = Ph_l. Hence, we can view a(-,-) as
a preconditioned version of the form a(:,-). The preconditioned discrete
saddle point problem consists of finding (wy, pr) € Vi, X My, such that (1.4)
holds. To simplify the notation, we will drop the ~notation from (wp, pp,).

Thus, for the remainder of this paper, the preconditioned saddle point least
squares formulation is: Find (wp,pr) € Vi, x My, such that

(wp,vp) + bvn,pr) = (Fyup) = (fn,vp)  forall vy € Vy,

a
(3'5) b(wh,qh) =0 for all ¢, € My,

Using that Vj, C V and M, C Q satisfy (2.12) and (2.13), we obtain

b
(3.6) my ;= inf sup M > myimy >0,
PrEMu vyeVi, [vnlP PR lln
and
v b(vh, Pn)
(3.7) My, ;= sup sup —————— < mo My, <mo M.

PREMp v EV) |Uh|P ||ph||h

Hence, the preconditioned saddle point least squares formulation (3.5) has a
unique solution. The Schur complement associated with problem (3.5) is

Sn = By A, ' Bi; = B, P, B,
Solving for py, from (3.5), we obtain

(3.8) Sh o = Bu(PyBy;) pr = B fi.

We call the component pj, of the solution (wp, pp) of (3.5) the preconditioned
saddle point least squares approximation of the solution p of the original
mixed prolem (1.1). Next we discuss about how well p;, approximates p. Due
to the fact that V}, o is independent of the norm on Vj, and the projection Ry,
satisfies the coercivity condition (2.10), we have that if pj, is the solution of
(2.6) (or the nc preconditioned SPLS solution of (3.5)) and p is the solution
of (1.1), then the Proposition 2.3 remains valid. More precisely, we have

— < C inf — ,
lp — pall < qhthHp |

where C' =1+ 521 and ¢, k; are defined in (2.10) and (2.9), respectively.
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3.2. An iterative solver for the preconditioned variational formula-
tion. We use a modified version of Algorithm 2.5 to solve (3.5) by replacing
the form a(-,-) by a(-,-) in Step 1 and (UCG1). With this modification,
we obtain the following (Uzawa) Preconditioned Conjugate Gradient (PCGQG)
algorithm for mixed methods.

Algorithm 3.1. (PCG) Algorithm for Mixed Methods

Step 1: Choose any pg € M;,. Compute wy € V},, q1,d1 € My, by
w1 =Py(fn — Bppo)
@ =Bpwy, dy:=q.

Step 2: For j = 1,2,..., compute hj, o, pj, wjt1,qjv1, 55, djr1 by

(PCG1) by =- Pu(Bidy)
(45, 45)n
(PCGa) aj =— bk, q;)
(PCG2) pj =Dpj-1ta;d;
(PCG3) Wjy1 = wj + oy hyj
(PCG4) gj+1 =Brwjt1,
(PCGH) 8, — (¢j+1,gj+1)n

(45, 95)n
(PCG6) djv1 = gj+1 + Bid;.
Note that only the actions of P, By, and B} are needed in the above

algorithm. For any preconditioner P}, and trial space M}, that is not defined
via a global projection, these actions do not involve inversion processes.

Remark 3.2. Algorithm 3.1 recovers in particular the steps of the conjugate
gradient algorithm for solving problem (3.8). Hence, the rate of convergence
for [lpj —pnllg, or|lpj —pulln depends on the condition number of Sy, which

. G M}
is k(Sp) = mg

The following Theorem discusses the convergence of Algorithm 3.1.

Theorem 3.3. If (wp, pp) is the discrete solution of (3.5) and (wji1,p;) is
the j* iteration for Algorithm 3.1, then

i, — g\
h— Mmp
(3.9) o — pjlls, <2 (M) o — pollg, »
and the following estimates hold:
1 1 1 1
510 I m2 gilln < llpj — palln < mi,%mif g5l
. 2 2
T gl < w1 — whl < o 2 g
M? m% m}% m%
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Consequently, (wjt1,p;) — (Wh,Ph)-

Proof. The convergence estimate (3.9) is a direct consequence of Remark
3.2 and the general convergence result of the Conjugate Gradient algorithm
(16, 24]. Hence, p; — pp. By induction over j, we have that

a(wj,vp) + b(vp, pj—1) = (fn,vn) for all vy € V.
Combining this with the first equation of (3.5) gives us
(3.11) a(w; —wp,vp) = b(vp, pp, — pj—1) for all v, € Vj,.
Note that o(Sy,) C [/n7, M7?]. Hence,
(312)  llalla = (Sha,@)y” < Mallglln  for all g € M.
By substituting vy, = A;lBZ(ph — pj—1) into (3.11),

wj — whp = (Sh(ph — Pj—1);Ph — Pj—1)n = |IPh _pj—1H2§h~

The above equality, (3.4), and (3.12) gives us that

(3.13) mam||pn — pi—1lln < lwj — wi| < maMy||lpn — pi—1lln-

From (PCG4), the second equation of (3.5), and (3.11) we have that

qj = Bhw] = Bh(w] — ’U)h) = Sh(ph —pj—l)'
Thus,

(3.14) i |lpn — pi—1lln < I1Su(on — pi—Dlln = llgjlln < MEpn — pj-1lln-

The inequalities (3.10) follow from (3.13), (3.14), and the fact that
mp, > mpmy and My, < Mmgy. From (3.10), we conclude that w; — wy. O

As a direct consequence of (3.6), (3.7), (3.9), and the formula x(S},) = %—E,

we obtain the following. "

Proposition 3.4. The condition number of the Schur complement
Sy = B P, B}, satisfies

(3.15) /i(gh) < %gﬁé = E(Sh) . K,(PhAh).

oomy, my
Consequently, the convergence rate py, for ||pj — thgh satisfies

My ma
mp M1

My mo ’
mp M1 + 1

pn <
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4. Nc SPLS FOR SECOND ORDER ELLIPTIC INTERFACE PROBLEMS

To illustrate our SPLS discretization with preconditioning technique we
apply the proposed strategy to the second order elliptic interface problem.
Let © C R? be a bounded polygonal domain with {Q; }szl a partition of Q
and n; be the outward unit normal vector to 0€2;. Define I, := 08, NOQ,
to be the interface between 0y and Q,, for 1 < k < m < N. Given f €
L%(Q), we consider the problem of finding u € Hg(Q) such that

(4.1) —div(AVu) = f in ,
with the continuity of the co-normal derivative condition
[AVu-n]r,, = (AxVuy -, + AV, - nm)‘rk =0 forallk <m.

We assume the matrix A is symmetric and satisfies
(4.2) Aminl€? < (A(2)€,8)e < amaz|€*  for all z € Q, € € RY,

for positive constants amin < @mas Where (-, ) and |- |. denote the standard

Euclidean inner product and norm for vectors in R?, respectively. In addi-
tion, the entries could by discontinuous, with possibly large jumps, across
the subdomain boundaries. For the remainder of this section, (-,-) and || - ||
will denote the standard L? inner product and norm for both scalar and
vector functions.

The primal mixed variational formulation of (4.1) we consider is: Find
p = AVu, with u € H} (), such that

(4.3) (p, Vv) = (AVu, Vo) = (f,v) for all v € H} (Q).
To fit (4.3) into the abstract formulation (1.1), we let V' := HYQ),Q =
L*(Q)%,Q := AVV, and define b: V x Q — R by

b(v,q) == (¢,Vv) forallveV,qe Q.
Also, define

(F,v) := (f,v) forallveV.

On V, we consider the weighted inner product

a(u,v) := (AVu,Vov) for all u,v € V.

On Q, we define a similar weighted inner product

1

(P, @)=, A" q) forallpgqe Q.

With these inner products on V' and Q, we have that the operator B :
V = @ is given by
Bv=AVv forallveV.

Hence,

Vo = Ker(B) = {v € V|Bv =0} = {v € H}(Q)|AVv = 0} = {0},
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The continuity constant satisfies

b
M = sup sup 7(2}’ 9 = sup sup 7((1’ Vo)

sequev lUlvillaly  seguev lvlvllala
(¢, AVv)g
=supsup ———~
scqvev [vlvllalg
1AV o] 5

4.4 < I —
44 vl (AV0, Vo)1 72

Also, the inf — sup constant satisfies

o b(v,q)
m= :ﬁ%ﬂe@ v W
(4.5) ! . >
(AVu, Vo)

= inf su > 1.
uev 1,65 (AVu, Vu)l/2 (AVv,Vo)l/2 —
Consequently, the variational problem (4.3) is well-posed and suitable for nc
SPLS formulation and discretization with preconditioning.

4.1. nc SPLS discretization for second order elliptic interface prob-
lems. We take Vj, C V = H{(Q) to be the space of continuous piecewise
polynomials of degree k with respect to the interface-fitted triangular mesh
Trn. We note that while the no projection trial space case is similar with the
work presented in [12], the projection trial space is analyzed using the non-
conforming trial space setting and leads to new stability and approximability
estimates for the discontinuous coefficients (or interface) case.

4.1.1. No projection trial space. Following Section 2.2.1, we define the trial
space as

My, == BV, = AV,
By similar arguments used to show (4.5), we obtain
b
(4.6) mp = inf _bonan) g
an=AVun€Mi v, v, [onlv llanllg

Thus, we do have stability in this case. The discrete mixed variational
formulation is: Find p;, = AVuy, with u, € V}, such that

(4.7) (ph, Vop) = (AVuy, Vug) = (f,vg)  for all vy € V.

The SPLS discretization (1.3) to be solved is: Find (wp,py, = AVuy) such
that

(Ath,VUh) + (ph,vvh) = (f, ’Uh) for all vy, € V},

48) Ay, _0.
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4.1.2. Projection type trial space. We define M, € Q = L*(Q)% to be

N
My, =P AMy,la,,

i=1
where N is the number of subdomains and where each component of Mj, o|q,
consists of continuous piecewise polynomials of degree k with respect to the
mesh Tp,; = Tplo, with no restrictions on the boundary. Two different
options for the projection type trial space are outlined in Sections 4.1.3 and
4.1.5. They will be referred to as type I and type II, respectively.

4.1.3. Projection trial space type 1. We equip M, with the inner product
N
(AGn, Apn)n = Z(Adh, Apr)gq, for all Agn, App € M.
i=1
Here, (-, ')Q Q is the inner product on Q restricted to the subdomain ;.
Using the definition of Ry, given in (2.8), we have that Rjp is the orthogonal
projection of p onto My, with respect to the (-, ')Q inner product. In turn,

this implies Rjplq, is the orthogonal projection onto Mh|gj = AMp 0,
with respect to the (-,-) o inner product. We then define the trial space as

My, == R AV V.

The discrete mixed variational formulation in this case is: Find p; =
R; AVuy, with up, € V},, such that

(4.9) (ph, Vun) = (RhAVup, Vop,) = (f,vy)  for all v, € V.

The nc SPLS discretization (1.3) to be solved is: Find (wp, pr, = RpAVuy,)
such that
(AVwp,Vur) 4+ (pn,Vor) = (f,vp) for all vy, € Vp,

(410) Ry AV, = 0.

4.1.4. Piecewise linear test space. In this section, we discuss the stability
for the family of spaces {(Vj, M},)}, where My, is as outlined in Section
4.1.3. We improve upon the result presented in [8] for the case that the
matrix A is diagonal and has constant coefficients by proving that we have
stability independent of the matrix A. For simplicity, we assume € C R? is
a polygonal domain separated into two subdomains by a smooth interface
I' € Q. The results can easily be extended to IV subdomains as well as
polyhedral domains in R3. We also assume that the triangular mesh 7;, is
locally quasi-uniform. Let {z1,...,zn,:} be the set of all nodes of 7} ; and
assume all triangles adjacent to z;; are of regular shape and their area is
of order h?l In this notation, the mesh size of 7;, = Tp1 U T2 is h =
max{hm, h271, c. ,th,l, hLQ, h272, . ,hNZ’Q}.

We take V}, to be the space consisting of piecewise linear polynomials
with respect to 7; vanishing on the boundary of €. Also, we take k = 1.
Hence, each component of M), o|o, consists of continuous linear piecewise
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polynomials with respect to the mesh T,;. Let {®, ..., @%Ni} be a nodal

basis for Mj,o|a, and assume ‘Fhat <I>§- = ( ;,O)T and <I>§Vi+j = (0, gb;)T for
j=1,...,N;. Here, {¢,..., ¢} } is anodal basis for the space of continuous
piecewise linear polynomials with respect to 73 ;. With this notation, we

note that {A@}};V:ll U {A@?};le is a basis for M. Lastly, we define My,

to be the Gram matrix of the set {A@;}?ﬁl with respect to the (-, ) inner

product and H; := diag (hii, h%,i, cees h?\hz) Let

[ anH, |
o= ]

where aq1, age are the entries of the matrix A.

Lemma 4.1. Under the assumptions of Section 4.1.4, we have that for
1=1,2

(4.11) (Ma,v,7)e < ¢(Div,Y)e  for all v € R*M.
Consequently,
(4.12) <Mgilfy,’y>e > c<D,L-_1’y,'y>e for all v € R2Ni,

where c is independent of h, a11, and aos.

Proof. We will prove the result when ¢ = 1. The case when ¢ = 2 is similar.

2N,
Let v € R?M and define ¢, := Z %@]1-. Note that
j=1
(4.13) (Mayysm)e = (Aansan) = 1Aanlly = > Aanl? 5-
TETH
3
ZVJTQZ)}T
If 7= [21,, 22,, 23, ], then Qh‘T = 33:1 . Hence,
> G+n- 9,
j=1
3 3
(4.14) ||AC]hHiQ <clr| | an Z’Yi + a2 Z’V(%-JFM)T
j=1 j=1

Using (4.13), (4.14), and the fact that each coefficient v, can repeat at most
three times, we obtain

N1 Nl
(May 1, 7)o <c [an Y h3 7 +an Y hi i, | =c (D7),
j=1 j=1

The estimate (4.12) follows from (4.11). O
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We now show that (2.10) is satisfied for the operator Ry, defined Section
4.1.3.

Lemma 4.2. Under the assumptions of Section 4.1.4, there exists a constant
¢, independent of h, a11, and ase, such that

(4.15) |[RrAVVL|n = c[|AVup|lg  for all vy € Vi,

for the type I projection trial space.

Proof. First, note that {A®}, ... ,A@%Nl} and {A®? ... ,A@%NZ} are nodal
bases for My|q, and My|q,, respectively. Define v} := vp|q, for v, € V.

For a fixed AVuy, with vy, € V}, we define the dual vectors G}L € RQNl,G% €
R2V2 by

(G})i == (AVu}, Ad))
(G2); == (AVv, A®?)

= (AVoui,®}) i=1,..,2Ny,
= (AVv2,®3) i=1,..,2Ns,

O

Q
and let
l
Z aiAq)Zl in Q1,
=1
Ry, AV, =

2N,

Thus, a = (a1, ®9,...,asn,) and B (B1, B2, - - -, Ban,) T are solutions to

MA1 o = Gh, and MA2 ﬁ = Glzw
respectively. Using (4.12), we obtain

2N1 2N2
”RhAVUhH%L = Z Qg (A(I)il, CI’jl) + Z Bi Bj (Aq>12>(1)]2')
i,j=1 i,j=1

= (M3lGLGL) +(M)6LGE)
> ¢ (DT'G), Gh), + 2 (D3GR, G

We recall by definition of Hy, H that we have h; 1 = hijyn, 1 fori =1,...,N;
and hi,g = hi_A'_NZ’Q for ¢ = 1, e ,NQ. Thus,

11 Al N12 av}lzlz 8”}112
<D1_ Gh7Gh>e:;hgl [all (3.%,@) + a2 (8y’¢2>

N1 X )

— ovl o

=Y. Y hfeh fan| gt Mﬂai;
i=1 rCsupp(¢}) . .

1))2
> ClHAVUhHQLQ.
Similarly, we can show

<D;1G27G,2L>e > CQHAVU}%H?)%Q
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Thus,
|RnAVLIE = ¢ (|AVORIE, o+ IAVARIZ, o) = el AV 3.
|

As a consequence of Lemma 4.2, equation (4.6), and Proposition 2.2, we
have the following result.

Theorem 4.3. Let Q C R? be a polygonal domain and {1y} be a family
of locally quasi-uniform meshes for Q. For each h, let V}, be the space of
continuous linear functions with respect to the mesh {7} that vanish on 09
and My, be the corresponding projection type I trial space defined in Section
4.1.8. Then the family of spaces {(Vi,, Mp)} is stable.

4.1.5. Projection trial space type II. For simplicity, we present the second
type of projection trial space for the case when N = 1 (no interface). We
consider the following inner product on Mjy:

(A(I)i, A@j)h = 5ij(17 A(I)Z)
Note that

— AP, AD; | = (p, AD,) 5,
(Z (1, AD;) ) (p, A®j)q
which implies Ry, : Q — My, is given by

(p, A®i)g (p, ©;)
Rpp=Y ———JA0; =Y AP,
hp Z 1, Ad;) 0 Z 1, Ad;,) "
by (2.8). For the application to the elliptic interface problem, we simply
apply Ry, locally on each subdomain with respect to the (-,-); inner product

just as in Section 4.1.3. We then define the trial space as
My, := R, AV,

The problem to be solved using the type II projection trial space is identical
to (4.10). Furthermore, a similar estimate holds as in (4.15) with a constant
independent of h, ai1, and ase. Consequently, a version of Theorem 4.3
holds for this type of projection trial space.

5. NUMERICAL RESULTS

We implemented the nc SPLS discretization method with preconditioning
on second order elliptic PDE of the form (4.1). For all examples presented,
) is taken to be a bounded polygonal or polyhedral domain and the test
space Vi, C H}(€2) is chosen to be the space of continuous piecewise linear
polynomials with respect to the quasi-uniform, or locally quasi-uniform,
meshes 7. We use Algorithm 3.1 to approximate the flux AVwu using both
the no projection type of trial space outlined in Section 4.1.1, as well as both
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types of projection trial spaces outlined in Sections 4.1.3 and 4.1.5. Based
on the first inequality of (3.10), we used a stopping criterion of

(5.1) lgjlln < coh®,

on each level of refinement. In Step 1 and (PCG1) of Algorithm 3.1, we
consider the cases when Py is given by the BPX and Multigrid precondi-
tioners [17, 18, 30, 28]. For a thorough analysis of these preconditioners for
elliptic interface problems, we refer to [18, 29, 27].

5.1. Intersecting interface example. For this example, Q = (0,1)x(0,1)
with interface I' := QN {(z,y)| = = 1/2 or y = 1/2} as considered in
[14]. The family of interface-fitted, locally quasi-uniform meshes {7} was
obtained by a standard uniform refinement strategy starting with a uniform
coarse mesh. We computed f such that for

1 if (z,y) € 0,1/2]> U [1/2,1]?

A(z,y) = a(x,y) Iz, where a(z,y) = T
) = alrle whereat) { i (r.9) € 2\ (0.1/2° U [1/2,17),
the exact solution is u(z,y) = a(z,y) ! sin(27z)sin(27y). Table 1 shows
results for the no projection type trial space and BPX preconditioner. Tables
2 and 3 show results for the type II projection trial space using the BPX
and Multigrid preconditioners, respectively. Table 4 shows results for the

type I projection trial space with the BPX preconditioner.

error = [|[AVu — AVuy||

h=2"F c=1/10 c=1/100 ¢ =1/1000
k error | rate it error rate it error rate it
1 7.045 1 | 21.349 1 | 67.209 1
2 3.933 | 0.841 | 3 | 11.918 | 0.841 | 3 | 37.520 | 0.841 | 4
3 2.025 | 0.957 | 7 6.137 | 0.957 | 8 | 19.320 | 0.957 | 9
4 1.020 | 0.989 | 10 | 3.092 | 0.989 | 12 | 9.733 | 0.989 | 13
5 0.511 | 0.997 | 13 | 1.549 | 0.997 | 15 | 4.876 | 0.997 | 16
6 0.256 | 0.999 | 16 | 0.775 | 0.999 | 18 | 2.439 | 0.999 | 19

Table 1: No projection trial space with BPX preconditioner.

error = [AVu — R, AVuy|| 5

h =2"F c=1/10 c=1/100 c¢ = 1/1000
k error | rate | it error rate | it error rate | it
1 4.344 1 |13.162 1 |41.437 1
2 1.743 | 1.317 | 3 | 5.282 | 1.317 | 3 | 16.627 | 1.317 | 3
3 0.599 [ 1.540 | 6 | 1.815 | 1.541 | 8 | 5.710 | 1.542 | 9
4 0.208 | 1.526 | 14 | 0.627 | 1.534 | 18 | 1.971 | 1.534 | 23
5 0.073 | 1.515 | 23 | 0.218 | 1.521 | 32 | 0.685 | 1.525 | 45
6 0.026 | 1.483 | 33 | 0.076 | 1.513 | 54 | 0.239 | 1.517 | 82

Table 2: Type II projection trial space, BPX preconditioner.
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error = [AVu — R AVuy||5

h— ok c=1/10 c=1/100 ¢ = 1/1000
k error | rate | it error rate | it error rate | it
1 4.344 1 | 13.162 1 | 41.437 1
2 1.796 | 1.274 | 3 5.281 | 1.317 | 4 | 16.626 | 1.317 | 4
3 0.620 | 1.535 | 4 1.814 | 1.542 | 8 5.716 | 1.540 | 9
4 0.216 | 1.520 | 7 0.639 | 1.505 | 12 | 1.983 | 1.527 | 20
5 0.076 | 1.509 | 9 0.226 | 1.499 | 15| 0.700 | 1.502 | 27
6 0.027 | 1.512 | 11 | 0.079 | 1.513 | 19 | 0.247 | 1.506 | 32
Table 3: Type II projection trial space, Multigrid preconditioner.
error = [|AVu — R, AVupl|g
h—o k c=1/10 c=1/100 c = 1/1000
k error | rate | it error rate it error rate it
1 5.176 1 | 15.686 1 49.383 1
2 1.258 | 2.041 | 4 3.812 | 2.041 4 12.001 | 2.041 4
3 0.339 | 1.893 | 10 | 1.026 | 1.893 | 12 3.231 | 1.893 | 13
4 0.093 | 1.868 | 24 | 0.281 | 1.868 | 26 0.885 | 1.868 | 31
5 0.025 | 1.877 | 48 | 0.076 | 1.880 | 59 0.240 | 1.880 | 66
6 0.007 | 1.865 | 80 | 0.021 | 1.893 | 107 | 0.065 | 1.895 | 130

Table 4: Type I projection trial space, BPX preconditioner.

5.1.1. Comparison with a different choice of inner product. For the inter-
secting interface problem, we demonstrate the benefit of choosing the weighted
inner product on V = H}(Q2) (See Section 4) as compared to choosing the
inner product ag(up,vp) := (Vup, Vuy,). Table 5 displays results using the
type II projection trial space using this inner product with the Multigrid
preconditioner for the same values of the jump in the coefficients.

error = ||[AVu — Ry AVuy||

h =2k c=1/10 c=1/100 c = 1/1000
k error | rate | it error rate | it error rate it
1 4.344 1 | 13.162 1 | 41.437 1
2 1.975 | 1.137 | 5 | 6.133 | 1.102 | 9 | 19.804 | 1.065 | 13
3 0.638 | 1.632 | 9 | 2.030 | 1.600 | 19 | 6.425 | 1.624 | 43
4 0.227 | 1.487 | 11 | 0.739 | 1.453 | 26 | 2.439 | 1.397 | 68
5 0.080 | 1.510 | 13 | 0.247 | 1.581 | 36 | 0.791 | 1.623 | 101
6 0.028 | 1.524 | 17 | 0.087 | 1.512 | 44 | 0.286 | 1.479 | 112

Table 5: Type II projection trial space with Multigrid preconditioner and
inner product (Vuy, Vup,).

In comparison with Table 3, we see a significant increase in the number of
iterations when this inner product is chosen. This is due to the fact that in
this case the factor x(.Sy), in estimate (3.15), depends on the size of the jump
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in the coefficients. In contrast, using the weighted inner product elimates
the influence of the factor x(Sy) from the condition number.

5.2. 3-D example. For this example, Q C R? is taken to be the unit cube
with interface I' := QN {(x,y,2) |x = 1/2}. We computed f such that for

1 ifex<d
A(z,y,2) = a(z,y, 2)I3, where a(z,y,z) = 1 v %’
c ifx >3,

the exact solution is

w(z, y Z):{cl‘(x—é)y(y—l)z(z—l) ifx<%,
- (z— D@ -Dyy—1z(1-2) ifz>1

Table 6 shows results for the no projection type trial space and BPX precon-
ditioner. Tables 7 and 8 show results for the type II projection trial space
and the BPX and Multigrid preconditioners, respectively. Table 9 shows
results for the type I projection trial space and the BPX preconditioner.

error = [AVu — AVuy|4

h =27k c =100 c = 1000 c = 10000
k error | rate | it | error | rate | it | error | rate | it
1 0.837 1 | 8.337 1 | 83.334 1
2 0.572 | 0549 | 2 | 5.700 | 0.549 | 3 | 56.972 | 0.549 | 4
3 0.320 | 0.838 | 6 | 3.188 | 0.838 | 8 | 31.864 | 0.838 | 11
4 0.165 | 0.953 | 11 | 1.647 | 0.953 | 15 | 16.462 | 0.953 | 18
5 0.083 | 0.987 | 19 | 0.831 | 0.988 | 24 | 8.302 | 0.988 | 29

Table 6: 3D - no projection trial space, BPX preconditioner.

error = [|AVu — R, AVupl|g

h =2k c =100 c = 1000 c = 10000
k error | rate | it | error | rate | it | error | rate | it
1 0.837 1 | 8.337 1 |83.334 1
2 0312 | 1.426 | 1 | 2995|1477 | 2 | 29.774 | 1.485 | 5
3 0.120 | 1.374 | 4 | 1.139|1.395 | 8 | 11.390 | 1.386 | 14
4 0.046 | 1.397 | 8 | 0.414 | 1.458 | 20 | 4.141 | 1.460 | 29
5 0.017 | 1.436 | 13| 0.148 | 1.485 | 32| 1.463 | 1.500 | 57

Table 7: 3D - Type II projection trial space, BPX preconditioner.
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error = [AVu — R AVuy||5

h =92k c =100 c = 1000 c = 10000
k error | rate | it | error | rate | it | error | rate | it
1 0.837 1 ]8.337 1 | 83.334 1
2 0.314 | 1.413 | 1 | 2.995 | 1477 | 2 | 29.777 | 1.484 | 5
3 0.117 114313 |1.139|1.394| 6 | 11.391 | 1.386 | 10
4 0.044 |1 1.400 | 4 | 0.414 | 1.459 | 10 | 4.141 | 1.460 | 17
5 0.016 | 1.451 | 5 | 0.148 | 1.488 | 14 | 1.464 | 1.500 | 28

Table 8: 3D - Type II projection trial space, Multigrid preconditioner.

error = [AVu — R, AVuy|| 5
h =27k c =100 c = 1000 c = 10000
k error | rate | it | error | rate | it | error | rate | it
1 0.837 1 | 8.337 1 | 83.334 1
2 0.294 | 1.511 | 2 | 2.923 | 1.512 | 5 | 29.221 | 1.512 | 5
3 0.078 11920 | 8 | 0.772|1.921 | 13| 7.717 | 1.921 | 18
4
5

0.021 | 1.876 | 16 | 0.210 | 1.881 | 27 | 2.095 | 1.881 | 37
0.006 | 1.871 | 31 | 0.057 | 1.887 | 46 | 0.566 | 1.889 | 71

Table 9: 3D - Type I projection trial space, BPX preconditioner.

5.3. Remarks about the nc SPLS with preconditioning. We observe
for both problems presented that the approximation of the flux is super-
linear for the case of a projection type trial space, and we obtain a significant
decrease in the error when compared to the trial space of no projection type.
Also, the order of convergence for the flux is robust with respect to the jump
in the coefficients for both choices of projection trial spaces.

The number of iterations depends on the size of the jump as well as the
mesh size. According with Remark 3.2 and the estimate (3.15) of Proposition
3.4, the number of iterations of the PCG Algorithm 3.1 depends on the
condition number of the Schur complement of the unpreconditioned problem
k(Sp) and the condition number of the elliptic preconditioner, k(PAp).
From Proposition 2.10, Lemma 4.2, and the estimates (4.4), (4.6), we have

M2
) < = <
K( h)_m%l_c,

with ¢ independent of the jump and the mesh size. For both BPX and
Multigrid preconditioners we used in our numerical tests, according to [29],
we have

Qmin

k(PpAp) < cmin {cd(h), maz } ,
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where cq(h) = |log h|? when d = 2 and c4(h) = h™! when d = 3 (d refers to
the dimension). Combining (3.15) with the above two inequalities we obtain

k(Sh) < C min {cd(h), maz } .

Amin

We also note that a slight dependence on h is also due to the imposed
stopping criterion (5.1).

6. CONCLUSION

We presented a saddle point least squares method with nonconforming
trial spaces for discretization of mixed variational formulations with a fo-
cus on applications to second order PDEs with discontinuous coefficients.
Discretization analysis and preconditioning to other problems requires non-
trivial discrete stability analysis and will be discussed in separate projects.
The proposed method is easy to implement using an Uzawa PCG type algo-
rithm and leads to higher order approximation of the flux when compared
with standard finite element (non-mixed) techniques based on linear element
approximation. The preconditioning of the mixed formulation reduces to el-
liptic preconditioning associated with inner products on test spaces, usually
H?' type spaces.

We plan to further combine the nc SPLS discretization method with
known multilevel and adaptive techniques [1, 5, 6, 7, 10, 19, 20, 26] for
designing robust iterative solvers for more general first and second order
elliptic PDEs or systems of PDEs that are parameter dependent and could
exhibit singular solutions due to non-convex domains or rough coefficients
or data.
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