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Significance Statement 

Information about biomolecular structure is very useful to researchers investigating the 
mechanistic basis of biomolecular function. To enable researchers to assess the reliability 
of biomolecular structural information that is derived from experimental data, a new 
theoretical definition of atomic resolution has been developed. This definition forms the 
basis of a machine learning-based tool called HARP that can be used to measure the 
local atomic resolution of cryoEM maps, as well as the quality of the biomolecular 
structural models derived from such cryoEM maps. To demonstrate the power and utility 
of these conceptually novel approaches, this work demonstrates how they may be used 
to investigate the scientific and social factors that have historically affected the quality of 
cryoEM experiments. 
 
Abstract 
The recent cryoEM resolution revolution has had a tremendous impact on our ability to 
investigate biomolecular structure and function. However, outstanding questions about 
the reliability of using a cryoEM-derived molecular model for interpreting experiments and 
building further hypotheses limit its full impact. Significant amounts of research have been 
focused on developing metrics to assess cryoEM model quality, yet no consensus exists. 
This is in part because the meaning of cryoEM model quality is not well defined. In this 
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work, we formalize cryoEM model quality in terms of whether a cryoEM map is better 
described by a model with localized atomic coordinates or by a lower-resolution model 
that lacks atomic-level information. This approach emerges from a novel, quantitative 
definition of image resolution based upon the hierarchical structure of biomolecules, 
which enables computational selection of the length scale to which a biomolecule is 
resolved based upon the available evidence embedded in the experimental data. In the 
context of cryoEM, we develop a machine learning-based implementation of this 
framework, called hierarchical atomic resolution perception (HARP), for assessing local 
atomic resolution in a cryoEM map and thus evaluating cryoEM model quality in a 
theoretically and statistically well-defined manner. Finally, using HARP, we perform a 

meta-analysis of the cryoEM-derived structures in the Protein Data Bank (PDB) to assess 
the state of atomic resolution in the field and quantify factors that affect it.  
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Introduction 

Cryogenic electron microscopy (cryoEM) has greatly improved our ability to obtain high 
quality structural models of biomolecules (1). In a typical cryoEM study, images of a 
biomolecule embedded in vitreous ice are acquired with a transmission electron 
microscope. Those images are then combined in a single-particle analysis (SPA) to 
generate a three-dimensional ‘cryoEM map’ that contains information about the 
electrostatic potential of the biomolecule (2, 3). Because the electrostatic potential 
depends on the atomic coordinates of the biomolecule, researchers can use a cryoEM 
map to infer those atomic coordinates and create a molecular model of the biomolecule 
being imaged (4). Recent technological and computational advances in cryoEM 

methodology have significantly increased the quality of the cryoEM maps generated from 
SPA, which has consequently increased the accuracy and precision with which atomic 
coordinates are inferred from cryoEM maps (5). This improvement in cryoEM map quality 
is generally described as an increase in the ‘resolution’ of the cryoEM maps—higher 
quality cryoEM maps contain more information about smaller structural features and are 
thus considered to be of higher resolution. In this light, the rapid increase in the ability of 
SPA cryoEM to yield mechanistically useful information about biomolecular structure has 
been hailed as a “resolution revolution” (6). 
 On the other hand, the cryoEM resolution revolution has been coupled with debate 
on the exact relationship between the meaning of ‘resolution’ and the ability to identify 
biomolecular structural information in a cryoEM map  (7). A corollary to this debate is that 
we lack an exact understanding of how the quality of a cryoEM map is related to the 
quality of the inferred structural model. Many metrics that assess, e.g., local map 
resolution (8–13) or map-to-model quality (14–17), have been developed to provide 
insight into these questions (18). Despite that work, it still remains unclear how grounded 
the assignment of atomic coordinates for a biomolecular structural model is in the local 
experimental evidence present in a cryoEM map. The answers to these questions are 
important not just for the structural biologist assessing the quality of their work, but also 
for the researchers who use biomolecular structural information as the basis for 
developing molecular hypotheses and mechanistic models in their own studies (e.g., as 
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highlighted in Ref. (19)). In this work, we have answered these questions by developing 
a theoretical framework to quantify atomic resolution in structural biology experiments, 
and then applying that framework to quantify the quality of SPA cryoEM experiments and 
the reliability of the resulting biomolecular structural models. 
 The major complication addressed in this work is that the meaning of ‘atomic 
resolution’ is itself ambiguous; even amongst structural biologists, there is not a 
consensus on its exact definition (20, 21). In part, this is because the spatial resolution of 
a cryoEM map (i.e., the specific lengths scales covered by the data) and its structural 
information content (i.e., the specific molecular features captured in the data) are two 
distinct concepts that both affect biomolecular structure determination. In the related field 

of optical imaging, the difference between these two concepts is highlighted by the two 
distinct approaches to defining resolution: the Abbe ‘limit’ and the Rayleigh ‘resolution 
criteria’ (22). In the Abbe approach, resolution corresponds to the maximal spatial 
frequency of the object being imaged (e.g., a biomolecule) that is successfully transferred 
into the image. This approach forms the basis of the most common formulation of 
resolution in cryoEM, where the reported resolution of a cryoEM map corresponds to the 
spatial frequency at which the Fourier Shell Correlation (FSC) calculated between two 
independent reconstructions from separate halves of a single dataset (23) crosses a 
statistically defined threshold (24). For clarity, we refer to this formulation of resolution as 
the FSC resolution. In contrast, in the Rayleigh approach, the resolution of an image is 
defined as the extent to which two closely spaced objects may be differentiated from each 
other in the image (22). In any image, objects appear distorted due to effects that are 
captured by the point spread function (PSF) (25), and those distortions can cause objects 
to appear significantly broadened and even to overlap. A Rayleigh-like resolution criterion 
defines a cutoff distance between two objects below which their apparent overlap in an 
image is considered so significant that they cannot be distinguished from one another, 
and above which they are considered to be resolved.  
 The Abbe definition of resolution, which deals with length scales, and the Rayleigh 
definition, which focuses on specific objects, are clearly related (22). Intuitively, for an 
imaging system that captures higher spatial frequencies, the PSF is likely to be narrower, 
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and thus objects in the image should be more easily differentiated. Yet, these two 
approaches are fundamentally different in the questions they seek to answer. In the Abbe 
definition, the resolution of an image is formulated in terms of a conditional limit—all 
imaged features with spatial frequencies below the limit are ‘resolved’ and those above 
are not—yet no consideration is given to the specific identities of the features themselves. 
In the Rayleigh definition, the objects themselves are the focus of a binary question of 
being resolved, yet the definition is limited to only that specific feature; it does not give 
information on other features at different length scales. Both of these approaches are 
valid as definitions for resolution, but the utility of each one depends on the specific 
question being asked.  

 In the context of these two definitions of resolution, the general debate over the 
meaning of ‘atomic resolution’ in structural biology may be easily rationalized. The 
question of atomic resolution is most appropriately asked in the context of the Rayleigh 
definition, since it is a binary question of whether specific structural features (i.e., atoms) 
may confidently be differentiated in the experimental data. In many sub-fields of structural 
biology, however, the standard definition of resolution used by researchers follows the 
Abbe definition (e.g., gold-standard FSC for cryoEM (23), or nominal resolution (dmin) in 
X-ray crystallography (26)). Since biomolecules consist of a hierarchy of localized 
structural features that span different length scales (27), the Abbe resolution has proved 
particularly useful in this context as it specifies a global length-scale limit to which those 
biomolecular structural features can be resolved. Nonetheless, this mismatch between a 
question about specific features (i.e., atoms) that is best asked in the Rayleigh framework, 
and an insightful but tangential answer provided by the Abbe framework is why, in our 
opinion, the definition of atomic resolution for cryoEM has been so contentious. In an ideal 
scenario, the definition of resolution would provide insight into both the resolvability of 
atoms and also the other higher-order structural features present in a biomolecule to 
incorporate the benefits of both frameworks. To the best of our knowledge, no such 
definition has been formulated. 
 In this work, we have developed a new definition of atomic resolution for imaged 
biomolecules that leverages the advantages of both the Abbe and Rayleigh approaches. 
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This definition requires the construction of several length scale-dependent models of the 
imaged biomolecule following the hierarchical description of biomolecular structure (i.e., 
atomic, primary, secondary, tertiary, quaternary structure (27)) (Fig. 1). Individually, each 
model is used to describe the resolvable structural features that are embedded within the 
experimental data at that length scale by utilizing a separate Rayleigh resolution criterion 
for each hierarchical level. A probabilistic inference framework is then used to relate how 
well these models match the latent structural information present in the experimental data 
(28). For a dataset that contains spatial information on a particular structural feature, a 
‘higher-level’ model with less spatial information will not account for the observed 
complexity of the data, while a ‘lower-level’ model with more spatial information will 

contain more complexity than the data contains. The optimal model is the one whose 
complexity best matches the spatial information present in the data. Crucially, since the 
ability to resolve biomolecular structural features on one length scale (e.g., the atomic 
level) necessitates the ability to resolve biomolecular structural features on all larger 
length scales (e.g., the primary- and secondary-structure levels), selecting the most 
optimal model from this hierarchy enforces an Abbe-like conditional dependence on 
length scale. Thus, our framework combines the benefits of both the Abbe and Rayleigh 
approaches into a scale-dependent, hierarchical probability measure of resolution that 
quantifies biomolecular structural features across multiple length scales. While the focus 
of this work is primarily an application of this framework to cryoEM maps, it is worth noting 
that our definition of a probability measure for resolution operates in a relatively 
technique-agnostic manner. 
 Using this scale-dependent hierarchical resolution framework, we have defined 
atomic resolution for SPA cryoEM experiments as the condition when atomic-level 
features provide a better description of the latent structural information embedded in a 
cryoEM map than do higher level features (Fig. 1). This approach enabled us to define a 
probability measure for atomic resolution, !, and we have implemented a machine 
learning-based approach to calculate ! for local regions of a cryoEM map, which we call 
hierarchical atomic resolution perception (HARP). In addition to locally quantifying 
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whether atomic resolution has been achieved, HARP determines whether the structural 
model associated with a cryoEM map is justified given the evidence in the experimental 
data. Therefore, HARP also acts as an approach to map-to-model validation. With those 
capabilities in mind, we used HARP to quantify the distribution of local atomic resolution 
for each of the cryoEM-derived structures and maps deposited in the protein databank 
(PDB) (29) and electron microscopy databank (EMDB) (30). Using a statistical model to 
interpret these distributions, we extended the results of HARP to perform a meta-analysis 
of the state of cryoEM structural biology (31), and explored several of the intrinsic 
scientific and social factors that affect biomolecular structure quality. These insights from 

an extensive evaluation of the entire field not only provide a practical, applied validation 
of HARP, but also highlight the power and flexibility of the concept of scale-dependent, 
hierarchical resolution. 
 
Results and Discussion 
The profile of isolated atoms in cryoEM maps 

To quantitatively determine how well a cryoEM map captures biomolecular structural 
information, we first sought to understand how individual atoms are represented in a 
cryoEM map. When using a microscope, the PSF (or its Fourier transform, the contrast 
transfer function (CTF)) determines how an imaged point-like object is captured in the 

Figure 1. A hierarchy of structural models that define cryoEM maps at different levels of 
biomolecular structure over a range of length scales. Schematic showing the structure of a 
biomolecule (a monomer of apoferritin, PDB ID: 7A4M) with four levels of biomolecular structural 
features spanning a range of length scales. These levels may be described by corresponding 
models !!s with characteristic image-profile widths "!s, where lower values of i denotes models 
with increasing spatial information on the structure of the biomolecule. 
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resulting two-dimensional micrograph (25). Given the resolving capabilities of a 
transmission electron microscope, however, atoms do not appear as point-like objects in 
two-dimensional cryoEM micrographs. Instead, they have a broad profile that results from 
the image formation process of an electron beam interacting with those atoms in the 
vitreous ice-embedded biomolecule (32–34). Using this knowledge, in this section we 
elucidate how atoms appear in the three-dimensional cryoEM maps that are 
reconstructed from such two-dimensional micrographs in SPA cryoEM. 
 Under the projection assumption, the weak phase object approximation, and the 
isolated atom superposition approximation (32–34), atoms in an ‘ideal’ (i.e., perfectly 
detected and CTF-corrected) electron micrograph would appear as two-dimensional 

Gaussians that represent the square of the electrostatic interaction potential between the 
atoms and the incident electron wave used for imaging (see Supporting Information). In 
the absence of any experimental sources of heterogeneity, a SPA using many such ideal 
micrographs and the projection-slice theorem (35–38) would yield a three-dimensional 
cryoEM map in which the ‘profile’ of an atom is represented by an isotropic three-

dimensional Gaussians with a width of "!"#$%& ≈ 0.056	Å—a number that is largely 

independent of the specific element being imaged (at least for neutral atoms of the 
elements that are typically found in biomolecular structures, i.e., H, C, N, O, P, S) (Fig. 
S1). This theoretical profile width is consistent with the image formation process of a 
transmission electron microscope where the incident planar wave of electrons is primarily 
scattered by the electron-shielded electrostatic field of the atomic nuclei (2); however, 
from a practical point-of-view, this width is surprisingly small and it is immediately obvious 
that this is not achieved in real experimental situations. 
 Indeed, the profiles of atoms in an experimentally derived cryoEM map appear to 
be broadened further than in the ideal, theoretical case. One major cause is that a cryoEM 
map contains information from thousands of individual, vitrified molecules. While these 
molecules are assumed to be perfectly static in the vitrified ice, in reality they undergo 
conformational dynamics both before and after vitrification (39–41). The reconstructed 
cryoEM map is therefore broadened by ensemble averaging of the conformational 
heterogeneity between different molecules in the SPA reconstruction, and temporal 
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averaging of the molecular motions of the individual molecules during imaging. 
Regardless of the source, the effect of this averaging on the cryoEM map may be 
described, at first approximation, by a broadening of the profile of each atom by a 
distortion factor (DF). As a result, atoms in the reconstructed cryoEM map can be 
represented by a broader isotropic Gaussian with a width, "', given by "'( = "!"#$%&( + ")*( , 
where ")* represents the amount of DF-induced broadening. While the term DF is similar 
to the atomic displacement parameter or B-factor (42), it is meant here to encompass a 
broader range of effects, such as errors in the SPA reconstruction due to misestimation 
of particle poses in micrographs. The smallest possible value of ")* is achieved when the 
broadening of atomic profiles in the cryoEM map occurs only due to thermal motions of 
the atoms in the vitrified ice (i.e., with no errors in reconstruction or conformational 
heterogeneity). To approximate this situation, we calculated the DF for the best-case 
scenario that arises for a well-behaved, plunge-frozen crystal of metmyoglobin at 80 K 

with an overall B-factor of 5 Å2 (43). In this case, we found that "' ≈ 0.24	Å (Fig. S1). 
Thus, the expected profile width of an atom in a cryoEM map under the most ideal 

experimental conditions for a biomolecule is almost an order of magnitude larger than the 

ideal profile width (i.e., 0.056	Å), and is primarily determined by the distortions in the 
experimental sample (as described by ")*) instead of the distortions due to imaging (as 
described by "!"#$%&). 

 
Atomic profile widths in experimental cryoEM maps 

Due to the other sources of DF-based broadening that occur in real cryoEM experiments, 
the value of "' should be even larger than our best-case scenario estimate. To 
understand exactly how broad the profiles of atoms in an experimental SPA-derived 
cryoEM map are,  we calculated the optimal global value of "' for several cryoEM maps. 
Using atomic coordinates from the corresponding structural models for these cryoEM 
maps, we constructed models of the cryoEM maps (/') by centering individual, isotropic 
three-dimensional Gaussian densities with the same characteristic global value of "' at 
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each atomic position. Subsequently, we calculated the probability, !(1 ∣∣ /', "' ), that the 
/' model with a global atomic profile width "' explains the latent structural information in  
the experimental cryoEM map, 1 (see Supporting Information). These probabilities are 
calculated in a way that is independent of the scale, background, or noise by using a 
previously developed mathematical framework for analyzing the latent structural 
information in high dimensional datasets (28), thereby removing the dependence on 

Figure 2. Isotropic image-profile widths for atoms in cryoEM maps. a) Probability 
distributions for the global, Gaussian image-profile widths ("") for atoms in four cryoEM maps at 
different FSC resolutions (the PDB ID for the structural models are shown for each). The peak for 
these distributions is shown with the grey vertical line and corresponds to the most probable 
values of "" for each map. b) Illustration showing the densities for two two-dimensional Gaussians 
separated by a certain distance (in this case, the length of a C-C single bond) with different ""s. 
As "#$ for these Gaussians is increased, the two Gaussians slowly merge untill they cannot be 
distinguished, thereby signifying a loss of resolution by the Rayleigh definition. 
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parameters that vary greatly between different cryoEM maps due to the SPA 
reconstruction process (see Supporting Information for further details). Using this 
approach, we investigated four previously published cryoEM maps that span a range of 
reported FSC resolutions from 1.22 Å to 4.8 Å, and calculated !( 1 ∣∣ /', "' ) for a range 
of different "' values to identify the most probable "' for each cryoEM map (Fig. 2a) (44–
47). In these four cases, the most probable "' trends with the FSC resolution of the 
cryoEM map. Notably, for the best (i.e., lowest value) FSC resolution cryoEM map 
(apoferritin at a reported FSC resolution of 1.22 Å, PDB ID: 7A4M (44)), we found that 

"' = 0.31	Å, only ~30% higher than our estimate for the lowest experimentally achievable 

"' (i.e., 0.24	Å). This shows that by using well-behaved samples along with state-of-the-
art equipment and reconstruction algorithms, it is possible to achieve ideal imaging 
conditions in a cryoEM SPA experiment.  
 While this performance is expected for the best FSC resolution cryoEM maps, it 
was surprising to us that the cryoEM maps with a higher value of FSC resoution (e.g., 
with a reported FSC resolution of 4.8 Å) also had well-defined peaks in the plots of 
!( 1 ∣∣ /', "' ) vs. "' (Fig. 2a). This meant that the atoms in these cryoEM maps can still 

be defined as relatively narrow Gaussians under these conditions. By obtaining a definite 
value of "', we had effectively determined the PSF for these cryoEM maps, and thus 
seemed to have ‘super-resolved’ the atomic coordinates within them. Therefore, this 
calculation appears to have obtained atomic-level information from cryoEM maps with 
FSC resolutions so poor that they conventionally are not believed to contain such 
information. The seeming contradiction is resolved by considering the hypothetical 
images of two atoms separated by a fixed distance. As ")* increases, the profiles of the 
two atoms begin to overlap to the point where the atoms are no longer distinguishable in 
the image, which causes a loss of resolution by the Rayleigh definition (Fig. 2b). Even in 
this situation, however, the profile widths ("') can still be accurately estimated if the 
atomic coordinates are already known. When estimating the global "' values for the 
different cryoEM maps in Fig. 2a, the calculation of !(1 ∣∣ /', "' ) assumes the atomic 
coordinates deposited into the PDB are ‘true’, and thus we were able to estimate "' 
conditioned upon knowledge of the ‘true’ atomic coordinates. Yet the deposited atomic 
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coordinates were inferred from cryoEM maps, which may or may not have contained 
sufficient atomic-level latent information to enable accurate inference of those atomic 
coordinates. By including presumed prior knowledge about atomic coordinates in the 
calculation of !(1 ∣∣ /', "' ), we could always find an optimal global "' value and thus 
access atomic-level information, regardless of whether such information was present in 
the cryoEM map in the first place. 
 While it is clear that using the /' model to obtain the optimal global "' value does 
allow us to extract some atomic-level information from a cryoEM map (Fig. 2a), that 
information is only reliable when it comes from cryoEM maps where the atomic 
coordinates can be specified with a high degree of certainty. Understanding the certainty 

with which atomic coordinates can be specified from the evidence present in a cryoEM 
map requires a comparison with a quantitative description of what a cryoEM map looks 
like when atomic-level information missing (see below and Fig. 1). Fortunately, 
biomolecular structural features exist in a hierarchy across several different length scales 
(27) and atomic coordinates are not needed to describe, e.g., the location of a residue or 
a secondary-structure element.  
 
A hierarchy of models to describe cryoEM maps at different length scales 
In order to quantify how cryoEM maps appear both with and without atomic-level 
structural information, we defined a hierarchy of models to represent the spatial 
information present in a cryoEM map at different ‘levels’ of biomolecular structure (i.e., 
different length scales) (Fig. 1). These hierarchical models are referred to as /+, where 
/' is the model for atomic-level information, /, is the model for residue-level, and higher 
/+’s are for information at larger length scales, such as the secondary- and tertiary-
structure levels. While ‘intermediate’ levels may be created through various coarse-
graining schemes (48), we have not explored these in this work.  
 Similar to /', we defined a residue-level model /, for the case where the 
individual atoms comprising the biomolecule imaged in a cryoEM map are not resolved, 
and the cryoEM map is best explained with spatial information encoded at the residue 
level (Fig. 1). To account for the absence of atomic location information in /,, we 
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represent each residue by collapsing the atoms of that residue into the residue center-of-
mass and placing an isotropic, three-dimensional Gaussian of width ", at that center. 
Similar to our treatment of "' for /', we sought to estimate the value of ", that would be 
experimentally observed under ideal imaging conditions. In the previous section, we 
found that a cryoEM map of apoferritin with a very low value of FSC resolution (PDB ID: 
7A4M (44)) nearly achieved our theoretical estimate for the minimum experimental value 
"', and thus represented some of the most ideal cryoEM imaging conditions to date. We 
therefore used this cryoEM map and the corresponding /, structural model to estimate 
a lower-bound on ",. By modeling all the residues in this structure with a global value of 
",, we were able to calculate the probability, !(1 ∣∣ /,, ", ) that the /, model with a global 

residue profile width ", explains the latent structural information in the cryoEM map, 1 
(see Supporting Information). By varying the value of ",, we found that the most probable 

value for this cryoEM map was ", = 0.75	Å (Fig. S2). We expect this value of ", is close 
to the lower bound for all experimentally observed ",s, which will otherwise be larger than  

0.75	Å due to distortions from the imaging and reconstruction process (e.g., molecular 
heterogeneity). 

 While this work primarily focuses on a comparison between /' and /, (see 
below), we note that the higher levels of the hierarchy of models can be defined using 
similar approaches. For example, /( represents the situation where secondary structure 
elements (e.g., ɑ-helices in proteins, or B-form double helices in nucleic acids) can be 
identified in a cryoEM map, but the individual residues within a secondary structure 
element cannot be differentiated (Fig. 1). CryoEM maps that are best explained by /( 
thus encode spatial information at this secondary-structure level. However, secondary 
structural elements exhibit significant anisotropy, and thus /( requires a significantly 
more complicated distribution than an isotropic, three-dimensional Gaussian distribution 
for the image profile of these secondary structure elements. Similarly, /- represents the 
situation where an entire biomolecule or the individual subunits of a multimeric complex 
can be identified in a cryoEM map, but the individual secondary-structure elements 
cannot be differentiated (Fig. 1). Higher order /+, or models containing fractional 
definitions of structural elements, may be defined for more complex biomolecular 
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structures. 
 When properly specified and arranged, the hierarchical nature of these models 
means that if the experimental data is resolved at one level of the hierarchy, then it is also 
resolved at all higher levels. In this sense, for ‘high-resolution’ techniques like cryoEM 
that routinely report on atomic positions, exact definitions of the highest-level models are 
not always necessary because they will follow from the lower-level models (e.g., residue-
level) that are effectively always resolved in practice. While rigorous anisotropic 
definitions of those higher-level models are beyond the scope of this work, they would be 
very useful for ‘low-resolution’ structural techniques, such as small-angle X-ray scattering 
(49) or video-rate atomic force microscopy (50).  

 
Defining the resolution limits of the hierarchy of models 

Having defined a hierarchy of models to describe cryoEM maps at different length scales, 
we used this idea to develop a new definition of resolution and quantify the amount of 
biomolecular structural information contained within a cryoEM map. Specifically, we 
sought to calculate whether a cryoEM map had achieved atomic resolution by determining 
whether /' explains the latent structural information within a cryoEM map better than all 
of the other models in the hierarchy. However, a fair comparison between the levels in 
the hierarchy of models requires that we assess the ability of each level to describe the 
cryoEM map only across the length-scale regimes that each can be considered to be 
resolved. As seen in the case of increasing "' for /' (see above) (Fig. 2B), defining these 
length-scale regimes is equivalent to creating an independent Rayleigh-like resolution 
criterion for each of the /+ levels of the hierarchy of models. The result is a set of 
resolution criteria that describe when a structural feature on a particular level can be 
considered ‘resolved.’ Because these Rayleigh-like resolution criteria define the length 
scales over which their respective /+ are applicable, they thus enforce the structural 
hierarchy of the models.  
 For levels of the hierarchy of models that have isotropic structural features, these 
resolution criteria are effectively defined by a maximum image profile width (i.e., "+./0 for 
the model /+). Each "+./0 ensures that the spatial length scale of the /+ level does not 
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expand past the point where its structural features transform into the features of a higher-
level model (Figs. 1 and 2). For example, "'./0 represents the cutoff below which /' 
contains atomic-level spatial information; and above which /' has grown to the point 
where it no longer contains the atomic-level spatial information it is meant to describe, but 
instead contains only residue-level and higher spatial information. Thus, by enforcing the 
"+./0 cutoffs, this hierarchy of models with Rayleigh-like resolution criteria creates a 
natural separation between the different length scales of biomolecular structure. 
Importantly, in this framework, a cryoEM map is then resolved along a hierarchical set of 
the /+ (given by 7 = {/+}). Determining which level of 7 best captures the spatial 
information present in a particular cryoEM map then determines the best resolved 

structural features, and thus quantifies the resolution of the cryoEM map. 
 For our hierarchy of models, we propose that the Rayleigh-like resolution criterion 
for two structural objects described by three-dimensional isotropic Gaussians 
corresponds to the cutoff point where a shell encompassing 50% of the Gaussian density 
of one object intersects the center of the density for the other object (Fig. 2b). Thus, two 
objects separated by a certain distance are resolved when the 50% density shell for one 
does not go past the center of the density for the other. This definition sets the maximum 
image-profile width ("+./0) for which two such objects separated by a given distance may 
still be considered resolved. According to this definition, the relative value of the three-
dimensional density at the midpoint between two objects at this Rayleigh-like resolution 
criterion cutoff point is 0.744, which is very close to the generalized Rayleigh criterion 
cutoff value of 0.735 for point objects in two-dimensional optical microscopy (22). 
 For the isotropic Gaussian-distributed atoms in /', we have chosen a reference 
distance for the 50% overlap to be the length of a carbon-carbon (C-C) single bond (1.53 
Å in saturated hydrocarbons) (51), which we expect to be the majority of the covalent 
bonds in a biomolecular structure. For two atoms separated by this distance, the 50% 

overlap occurs when " = 0.999	Å, leading us to set a cutoff "'./0 = 1.0	Å for all atomic 

profiles in /'. Surprisingly, this value of "'./0 is larger than the best-case scenario value 

of ", that we determined earlier (", = 0.75	Å). This suggests the residue-level model of a 
biomolecule may serve as a relevant description of biomolecular structure even under 
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conditions where atoms are resolved, and thus that the detection sensitivity and/or signal-
to-noise ratio of the cryoEM map, rather than a frequency cutoff, determines which is a 
better description under these conditions. 
 Similarly, we proceeded to use our Rayleigh-like resolution criterion to define a 
cutoff ",./0 for /,. Unfortunately, using the same approach we took for /' of using the 
C-C bond as a reference distance is more complicated in this case, as there are several 
unique circumstances under which two nearby residues can be separated. For instance, 
the typical distance between nucleic-acid residues stacked in a B-form helix is 3.4 Å, the 
typical Cɑ-Cɑ distance between consecutive amino-acid residues in a protein is 3.8 Å (52), 
and the typical distances between the two strands in a β-sheet or ɑ-helix are 4.7 Å and 

5.4 Å, respectively (27). Fortunately, the fact that all these values are close to each other 
means any of them would be appropriate for defining ",./0, and that the optimal choice 
depends on the context in which we are employing /,. A key strength of our general 
hierarchy of models is the flexibility that enables researchers to customize their model 
definitions and constraints for different experimental situations. To define a ",./0 for our 
work here, we calculated the distance to the closest residue for each residue in all of the 
cryoEM-derived biomolecular structures in the PDB with reported FSC resolutions of less 
than 8 Å (see Methods and Materials for further details). On average, this center-of-mass 
to center-of-mass distance was 4.31 Å (Fig. S3). Taking this as the reference distance for 
/,, we see that the 50% overlap condition between two three-dimensional isotropic 

Gaussians separated by this distance occurs for a Gaussian width of " = 2.80	Å. Thus, 

for /,, we have used a cutoff ",./0 = 2.80	Å. Notably, the ease with which we defined the 

cutoff width and thus the resolution criteria for /' and /, comes from the fact that both 
use image models that are three-dimensional isotropic Gaussians. Anisotropic image 
models, such as those associated with high-order /+s, will require more complex 
resolution criteria. 
 
The framework for hierarchical atomic resolution perception (HARP) in cryoEM 
Having defined the resolution limits for "' and ", that characterize the Rayleigh-like 
resolution criteria for /' and /,, we used Bayes’ rule (53, 54) to calculate a probability 
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measure of atomic resolution, !(/' ∣∣ 1, 7 ), which is the probability that a particular 
experimental cryoEM map, 1, provides the most evidence for containing the atomic-level 
spatial information described by /' given our hierarchy of models, 7 (see Supporting 
Information for details). Notably, while other variations of 7 can be developed and used, 
our results here are conditionally dependent upon our specific definition of 7 = {/', /,}. 
Because this approach is based upon a machine learning-based quantification of the 
latent structural information within the cryoEM map, we call this calculation hierarchical 
atomic resolution perception (HARP). In a HARP calculation, !(/' ∣∣ 1, 7 )	measures the 
balance of atomic- versus residue-level resolution; when !(/' ∣∣ 1, 7 ) ≈ 1, the cryoEM 
map has the most evidence to support /', and when !(/' ∣∣ 1, 7 ) ≈ 0, the cryoEM map 

has the most evidence to support the other levels of the hierarchy (in this case just /,). 
Therefore, !(/' ∣∣ 1, 7 ) is a quantitative measure of atomic resolution for a high-
resolution cryoEM map. 
 Atomic resolution is not expected to be constant across different regions of a 
cryoEM map for a variety of reasons. For instance, since SPA cryoEM maps are 
generated by reconstructing a three-dimensional map from a large number of individual, 
two-dimensional micrographs (35–38, 55), poor angular coverage of the molecules 
imaged in those micrographs limits isotropic resolution in the reconstruction (4). Similarly, 
the ensemble averaging of the conformational heterogeneity can lead to local regions of 
the cryoEM map containing different amounts of spatial information (56). With this in mind, 
we noted that the HARP comparison of just /' and /, resulted in our particular 7 being 
granular down to the residue level, and therefore neighboring residues would contribute 
independently to the calculation (28). Thus, local variations in atomic resolution could be 
captured using this approach. 
 Therefore, we calculated ! ≡ !(/' ∣∣ 1, 7 ) for the local region around each 
individual residue imaged within a cryoEM map (see Supporting Information). By 
quantifying whether each particular residue of a biomolecule is imaged at atomic 
resolution, the resulting set of !s yields the distribution of spatial information present 
across the entire cryoEM map. Furthermore, the arithmetic mean of this set, !=, describes 

the state of atomic resolution for the whole biomolecule, and can be interpreted as the 
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extent to which any given residue in the cryoEM map of the biomolecule exhibited atomic 
resolution. For example, a value of != = 0.1 can be interpreted as 10% of the residues in 
the cryoEM map encoding spatial information at the atomic level. Therefore, != = 0.1 
corresponds to a ‘low resolution’ cryoEM map relative to one with a value of != = 0.85, 
which can be interpreted as 85% of the residues encoding atomic-level information into a 

relatively ‘high resolution’ cryoEM map. 
 
>	accurately captures atomic resolution for SPA cryoEM 

The ability to quantify the level of atomic resolution achieved by each residue in a 
biomolecular structure provides the opportunity to analyze the factors that influence the 
distribution of	! within each structure. Thus, instead of using HARP to just calculate an 
average != for each structure, we quantified the distributions of ! across sets of structures 
using statistical modeling (Fig. S4). In this statistical model, each residue in a structure 
can either succeed at achieving atomic resolution (i.e., /' is the better description of the 
residue in the cryoEM map) or fail (i.e., /, is the better description). The entire HARP 
calculation for each individual structure can then be considered as a collection of Bernoulli 
trials, one for each residue, where the probability of successfully achieving atomic 
resolution was unknown and could subsequently be inferred (53, 57) (see Supporting 
Information). We mathematically described the inferred probability of success for these 
Bernoulli trials with a beta distribution, where the parameter ? denotes the amount of 
success (i.e., the effectiveness of /'), and @ denotes the amount of failure (i.e., the 
effectiveness of /,) (53, 57). Because the values of ? and @ for each structure were 

unknown, we quantified the distributions of atomic resolution within a group of structures 
(e.g., all available structures with reported FSC resolution between 3.0 Å to 3.1 Å) by 
inferring the distributions of ? and @ within that group  (see Supporting Information). As 
discussed below, quantifying these distributions within judiciously chosen groups of 
structures enabled this statistical modeling to provide insight into the underlying factors 
that govern atomic resolution for cryoEM-derived structures. 
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 Using HARP and this statistical model, we analyzed the distributions of atomic 
resolution for all pairs of cryoEM structures and cryoEM maps deposited in the PDB (29) 
and EMDB (30) that had a reported FSC resolution less than 8 Å (a total of 12,470 
structures; see Methods and Materials). The first step of this statistical modelling process 
was to run HARP on each of these structures. These HARP calculations took roughly one 

minute per structure and about half a day in total to complete all when run in parallel on 
a 20-core desktop computer. We subsequently used these calculations to investigate the 
relationship between atomic resolution as calculated by HARP and the reported FSC 
resolution of the cryoEM maps. We analyzed sets comprising all of the cryoEM maps with 
a particular FSC resolution, and estimated the average value of !, ⟨!⟩, for these sets of 
cryoEM maps as a function of FSC resolution (Fig. 3; left). We also calculated the 
corresponding distributions of ? and @ for these sets as a function of FSC resolution (Fig. 
3; right). Roughly, the average value of ?, ⟨?⟩, captures how ‘atomic’ the cryoEM map 
appears, whereas the average value of @, ⟨@⟩, captures how ‘residue’-like or ‘blob’-like 
the cryoEM map appears. Notably, a cryoEM map being atomic-like or residue-like are 
not mutually exclusive conditions. As expected, ⟨!⟩ increased monotonically with 

Figure 3. Dependence of ⟨$⟩ on the reported FSC resolution. (left) The value of ⟨&⟩ for subsets 
of cryoEM maps at a reported FSC resolution (blue) along with a predictive linear model (black) 
which shows the phases of low atomic resolution (FSC resolution > 5.0 Å) and intermediate atomic 
resolution (FSC resolution < 5.0 Å). ⟨&⟩ saturates below ~1.5 Å, where full atomic resolution is 
achieved. Linear equations for the high- and low-FSC resolution phases are shown in the inset 
along with the FSC resolution corresponding to a ⟨&⟩ of 0.5. (right) Inferred values of ⟨'⟩ (top; teal) 
and ⟨(⟩ (bottom; beige). The shaded regions in all plots represent the 95% highest posterior 
density interval (HPDI) for these distributions. 
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decreasing FSC resolution values, and this validates the interpretation of ! as a measure 
of the atomic resolution of cryoEM maps. Interestingly, the correlation between ⟨!⟩ and 
FSC resolution showed three distinct phases. 
 For the first phase, which occurs at FSC resolution values greater than ~5 Å, ⟨!⟩ 
is relatively independent of the reported resolution (Fig. 3).  Maps at this FSC resolution 
and beyond encode little spatial resolution at the atomic level, and therefore better FSC 
resolution does not necessarily lead to a significant increase in atomic resolution. The 
non-zero value of ⟨!⟩ ≈ 0.1 in this regime is a consequence of the experimental maps 
being beyond the point where even the residue-level /, is effectively resolved. Thus, our 
particular choice of 7, without /( or higher level models, is only exact for relatively high-

resolution structures where the FSC resolution value is less than ~5 Å—a range that 
aligns well with modern cryoEM methodologies (1). Having performed this analysis, 
however, the equal a priori model prior probability distributions used for /' and /, in the 
HARP calculation can be updated for future analyses; rather than assuming that atomic 
resolution is equally as probable as residue-level resolution for this range of FSC 
resolution, an updated prior probability signifying /' is less probable than /, at these 
resolutions would reduce ⟨!⟩ ≈ 0 in this regime. While simply repeating the current round 
of HARP calculations with such an ex post facto-prior reassignment is not statistically 
sound (53, 57), this result can guide prior probability choices for future calculations. 
 The behavior of ⟨!⟩ in this first phase should be interpreted as neither /' nor /, 
providing a good description of the spatial information content in a cryoEM map, rather 
than as ~10% of the residues being resolved at the atomic level. This is clear from the 
corresponding behaviors of ⟨?⟩	 and ⟨@⟩ in this regime. The value of ⟨?⟩ is low and stays 
relatively constant, showing the lack of atomic level information at these resolutions. 
Similarly, the value of ⟨@⟩ stays high, but also relatively constant, showing that the 
residue-level spatial information also stays constant at FSC resolutions values greater 
than ~5 Å. Higher-level models, such as /( or above, are required to more accurately 
describe the latent structural information in this phase. 
 The second phase is an intermediate regime between ~2 Å and ~5 Å that exhibits 
a sharp linear relationship between ⟨!⟩ and FSC resolution (Fig. 3). In this regime, cryoEM 
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maps with better FSC resolution begin to incorporate increasing amounts of atomic-level 
spatial information, as evidenced by the corresponding increase in ⟨?⟩. This increase in 
atomic-level information is coupled with a corresponding decrease in non-atomic residue-
level information, which is reflected in the decreasing trend in ⟨@⟩. Together these trends 
for 〈?⟩ and ⟨@⟩ combine to yield a sharp linear increase in ⟨!⟩ in this regime. In particular, 
at an FSC resolution of 3.21 Å, ⟨!⟩ = 0.5; this is the point where half of the residues 
imaged in an average cryoEM map will exhibit atomic resolution.  
 Finally, the third phase appears at reported FSC resolution values less than ~2 Å 
where ⟨!⟩ shows a sharper dependence on FSC resolution and eventually saturates at 
reported resolutions of less than ~1.5 Å (Fig. 3). This saturation signifies that cryoEM 

maps below this FSC resolution have uniformly achieved atomic resolution to the point 
where atomic coordinates can be very accurately specified in the molecular models built 
from these cryoEM maps. Notably, the rapid increase and eventual saturation of ⟨!⟩ in 
this phase are mostly driven by a drastic increase in ⟨?⟩ below ~2 Å, which indicates that 
an abundance of atomic information only begins being embedded into the map below ~2 
Å. We note that the large uncertainty in this region is simply because there are very few 
structures that have achieved this level of FSC resolution. Interestingly, the behavior of 
⟨@⟩ is not perfectly anti-correlated to that of ⟨?⟩ in this regime. Unlike the change in the 
dependence of ⟨?⟩ with FSC resolutions below ~2 Å, the dependence of ⟨@⟩	on FSC 
resolution stays relatively unchanged until it plateaus at ~1.5 Å where ⟨!⟩ saturates. This 
suggests that the ability to fully capture atomic resolution details in a cryoEM map that 
occurs when FSC resolution values drops below ~2Å is unrelated to the cryoEM map 
becoming less ‘blob-like’, but instead occurs through a distinctly different method of 
incorporating atomic level spatial information. One possible cause for this effect is that 
the types of cryoEM maps that have achieved such low FSC resolution values are those 
of biomolecular samples that exhibit low molecular heterogeneity. Consequently, the 
latent structural information in such cryoEM maps would be better described by /' than 
those for heterogeneous molecules, because the current formulation of /' used here 
does not explicitly account for biomolecular heterogeneity. Another possible cause is that 
molecular modeling software becomes significantly more capable in this regime. 
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 Altogether, our results here indicate that ! is a rich, informative probability measure 
that fully captures atomic resolution in cryoEM maps by interrogating the latent structure 
of the data using a scale-dependent definition of resolution. However, they also highlight 
that only a small minority of structures achieve this a high level of atomic resolution, 
raising the question of what are the underlying factors that affect atomic resolution in 
cryoEM. 
 
A steep rise in > driven by technological and computational advances 

In addition to determining how !	relates to FSC resolution, we also investigated how it 
varied with experimental circumstances. By sorting cryoEM-derived structures into sets 

defined by the year of their deposition in the PDB, we analyzed the distributions of ! for 
different years using the statistical model described in the previous section. This analysis 
shows that there has been a meteoric rise in ⟨!⟩	over the last 15 years (Fig. 4a). Given 
the rapid technological and computational advances in cryoEM during this time period 
that gave rise to the ‘resolution revolution’ (6), this result follows our intuition and further 
validates our approach to measuring atomic resolution. However, our analysis provides 
further insight into the factors affecting the steep rise in ⟨!⟩. We see that this rise cannot 
be attributed to an increase in ⟨?⟩—which remains relatively unchanged over the years—
but instead, is explained by a steady decrease in ⟨@⟩ (Fig. 4a; right). Given our 
interpretations of ⟨?⟩ and ⟨@⟩ as the amounts of atom-like and ‘blob-like’ quality in the 
cryoEM map, respectively (see above), this result suggests that the increase in atomic 
resolution is driven by advances in imaging and map reconstruction that have led to 
sharper cryoEM maps. Consequently, those sharper cryoEM maps decreased the ability 
of /, to explain the spatial information present in a cryoEM map. This is in contrast to 
any significant advances in molecular modeling or refinement driving the increase in ⟨!⟩, 
which would enable better extraction of the atomic level spatial information and thus yield 
increases in ⟨?⟩—the ability of /' to explain the spatial information present in a cryoEM 
map. 
 We further investigated these trends in technological advances by analyzing the 
effects of electron microscopy equipment and cryoEM-related software. However, we 
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note that our ability to interpret these analyses are limited by confounding variables. For 
instance, direct electron detectors (58) and Bayesian reconstruction software (59) are 
relatively recent developments that have both led to significant increases in the quality of 
cryoEM maps and models. However, their usage is correlated with other factors that are 

Figure 4. Dependence of ⟨$⟩ on experimental and sample conditions. Plots of ⟨&⟩ (left; blue) 
and, wherever applicable, the corresponding ⟨'⟩ (top right; teal) and ⟨(⟩ (bottom right; beige) 
shown over a range of a) years, b) varying numbers of particles used for the 3D reconstruction 
of the corresponding map for maps with FSC resolution values less than 8.0 Å, c) varying 
numbers of particles for reconstruction for maps with FSC resolution values less than 3.2 Å, d) 
varying numbers of particles for reconstruction for maps with FSC resolution values greater than 
3.2 Å, and e) average residue center-of-mass to the molecular center-of-mass distances. The 
shaded regions in all plots represent the 95% HPDI for these distributions. 
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not uniformly distributed across deposited cryoEM maps and structures (e.g., new 
technologies are often first tested on biologically well-behaved standard samples; some 
equipment may be upgraded piecemeal, while others are part of replacements for the 
entire facility and analysis pipeline; etc.). As such, these results should be taken as a 
descriptive analysis of these technologies as they were historically used, rather than a 
prescriptive guideline for which technology to adopt to improve atomic resolution in future 
experiments. To account for the non-uniform widespread uptake of these advanced 
technologies, we limited our analysis to structures deposited from 2018 and on. Analysis 
of this subset of structures shows that ⟨!⟩ varies significantly with the type of electron 
detecting camera used (Fig. S5). As expected, structures determined using newer 

camera models (e.g., Gatan K3, FEI Falcon IV, Direct Electron DE-64) largely achieved 
greater atomic resolution than those using earlier camera models (e.g., Gatan K2 Base, 
FEI Falcon II, Direct Electron DE-20). These increases in quality are best explained by a 
decrease in ⟨@⟩ (Fig. S5), which alines with our conclusions about the factors affecting 
⟨!⟩ over the past 15 years. 
 We performed similar analyses for the software used to generate cryoEM maps. 
Unfortunately, in addition to the confounding variables mentioned above, these results 
were futher complicated by the fact that this information is not uniformly well-documented 
in the metadata of the mmCIF files (60) deposited in the PDB (29). For example, in a 
randomized subset of these structures that we manually inspected, we found many with 
incomplete annotations and sometimes misannotations of software used for specific 
steps. While our analyses of the use of these software as reported in the PDB are thus 
neither exhaustive nor completely accurate, clear trends can nonetheless be observed. 
For instance, later versions of a software package used for 3D reconstruction perform 
better than earlier version (e.g., RELION 4 (61) vs. RELION 1 (59)) (Fig. S6). Overall, 
these results show the clear impact that advances in technology and computation have 
had on atomic resolution in cryoEM, and how they have led to the ‘resolution revolution’. 
 
Extra-scientific factors that correlate with increases in >. 
While technological and computational advances have clearly improved the amount of 
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atomic-level spatial information present in cryoEM maps, we also identified variations in 
atomic resolution and structural model quality that correlated with extra-scientific 
considerations.  For instance, a relation between sociological factors and ! becomes 
apparent when considering the dependence of ⟨!⟩ on the month that each structure was 
deposited in the PDB. Across multiple years, we found seasonal variations in ⟨!⟩ that 
seemed to cyclically align with academic semesters, with peaks in May, September, and 
December, and also a significant drop between December and January (Fig. S7). While 
it Is tempting to ascribe these correlations to teaching burdens, funding cycles, or even 
weather and humidity, we note that these results are only correlative and not causative. 
 Similar correlations were also observed for the specific journal that a cryoEM study 

was published in (Fig. S8). It seems that structures ultimately published in specialist 
journals relating to structural biology (e.g., Structure or Nature Structure and Molecular 
Biology) tend to have higher ⟨!⟩ than those in generalist journals (e.g., Nature, Science, 
Cell), rather than tracking with impact factor (62). Notably, cryoEM studies appearing in 
the journals Structure and Proceedings of the National Academy of Science were 
characterized by significantly higher ⟨!⟩ in comparison to other journals, a difference that 
is attributed to a relatively high ⟨?⟩ for these studies, rather than a change in ⟨@⟩ which 
remained around the same value as for other journals. One possible explanation is that 
researchers publishing in these journals spend more time perfecting their structural 
models, which leads to an increase in ?, before they publish. While these results are 
clearly not a prescriptive guideline for increasing atomic resolution and cryoEM map 
quality, they demonstrate how our analysis of cryoEM-associated structural biology here 
is a description of the historical record. As such, the correlations between ! and extra-
scientific factors are should be carefully investigated for the study of cryoEM as a practice, 
and could be the subject of an in-depth sociological investigation that is beyond the scope 
of this study. 
 
The dependence of > on experimental procedures and sample characteristics 

Our statistical modelling further revealed how experimental procedures and sample 
characteristics also affect the atomic resolution of cryoEM maps. On considering all 
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cryoEM maps with a reported FSC resolution value of less than 8 Å, an increasing trend 
was observed between ⟨!⟩ and the number of individual micrographs (i.e., particles) used 
for the three-dimensional reconstruction (Fig. 4b). Interestingly this trend was primarily 
driven by the ‘lower-resolution’ cryoEM maps, i.e., ones containing less atomic-level 
spatial information. We divided the set of cryoEM maps into two subsets with FSC 
resolution values greater than or less than 3.2 Å (i.e., with ⟨!⟩ less than or greater than 
0.5, respectively), and repeated this analysis on each set (Fig. 4c-d). We saw that the 
trend between ⟨!⟩ and the number of particles was maintained for the lower-resolution 
set of maps, whereas, for the higher-resolution set, ⟨!⟩ stayed at a nearly constant value 
(of ~0.6), regardless of the number of particles used in their reconstruction (Fig. 4c). 

Intuitively, increasing the number of particles is expected to improve the precision of a 
reconstruction, e.g., by lowering the uncertainty in posterior probability distribution of the 
cryoEM map coefficients in Fourier space (38), and by increasing the total amount of 
spatial information incorporated in a specific map (63, 64). In contrast, our results show 
that this only holds for low-resolution maps (Fig. 4d). In the case of high-resolution cryoEM 
maps, the amount of spatial information appears to not be limited by particle numbers, 
but rather by other factors, such as the degree of compositionally and conformationally 
homogeneity of the biomolecular samples. This limit suggests that newer cryoEM 
reconstruction and modeling algorithms which can address such molecular heterogeneity 
(e.g., more powerful classification algorithms) will form an important part of the next 
cryoEM breakthroughs (65–67). 
 We subsequently examined several other experimental and sample 
characteristics, and investigated their resprective roles in achieving atomic resolution in 
cryoEM experiments. We saw that ⟨!⟩ had very little dependence on the electron dose 
(Fig. S9) or the accelerating voltage of the electron microscope (Fig. S10), but that lower 
humidity in the sample chamber during the plunge-freezing vitrification process produced 
slightly better results than higher humidity (Fig. S11). 
 Finally, we elucidated the effects of molecular size, both in terms of reported 
formula weight and spatial size, on !. Because of constraints due to computational 
tractability on the sizes of the different sets we could analyze, we only used ‘high-
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resolution’ cryoEM maps (i.e., with FSC resolution values less than 3.2 Å where ⟨!⟩ is 
greater than 0.5) for this statistical modeling. Intuitively, because higher contrast 
micrographs enable better particle picking and pose/orientation estimation, we expected 
images of larger molecules to lead to higher-quality three-dimensional reconstructions 
(63). However, in this high-resolution regime, only a slight decrease in ⟨!⟩ with increasing 
formula weight was observed (Fig. S12). In contrast, we saw a significant decrease in ⟨!⟩ 
with increasing radial length of the biomolecule—measured as the average distance from 
the center-of-mass of the residues of the biomolecule to the molecular center-of-mass 
(Fig. 4e). This decrease plateaus after the radial length of the molecule becomes greater 
than ~30 Å (n.b., the spike at 30 Å is caused by the many high-resolution structures of 

apoferritin, which is often used to benchmark new technologies (44, 68, 69)). This trend 
is almost entirely due to decreases in ⟨?⟩ with increasing molecular size (Fig. 4e). Notably, 
it is not due to the cryoEM maps of the smaller biomolecules being sharper and less “blob-
like”, which would be expected to show corresponding changes in ⟨@⟩. One possible 
explanation for this trend is that atomic-level information can be more readily extracted 
from cryoEM maps for smaller biomolecules, because it is relatively easier to successfully 
model their atomic structures into the corresponding cryoEM maps compared to modeling 
large megadalton-sized complexes.  
 

Extent of atomic resolution for individual residues depends on chemical identity 
The previous sections show how global factors affect atomic resolution for an entire 
biomolecule imaged in an SPA cryoEM experiment. We next sought to investigate how 
local factors affect the atomic resolution of specific residues. From the set of high-
resolution maps where the FSC resolution value is less than 3.2 Å (i.e., where ⟨!⟩ is 
greater than 0.5), we separated residues by their chemical identity and then used our 
statistical model to infer the distributions of the average ! for each type of residue, ⟨!⟩%#1. 
Although each ⟨!⟩%#1 is the average over residues of a certain identity in a biomolecule, 
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the values of ⟨!⟩%#1 can still be interpreted similarly to those of ⟨!⟩ in which all residues 
are simultaneously considered (see above). 
 For amino acids, the values of ⟨!⟩%#1 across these structures showed a clear 
positive correlation with both the atomic mass (Fig. 5) and radius of gyration (Fig. S13) of 
the residue. Interestingly, this trend of increasing ⟨!⟩%#1 correlates both with increasing 
⟨?⟩ and decreasing ⟨@⟩ for these amino acids, which suggests that the increased atomic-
level information for the larger amino-acid residues is due both to increased ease in 
modelling the residues in the cryoEM density (making /' a better description) and 
because these larger residues appear less like isotropic blobs (making /, a worse 
description). 
 Cysteine, aspartic acid, and glutamic acid were notable outliers to this trend. While 
the ⟨@⟩ for these residues followed the same general trend as for other residues, it was 
the corresponding ⟨?⟩ that are notably lower than similarly sized residues. Interestingly, 

these amino acids have been shown to be degraded by damage from electron radiation 
during the imaging process (3), which could explain why the atomic model for the 
undamaged residues performed worse for them. However, we also note that outside of a 
protein, aspartate and glutamate are expected to be negatively charged, and our atomic-
level /'	did not account for electron scattering from charged atoms (70) due to 

Figure 5. Dependence of ⟨$⟩%&' on identity of amino-acid residue. Plot of ⟨&⟩()* (left; blue) 
and the corresponding ⟨'⟩ (top right; teal) and ⟨(⟩ (bottom right; beige) shown for the twenty 
canonical amino-acid residues, arranged by increasing formula weights of the residues. The 
shaded regions in all plots represent the 95% HPDI for these distributions. 
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uncertainties in assigning charge states. Negatively charged atoms could result in 
different apparent atomic profiles in the cryoEM map  (3), which would cause /' to 
underperform for these residues, however, we also note that positively charged residues 
appear to be relatively unaffected. Regardless, the fact that ⟨!⟩%#1 was perturbed by 
electron damage and/or charge states highlights the sensitivity of HARP, and 
demonstrates that it truly captures information at the atomic level for amino acids (Figs. 
5, S13), and nucleic acids (Figs. S14-S15). 
 While beyond the scope of this work, we note that the approach of using HARP for 
in silico comparisons between different atomic models is very promising for assessing 
subtle atomic changes in high-resolution cryoEM maps, such as those due to post-

transcriptional or post-translational modifications (Fig. S16), or radiation damage (Fig. 
S17).  Altogether, the results of our statistical model demonstrate the full power of HARP 
in not just calculating local atomic resolution and map-to-model quality, but also in 
elucidating how different factors affect atomic resolution and in detecting subtle changes 
in molecular details caused by local environmental or experimental conditions. 
 
Conclusion 
In recent times, the significant increase in the quality of cryoEM maps has led to an 
improvement in the ability to extract accurate atomic level information from them by 
creating structural models. These cryoEM-derived models have consequently become of 
great interest not just to structural biologists and biophysicists, but to the broader fields of 
biology and chemistry, where researchers routinely use such models for the design and 
interpretation of their experiments (19) and, more recently, for the training of sophisticated 
machine learning algorithms for structure prediction (71, 72). The question of the extent 
and quality of atomic information that is embedded in these maps is therefore of great 
importance for the wider scientific community in general. While experts in structural 
biology might be able to use FSC resolution and other metrics to assess the quality and 
amount of spatial information present in a particular map, it has not been immediately 
obvious how non-experts who make use of cryoEM studies can determine the extent of 
atomic resolution achieved in order to judge the corresponding structural model. 
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Hierarchical Atomic Resolution Perception (HARP) provides that understanding, and we 
hope it will fulfil the needs of the field in assessing cryoEM-derived structural models. 
 The basis of HARP is our formulation of a novel definition of resolution that 
combines the advantages of the Abbe and Rayleigh approaches by using a set of 
hierarchical models to explain the cryoEM map at different length scales. This definition 
explicitly formulates a fundamental relationship between the resolution of a cryoEM map 
and the ability to extract spatial information from it. Comparisons between the specific 
models of the hierarchy are used to calculate the resolution of specific structural features 
in the cryoEM map. In particular, for the case of atomic resolution, we used comparisons 
between /' and /, to calculate the probability measure, !, which quantifies the local 

atomic resolution for individual residues in the cryoEM map. Operating in this probabilistic 
framework enabled the development of a statistical model to estimate the average ! for 
a group of biomolecules, ⟨!⟩, and consequently assess its dependence on a range of 
experimental and sample conditions to show how cryoEM map quality relates to various 
practices in the field. Finally, the granularity of this approach allowed us to probe atomic 
resolution at more than just the biomolecular level by investigating the subtle changes at 
the chemical level via ⟨!⟩%#1. 
 To enable researchers calculate ! and != by themselves, we have developed open-
source software that implements HARP, and that can be used for any pair of cryoEM map 
and structural model. HARP will enable researchers to evaluate their structural models of 
interest, report the average atomic resolution across the structure, and identify regions of 
the structure that have been modeled with high and low confidence from the cryoEM map. 
While we have focused in this work on atomic resolution, we note that this approach can 
be expanded to deal with lower-resolution imaging techniques. Finally, while this study 
largely deals with the evaluative aspect of our framework, which is of interest to the 
broader scientific community, the calculations can be easily reversed to be used as a cost 
function that can be used to refine atomic coordinates into experimental maps or search 
for atomic-scale features, such as ligands and water molecules—a modality which we 

hope will prove useful in building more accurate structural models of biomolecules. 
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Materials and Methods 
PDB Analysis. The set of models used for our meta-analysis of the PDB was identified 
by using the RCSB PDB API (73, 74) to search for depositions that satisfied the 
parameters specified in Table 1. Briefly, these were chosen to select deposited EM 
models that were released before January 1, 2023, with reported FSC resolution vaues 
less than 8 Å. Deposited structures without valid EMDB entries were manually excluded. 
Altogether, PDBx/mmcif (60) files for 12,470 entries fitting these criteria were downloaded 
using FTP access from the wwPDB (29). EMDB IDs for the corresponding cryoEM maps 
were identified from the PDBX/mmcif metadata from the line starting with “emd-”, and the 
cryoEM maps were downloaded in MRC format (75) from the EMDB (30) using FTP 

access from the wwPDB (29) for all identified entries but 70JF. MRC files were parsed 
using the Python library mrcfile (76). All HARP code is open-source and was written in 
Python, using NumPy (77) and Numba (78), or C, and is publicly available through a Git 
repository at https://github.com/bayes-shape-calc/HARP. Open-source Python code 
used to perform the analyses of the PDB done in this work is available at 
https://github.com/bayes-shape-calc/HARP_paper; data were stored in HDF5 format 
(79), and are available on Zenodo at https://zenodo.org/records/10011336. Plots were 
generated using Matplotlib (80). 
 
Table 1. RCSB PDB API search parameters. 

Attribute Operator Value 

exptl.method exact_match ELECTRON MICROSCOPY 

em_3d_reconstruction.resolution less_or_equal 8.0 

rcsb_accession_info.has_released_experimental_data exact_match Y 

rcsb_accession_info.initial_release_date greater 1900-01-01 

rcsb_accession_info.initial_release_date less 2023-01-01 

 
HARP Calculations. Calculations of ! were performed using the HARP code (see above 
and Supporting Information). Briefly, models were generated by analytically integrating 
3D Gaussian densities corresponding to non-interacting atoms across the voxels of the 
grid specified in the MRC map file associated with a particular structural model. Each 
atom had a varied width and an element-specific weight (Table S1); the ‘super-atoms’ 
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used in residue-level /, models had a varied width and had a weight that was the sum 
of the weights of the atoms composing that residue. For computational speed, 
contributions to the total density were only calculated for voxels within 5" of each atom. 
The map around a local residue was taken as the ±8.0 Å cubic grid centered around the 
Cartesian mean location of all atoms in a residue (i.e., the center-of-mass) (i.e., 1.6 nm 
sides). Element-specific weights were taken relative to carbon (0.05, 1.0, 1.0, 1.0, 2.0, 
2.0 for H, C, N, O, P, S, respectively). Unspecified atoms were given a default weight of 
1.0 (e.g., a non-standard atom in a post-translational modification). Only chains 
corresponding to polymeric entities as listed in the PDBx/mmcif metadata were used (i.e., 
no ions, water, or small molecules were included). Model evidences were calculated using 

Eqn. 2.5 from Ref. (28) (i.e., the expression for E > 0, G ∈ ℝ, J > 0). For	/', models were 

calculated at 10 log10-spaced points between 0.25	Å ≤ "' ≤ 1.0	Å. For /,, models were 

calculated at 20 log10-spaced points between 0.25	Å ≤ ", ≤ 2.8	Å. Model priors for these 
various " models were log-uniform distributions over the respective range (i.e., the 
maximum entropy choice for an unknown magnitude), integrated between the midpoints 
of neighboring "L. Bayes’ rule was then used to calculate ! as the probability that the /' 

models best explained the observed map.   
 

Statistical Model of Distributions of >. Using HARP to process all the PDB entries 
identified above takes less than 24 hours using a desktop computer with an i9-10900 
CPU with 20 threads, and 64 GB DDR4 RAM. Results were compiled and stored on disk 
in an HDF5 file (79). Statistical modeling of these results was performed using Bayesian 
Inference (see Supporting Information; Fig. S4). Briefly, this was done by identifying sets 
of structures with a common value or within a range of values for a feature in the 
PDBx/mmCIF metadata. The set of ! for each structure in this set was modeled with a 
Beta distribution, MNOP( {!}2 ∣∣ ?2 , @2 ) for the kth structure in the set, and the distributions 
of ?2 and @2 were modeled using a log-normal distribution (e.g., Q( ln?2 ∣∣ T3 , J34, ) for all 
?2, where Q(U ∣∣ T, "( ) denotes a Gaussian distribution for U with mean T and variance 
"(). Plots of ⟨?⟩ and ⟨@⟩ for the entire set are of the form ⟨?⟩ ≡ N5! and ⟨@⟩ ≡ N5". The 
average ! within a subset of structures was calculated as ⟨!⟩ ≡ ⟨?⟩/(⟨?⟩ + ⟨@⟩). Bayesian 
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inference of W = X{?}, {@}, T3 , T6 , J3 , J6Y for a subset of structures was performed using the 

Laplace approximation (57). The Newton-Raphson method was used to locate the 
maximum of the posterior and the Hessian was calculated analytically. The prior 
probability distributions for the Ts were uniform and for the Js were log-uniform. The 
number of structures in any set was kept to less than ~3,000, which is the point where 
the inference process for the ~6,000 variables associated with such a set became 

prohibitively slow. The PDBx/mmCIF metadata entries for 
_em_3d_reconstruction.resolution, pdbx_database_status.recvd_initial_deposition_date 
and _em_3d_reconstruction.num_particles were used for Fig. 3, Fig. 4a, and Fig. 4b-d 
respectively. For Fig. 5, only structures with reported FSC resolutions less than 3.2 Å 
were used. 
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1 Nomenclature and definitions

1.1 Definitions for molecular structures

In the sections below, we use the following terms and definitions to describe molecular structures:

D : A particular database of molecular structures, e.g., DPDB refers to the PDB,
S : A molecular structure in any given D, composed of a collection of residues,
R : A residue in a given S, composed of a collection of atoms,
A : A particular atom in a given R.

Additionally, we have defined operators (denoted with a ‘hat’) that provide information about the how these
items of molecular structure relate to one another. For example, for the i

th atom of the j
th residue of the k

th

structure in database D, we can write

R̂(Aijk) = Rjk,

Ŝ(Aijk) = Sk,

Ŝ(Rjk) = Sk,

where the indexing is explicitly noted as a subscript for clarity. Similarly, we use operators to obtain other
properties of interest, such as

T̂ (Aijk) = t where t is the residue type of R̂(Aijk) (e.g., Ala, Asn, Asp, ..., A, C, ..., dA, dC, ...),

Q̂(Aijk) = q where q is the atom type of Aijk in R̂(Aijk) (e.g., C↵, C�, ...),

Ê(Aijk) = e where e is the atomic element of Aijk (e.g., H, N, C, O, ...),
r̂(Aijk) = ~r which are the instantaneous Cartesian coordinates of Aijk,

r̂(Rjk) = ~r which are the instantaneous Cartesian coordinates of the center-of-mass of Rjk.

In the last case, center-of-mass is calculated as the centroid r̂(Rjk) = r̂(Aijk) ⌘
1
Ij

PIj

i=1 r̂(Aijk), where

the ‘bar’ denotes the average over all Ij atoms in R̂(Aijk). Notably, given some probability distribution for a
property, we can calculate its expectation value (i.e., hxi ⌘

R
dx x p(x)). For example,

~µijk ⌘ hr̂(Aijk)i =

Z
d~rijk ~rijk p(~rijk)

and therefore the expected center-of-mass location of a residue is hr̂(Rjk)i = ~µijk.

1
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1.2 Definitions for cryoEM

To clarify the discussion of cryogenic electron microscopy (cryoEM) experiments, we have defined

cM(Sk) = M, which yields the experimental technique used to generate Sk.

Using this operator, the subset of DPDB that contains just those structures obtained using cryoEM is

Dcryo = {Sk | Sk 2 DPDB,
cM(Sk) = cryoEM}

For each Sk 2 Dcryo,

Ŷ (Sk) = Yk(~v), which is the associated density map over grid-points ~v in the associated grid

Ĝ(Sk) = Gk, which is the associated grid composed of all the grid-points {~vl, . . .}

In nearly all cryoEM experiments, Gk is rectilinear and so Gk is completely defined by

ô(Gk) = (ox, oy, oz), which are the Cartesian coordinates of the origin of Gk

n̂(Gk) = (nx, ny, nz), which are the number of grid-points in each direction

�̂(Gk) = (�x,�y,�z), which are the spacing between grid-points in each direction.

Based on such a grid Gk, the density map mentioned above is just the set of intensity values given by

Yk(~v) = {y(~vl), ...} for ~vl 2 Gk

where the y(~vl) denotes the intensity value of the voxel at ~vl.
In this work, we further consider a subsection of Ŷ (Sk) that is a local map centered around a particular

residue. This is defined as the collection of voxels within a cube with side length 2✏ that is centered at the
center of mass of a specific residue Rjk. Specifically, the local map at Rjk is given by

Ŷ(Rjk) = Yjk(~v) = {y(~vl) | (|(~vl � hr̂(Rjk)i) · ~ur| < ✏) 8 ~ur 2 {~x, ~y, ~z}} for ~vl 2 Ĝ(Ŝ(Rjk)),

where {~x, ~y, ~z} are the unit vectors of Gk, and ✏ is a cutoff distance.
To create models of experimental density maps, we have used isotropic Gaussian distributions to represent

the basic structural elements of both M0 and M1 (see below). To parameterize these distributions, we have
defined

�̂
2
0(Aijk) = ~�

2
0, which is the 3D Gaussian variance of the image profile of Aijk in a density map

�̂
2
1(Rjk) = ~�

2
1, which is the 3D Gaussian variance of the image profile of Rjk in a density map

ŵ(Aijk) = w, which is the weight for an atom’s image in a density map

�̂
2
DF (Aijk) = ~�

2
DF , which is the distortion factor for an atom’s image profile in a density map,

where we use the same width for all atoms within a model and, additionally, we use element-specific weights
such that ŵ(Aijk) ⌘ we for all atoms where Ê(Aijk) = e.

2 Approach to modeling density maps in a cryoEM experiment

This section follows the approach given by Rullgard et al. [1] and Vulovic et al. [2]. We point the reader to
these papers for more background details.

2
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2.1 The latent structural information present in an ideal 2D cryoEM micrograph of a molecule

Using the projection assumption (PA) and an analogy to an ‘optical potential’ to describe the interaction of an
incident electron wave with a sample in a transmission electron microscope (TEM), the intensity of the electron
wave exiting a sample in the z direction is given by

I(x, y)exit = | exit|
2
⇤ PSF (x, y)

= | exp
�
i�V

0
z

�
exp

�
��V

00
z

�
|
2
⇤ PSF (x, y),

where V = V
0 + iV

00 is the optical potential analog with the imaginary absorptive component V 00 arising
mostly due to inelastic scatting, PSF is the point-spread function, and � ⌘

2⇡me|e|�
h2 . In the weak phase object

approximation (WPOA) (i.e., i�V 0
z ⌧ 1), this simplifies to

I(x, y)exit ⇡
��
1 + �

2
V

02
z (x, y)

�
exp

�
�2�V 00

z (x, y)
��

⇤ PSF (x, y).

Under ideal imaging conditions, the point-spread function, (i.e., the inverse Fourier transform of the contrast
transfer function) can be perfectly corrected for such that, effectively, PSF (x, y) ⇡ 1. In this ideal scenario,
the image will be

I(x, y) ⇡ I0
�
1 + �

2
V

02
z (x, y)

�
,

where I0 is a proportionality constant depending on the specifics of imaging (e.g., exposure time, absorptive
losses, etc.). In the Born-Oppenheimer approximation, the optical potential analog component for the elastic
scattering caused by the interaction of the incident electron wave with the atoms comprising a molecule is
equal to the Coulombic interaction potential of the atoms, which is

V
0
⇡ V

int(r) =
1

4⇡✏

2

4
Z

⇢e(y)

|r � y|
dy �

X

j

eZj

|r �Ri|

3

5 ,

where r is the position of the electron, Ri is the position of the i
th nucleus, ⇢e is the electron density function,

Z is the nuclear charge. In the isolated atom superposition approximation (IASA), where we ignore the ⇠ 5%
contribution to the potential from bonding [2], the Coulombic interaction potential simplifies to

V
int(r) ⇡

X

i

V
int

i,atom(r).

The terms describing the contribution from individual atoms are given by

V
int

atom(r) =
16⇡~2
mee

Z
d
3
⇠f

(e)
z (⇠) exp (4⇡i⇠r) ,

where f
(e)
z (⇠) is the electron scattering factor (n.b., the additional factor of two in the exponent arises from

the definition of the scattering angle). The f
(e)
z (⇠) for different atoms have analytical approximations, many

of which are weighted sums of Gaussians (n.b., these are typically constructed by converting X-ray diffraction
data into electron scattering using the Mott-Bethe formula; see Ref. [3]). Thus, these approximations are
generally of the form

f
(e)
z (⇠) =

NX

l=1

al exp
�
bl⇠

2
�
,

3
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where the al and bl are fitted parameters typically specified for each Ê(Aijk). In this work, we have used an
approximation by Peng with N = 5 [3]. Using approximations of this form for the scattering factors, performing
the inverse Fourier transform yields

V
int(~r) =

2⇡~2
mee

NatomsX

i=1

NX

l=1

aliN

✓
~r | ~ri,

bli

8⇡2

◆
,

where ~ri is the position of the i
th atom, and N (~r | ~µ,�

2) denotes a 3D, isotropic Gaussian distribution with
mean ~µ and variance �

2. Because atoms are mobile and/or their positions are uncertain, we approximate this
condition by modeling the probability of finding an atom at a particular location using an isotropic uncertainty
factor that is distributed according to a Gaussian distribution as

p(r̂(Aijk)|✓) = N (r̂(Aijk) | hr̂(Aijk)i, �̂
2
DF (Aijk))

p(~ri|~µi,�
2
DF,i) = N (~ri | ~µi,�

2
DF,i),

where ✓ represents the collection of all conditional dependencies, and �
2
DF

is a distortion factor that could,
e.g., play the role of a Debye-Waller temperature factor. Marginalizing out the ~ri from V

int(~r) by integrating
using the uncertainty in each atomic position yields

V
int(~r) =

2⇡~2
mee

NatomsX

i=1

NX

l=1

ali N

✓
~r | ~µi,

bli

8⇡2
+ �

2
DF,i

◆
.

Finally, the projection of this Coulombic interaction potential along the z-axis of a TEM is

V
int

z (x, y) =

Z
V

int(~r) dz =
2⇡~2
mee

NatomsX

i=1

NX

l=1

ali N

✓
x | µx,i,

bli

8⇡2
+ �

2
DF,i

◆
N

✓
y | µy,i,

bli

8⇡2
+ �

2
DF,i

◆
,

where the N (x|µ,�2) are 1D Gaussian distributions with mean µ and variance �
2. Thus, the real component

of the optical potential analog used in image formation is just a weighted sum of Gaussians.
Returning to the TEM image formation process, we note that the TEM micrographs typically used during

single-particle analysis (SPA) cryoEM are processed by the analysis software to yield a shifted and scaled
image. Thus, the form of an ideal, 2D cryoEM micrograph that has been processed for SPA cryoEM can be
obtained by taking the exit intensity image, Iexit(x, y), and rearranging to give an image of the form,

Iexit(x, y)� I0

4⇡2�2I0
=

"
NatomsX

i=i

NX

l=1

ali N (x | µx,i,�
2
0,li)N (y | µy,i,�

2
0,li)

#2

,

where �
2
0,li ⌘

bli
8⇡2 + �

2
DF,i

. Because the summation on the right hand side is squared, the cross-terms with
the largest ali are the only terms that make significant contributions, and this enables the approximation that

Iexit(x, y)� I0

4⇡2�2I0
⇡

NatomsX

i=1

ã
2
liN (x | µx,i, 2�̃

2
0,li)N (y | µy,i, 2�̃

2
0,li),

where the ‘tilde’ denotes the parameter with the index l that corresponds to the largest value of ali for each
i
th atom (i.e., x̃l = xl for l = argmaxl ali). To assess the effectiveness of this approximation, we fit the full

expression using N = 5 Gaussian distributions to a single Gaussian and found that the maximum residual
is only ⇠ 2% (Fig. S1). Thus, a TEM micrograph of a molecule is well approximated as a superposition of
a single 2D Gaussian for each atom, weighted by the an element-specific weight (i.e., ã2

li
= ã

2
Ê(Aijk)

). Due
to differences in absorptive losses based on the particular choice of imaging conditions, we note that the
weights of different elements may differ from experiment to experiment. Additionally, since ions have different
scattering factors than neutral atoms [4], the ionization state of individual atoms would yield different weights
in the image relative to the neutral atom.
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2.2 Modeling voxels in a 3D cryoEM density map

During the SPA process of reconstructing a cryoEM density map, the two-dimensional TEM micrographs are
typically normalized prior to the reconstruction [5, 6]. Since our approximation of the form of such a micrograph
is already normalized (see above), it is clear a perfectly executed three-dimensional real-space or Fourier-
space reconstruction using such images [7] will yield a weighted superposition of three-dimensional isotropic
Gaussians centered at the mean location of each atom. Therefore, under ideal imaging conditions, we define
the expected three-dimensional density map, ⇢, of a structure Sk as

E[⇢(~r|Sk, ✓)] =
X

Rjk2Sk

X

Aijk2Rjk

ã
2
ijkN (~r | ~µijk, �̃

2
0,ijk),

where ã
2
ijk

= ã
2
Ê(Aijk)

, ~µijk = hr̂(Aijk)i, �̃2
0,ijk = 2

✓
b̃Ê(Aijk)

8⇡2 + �̂
2
DF

(Aijk)

◆
, and ✓ represents the collection of

parameters used to define the image. This expected form of E[⇢(~r|Sk, ✓)] is contrasted with the experimentally
observed Ŷ (Sk), which contains noise and imperfections. From preliminary investigations, it was apparent
that different Sk had different optimal values for each ãe (Table S1). For simplicity, in the following work we
have used a single set of element-specific values for all Sk such that ã2

Aijk
= w

Ê(Aijk)
⌘ we. We also note

that our approach requires that the we are relative weights to avoid the addition of an extra degree of freedom.
Therefore, we chose all weights to be relative to carbon (i.e., wC = 1), and adopted the weights in Table S1.

Table S1: Element-specific weights for the template of a cryoEM map.

Element
Theory

(Fig. S1)
7A4M

(�opt
0 = 0.29 Å)

6Z6U

(�opt
0 = 0.32 Å)

8B0X

(�opt
0 = 0.48 Å)

This work

H 0.046 0.0743 0.098 N.A. 0.1

C 1 1 1 1 1.0

N 1.185 1.065 1.151 1.142 1.0

O 1.322 1.001 1.062
0.865, phosphates

0.858, other
1.0

P 3.729 N.A. N.A. 2.008 2.0

S 4.220 1.718 2.420 1.127 2.0

In experimental situations, however, the reconstructed cryoEM density map of a structure Sk is not con-
tinuous, but is instead discretized onto a grid, Ĝ(Sk). Thus, for any comparisons, the expected density map
must also be discretized onto a grid, which yields

E[⇢(~v|Sk, ✓)] =

ZZZ
~v+.5~�

~v�.5~�
E[⇢(~r|Sk, ✓)]d~r

=
1

8

X

Rjk2Sk

X

Aijk2Rjk

w
Ê(Aijk)

Y

d2[x,y,z]

2

4erf

0

@((~v + .5~�k)� µ̂(Aijk)) · ~udq
2�̃2

0,ijk

1

A� erf

0

@((~v � .5~�k)� µ̂(Aijk)) · ~udq
2�̃2

0,ijk

1

A

3

5

where �̂(Gk) = ~�k is the spacing of the grid. It is worth noting that ~v can be equivalently expressed in
Cartesian coordinates (as above) or using indices (such as l), which are interconverted, for example in the
x-dimension, using the equations,

l = (x� ox)/�x, and
x = l ⇥�x + ox,
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where ox is the x-coordinate for ô(Gk), the origin of Gk.
This discretized, expected density is the basis of our ‘template’ (see Ref. [8]). Given the experimental

density map around a particular residue Ŷ(Rjk) = Yjk where the distance cutoff ✏ = 8 Å gives a cubic sub-
grid and sub-density larger than the size of the Rjk, we construct a template, Xjk, for this region of a density
map as

X̂(Rjk, ✓) ⌘ Xjk = E[⇢(~v|Rjk, ✓)] for ~v 2 Ĝ(Ŷ(Rjk)),

where the operator X̂ provides the output template Xjk, and ✓ again serves as a reminder that the template
depends upon particular choices of parameters such as those that control the Gaussian profile widths, �̃0,ijk,
which modulate the spatial information present in Xjk. In this work, we use a single value of the profile width
(i.e., �̃0,ijk ⌘ �0) for all Aijk that contribute to Xjk.

In the Bayesian inference-based shape-analysis framework [8], such templates are used to calculate the
marginal likelihood probability of observing Yjk, regardless of any distortions to scale, offset, or noise, as

P (Yjk | Xjk,M0,�0) =

ZZZ
dmjk dbjk d⌧jk

2

4
Y

~v2Gk

N (Yjk(~v) | mjk ·Xjk(~v) + bjk, ⌧
�1
jk

)

3

5 · p(mjk, bjk, ⌧jk),

where M0 denotes that an atomic-level model from the hierarchy of structural representation is used here,
and m, b, and ⌧ are scale, offset, and noise parameters [8]. In particular, since density is positive, we have
analytically performed this integration for the case where m > 0, b 2 R, and ⌧ > 0. Thus,

P (Yjk | Xjk,M0,�0) =
�(N�2

2 )N�N
2 V

� 1
2

X

2�mjk�bjk� ln ⌧jk

⇥
⇡VY(1� r

2)
⇤�N�2

2


1 +

r

|r|
Ir2

✓
1

2
,
N � 2

2

◆�
,

where �(a) is the gamma function, N is the number of voxels (~v) in Xjk and Yjk, VX = hX
2
jk
i � hXjki

2 and

VY = hY
2
jk
i � hYjki

2 are the variances of Xjk and Yjk respectively, r =
hXjkYjki�hXjkihYjki

VXVY
is the correlation

coefficient between Xjk and Yjk, and I⌫(↵,�) is the regularized incomplete beta function. Additionally, �mjk,
�bjk, and � ln ⌧jk are defined by �f(x) = f(xmax) � f(xmin), and arise from the uniform, uniform, and log-
uniform distributions used as prior probability distributions for mjk, bjk, and ⌧jk, respectively. In this work, we
have used the following values for these terms

�mjk = �bjk = 2⇥ 105,

� ln ⌧jk = 2⇥ ln(103),

however, we also note that these values do not actually affect anything because these terms cancel in the
model selection calculation performed that is HARP (see below).

3 Hierarchical atomic resolution perception (HARP) calculations

The basis of HARP is a Bayesian model selection calculation amongst the hierarchy of models that we use
to describe biomolecular structure at different length scales. In the particular calculation performed here, we
have used a reduced hierarchy of H = {M0,M1}. The model for M0 is described above. The model M1 is
conceptually similar manner to M0. However, because residues are the smallest structural element on this
level, M1 uses a coarse-grained ‘super-atom’ for each residue Rjk in Sk. These super-atoms are located
at the expected center-of-mass of each Rjk (i.e., hr̂(Rjk)i = ~µijk), and each super-atom has a weight of
wjk =

P
i
wijk, which is the sum of the weights of all the Aijk in Rjk.

The Bayesian model selection calculation is then for the probability P that M0 is the better description
amongst the hierarchy, and is specifically calculated as

6
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P ⌘ P (M0|Yjk, Xjk, H) =
P (Yjk|Xjk,M0)P (M0)

P (Yjk|Xjk,M0)P (M0) + P (Yjk|Xjk,M1)P (M1)

where P (Mn) are the model prior probabilities, which are taken as

P (M0) = P (M1) =
1

2
,

and P (Yjk|Xjk,Mn) are the marginal likelihoods obtained by marginalizing �n from P (Yjk|Xjk,Mn,�n) using

P (Yjk|Xjk,Mn) =

Z
d�n P (Yjk|Xjk,Mn,�n)P (�n|Mn).

The prior probability distributions used for P (�n|Mn) in this marginalization calculation were taken to be a
log-uniform distribution (i.e., the maximum entropy distribution for an unknown magnitude), which is

P (�n|Mn) =
�
�1
n

ln(�n,max)� ln(�n,min)

where the maximum and minimum values of �n are defined by the Rayleigh-like resolution criterion for each
level. In our implementation of HARP, these upper and lower-bounds are

Mn : �n,min  �n < �n,max

M0 : 0.25 Å  �0 < 1.0 Å

M1 : 0.25 Å  �1 < 2.8 Å.

As described in the main text, the lower-bounds were determined from the Debye-Waller factor of a cryo-cooled
metmyoglobin crystal structure [9] (Fig. S1), and the upper-bounds correspond to the resolution criterion cutoff
that were derived by considering the length of a C-C single bond for M0 and the empirical closest residue
distribution for M1 (Fig. S3).

The marginalization integral was calculated in several windows, which were specific regions spanning
�n,min and �n,max where the ith region is in the range [�n,i,�n,i+1), such that

P (Yjk|Xjk,Mn) =
N�1X

i=0

Z
�n,i+1

�n,i

d�n P (Yjk|Xjk,Mn,�n)P (�n|Mn),

and where �n,0 = �n,min and �n,N = �n,max. For computational tractability, the contribution of each region to
P (Yjk|Xjk,Mn) was approximated by expanding the likelihood function P (Yjk|Xjk,Mn,�n) in each region
as a Taylor series at the midpoint �n,mi ⌘ (�n,i + �n,i+1)/2 and truncating it after the initial term to yield

P (Yjk|Xjk,Mn) =
N�1X

i=0

✓
P (Yjk|Xjk,Mn,�n,mi)

ln�n,i+1 � ln�n,i
ln(�n,max)� ln(�n,min)

+O(�n,i+1 � �n,i)

◆

⇡

N�1X

i=0

P (Yjk|Xjk,Mn,�n,mi)
ln�n,i+1 � ln�n,i

ln(�n,max)� ln(�n,min)
.

This approach is conceptually the same as a middle Riemann sum, except that it includes the full integrated
contribution of the prior probability distribution. Effectively this approach assumes that the value of the like-
lihood within each small region is constant and approximately the value at the midpoint. The error in the
approximation within each region scales with the size of the region. Practically, this approach means that the
integration calculation can be carried out by evaluating the likelihood at regularly spaced points of �n that serve
as the midpoints �n,mi , and then determining the corresponding region boundaries �n,i for the integration. The
midpoints were chosen (10 for M0, and 20 for M1) along a log10-spaced range bounded by �n,min and �n,max.

Finally, because the value of P obtained in a HARP calculation can be computed for any residue Rjk in
a particular Sk, we index it as Pjk. When Pjk is calculated for all the residues in a particular Sk, this process
yields the set of probabilities {P}k. The sample average of this set, P̄k, provides a useful statistic to quantify
the atomic resolution of a given Sk.
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4 Statistical model of biomolecular structure quality

Sequentially running HARP on each Sk in a group of structures (e.g., the d
th subset of structures within Dcryo,

Dd) yields a set {P}k for each of the Sk. It can be useful to understand how these {P}k are distributed across
such a Dd. For instance, it might be useful to compare how atomic resolution is differently distributed between
two different subsets that are distinguished by their Fourier shell correlation (FSC) resolution values. However,
large differences in both the molecular and experimental details between the Sk in a Dds complicate a direct
comparison of the {P}k. On the other hand, use of a statistic such as the sample average P̄k for comparison
of the Sk in Dd will yield an incomplete, limited picture of the variation within a Dd. For a complete comparison,
we have developed a statistical model to quantify the dispersion within the sets of {P}k for the different Sk

within a Dd (Fig. S4).
In this statistical model, the Pjk in {P}k for a specific structure Sk are assumed to be independent and

identically distributed (i.i.d) according to the same beta distribution. Thus,

Pjk ⇠ Beta(Pjk|↵k,�k) 8Pjk 2 {P}k,

or, in other words, the probability density function (PDF) for each of the Pjk in {P}k for a specific Sk is

p(Pjk|↵k,�k) =
P

↵k�1
jk

(1� Pjk)�k�1

B(↵k,�k)
,

where ↵k and �k are the hyperparameters of the beta distribution for a specific Sk and B(↵,�) is the beta
function. For the Sk within some Dd, we assume that all of the ↵k and �k are related to each other, and
specifically that they are distributed according to a common, overarching distribution. Since, the ↵k and �k

are necessarily positive as they are the parameters of a beta distribution, and the magnitudes of these ↵ks
or �ks are not known a priori, we use a log-normal distribution to describe the distributions of the ↵ks and
�ks, and thus the dispersion within Dd. This choice is based on the principle of parsimony, because a log-
normal distribution utilizes only two parameters and its support renders it appropriate to represent an unknown
magnitudes. Therefore, we assume that each of the ↵ks in a particular Dd are i.i.d. according to the PDF

p(↵k|µ↵,d, ⌧↵,d) =
1

↵k

r
⌧↵,d

2⇡
exp

h
�
⌧↵,d

2
(ln↵k � µ↵,d)

2
i
,

where µ↵,d and ⌧↵,d are the location and scale hyperparameters, respectively, of the log-normal distribution.
The �ks are similarly i.i.d. according to a log-normal distribution, but with hyperparameters µ�,d and ⌧�,d.
The final conditional dependencies between the parameters of this statistical model are shown in the directed
acyclic graph (DAG) shown in Fig. S4.

The ultimate aim of our statistical modelling is to infer the hyperparameters of the log-normal PDFs as a
way to quantitatively describe the dispersion within the sets {↵k} and {�k} for a particular Dd. To do this, we
determine the most probable ✓ = {{↵k}, {�k}, µ↵,d, µ�,d, ⌧↵,d, ⌧�,d} that describe the HARP results for all of
the residues within all of the Sk in a Dd. This is achieved within the Bayesian framework of probability by using
Bayes’ rule to calculate the posterior probability distribution P (✓|Dd) as

P (✓|Dd) =
P (Dd|✓) · P (✓)

P (Dd)
.

For this statistical model (Fig. S4), the likelihood P (Dd|✓) is

P (Dd|✓) ⌘ L =
KdY

k=1

2

4
JkY

j=1

p(Pjk|↵k,�k)

3

5 p(↵k|µ↵,d, ⌧↵,d) p(�k|µ�,d, ⌧�,d),
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where Jk is the number of residues in Sk, Kd is the number of structures in Dd, and p(Pjk|↵k,�k), p(↵k|µ↵,d, ⌧↵,d),
and p(�k|µ�,d, ⌧�,d) are defined above. For the prior probability distribution, P (✓), we have assumed no prior
knowledge about µ↵,d or µ�,d, and only assume for ⌧↵,d or ⌧�,d that they of an unknown magnitudes and must
be positive. Therefore, we use the corresponding maximum entropy principle-derived prior probability distri-
butions that encodes such information [8]. Assuming that these parameters are independent of each other,
the total prior probability distribution is based upon uniform distributions for µ↵,d and µ�,d, and log-uniform
distributions for ⌧↵,d and ⌧�,d, which altogether is

P (✓) =
⌧
�1
↵,d

⌧
�1
�,d

�µ↵,d�µ�,d� ln ⌧↵,d� ln ⌧�,d
,

where �f(x) is defined above. While we must set the minimum and maximum values for each of these
parameters in order to completely encode our prior knowledge of the problem, practically, because we search
for the maximum a posteriori (MAP) point to solve the inference problem (see below), the particulars of this
choice do not change the inference procedure. Finally, we do not know an analytical expression for the
evidence, P (Dd), so we cannot determine the complete analytical expression for the posterior, P (✓|Dd), so
instead we approximate the posterior using the Laplace approximation.

4.1 The Laplace approximation of the statistical model

The Laplace approximation allows us to estimate an unknown posterior distribution around the MAP point.
Following the description given by Bishop [10], we can expand the logarithm of any function, ln f(z), at a local
maximum, z = z0, to the second order, yielding

ln f(z) = ln f(z0)�
1

2
(z � z0)

T
A(z � z0) + · · · ,

where A = �rr ln f(z)|
z=z0

is a matrix called the Hessian. Note that the first order term has disappeared,
because this expression is an expansion at the local maximum, z0. Dropping terms higher than second order
and exponentiating gives

f(z) ⇡ f(z0) exp


�
1

2
(z � z0)

T
A(z � z0)

�
.

When f(z) is a PDF, this approximating function can be normalized to yield an approximate PDF by recognizing
that it matches the functional form of a Gaussian distribution, giving

f(z) ⇡ N (z|z0, A
�1).

Thus, the Laplace approximation can be used to approximate a posterior PDF as a Gaussian centered at the
MAP point of the posterior (z0) with a variance equal to the inverse of the Hessian of � ln f(z) at that point.

In order to use the Laplace approximation for our model shown in Fig. S4, we first locate the MAP point of
the posterior by finding the ✓ that gives the zero of the derivative (F ) of the log-joint probability, lnJ (Dd, ✓) ⌘
lnL(Dd|✓) + lnP (✓), because J (Dd, ✓) is proportional to the posterior. Specifically, we used the Newton-
Raphson method to iteratively locate the MAP point where F (✓) = 0, by starting with an initial guess ✓t=0, and
updating each iteration according to

✓t+1 = ✓t � J
�1(✓t)F (✓t)

where J is the Jacobian of the function F . The following sections describe how F , J , and J
�1 are calculated

from lnJ (Dd, ✓).
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4.2 Calculating F using the first derivatives of lnJ (Dd, ✓)

As we describe above, lnJ is a function of ✓ = {{↵k}, {�k}, µ↵d, µ�d, ⌧↵d, ⌧�d}. The derivative F is therefore
a vector of size 2Kd + 4, where Kd is the number of Sk in Dd (n.b., because each Sk has a its own ↵k and
�k). To simplify notation in this and the following subsections, we drop the index d such that µ↵,d ⌘ µ↵, etc.,
and just use J to represent J (Dd, ✓).

The partial derivatives of lnJ with respect to (w.r.t) each individual ↵k and �k is given by

@ lnJ

@↵k

=

0

@
JkX

j=1

lnPjk

1

A� Jk (↵k) + Jk (↵k + �k)� ↵
�1
k

(1� µ↵⌧↵ + ⌧↵ ln↵k),

and

@ lnJ

@�k
=

0

@
JkX

j=1

ln(1� Pjk)

1

A� Jk (�k) + Jk (↵k + �k)� �
�1
k

(1� µ�⌧� + ⌧� ln�k),

where Jk is the number of residues Rjks in the corresponding structure Sk, and  (a) is the digamma function.
The partial derivatives w.r.t. µ↵ and ⌧↵ are given by

@ lnJ

@µ↵

= ⌧↵

 
KdX

k=1

ln↵k

!
�Kd⌧↵µ↵,

and

@ lnJ

@⌧↵
=

Kd � 2

2
⌧
�1
↵ �

1

2

 
KdX

k=1

(ln↵k)
2

!
+ µ↵

 
KdX

k=1

ln↵k

!
�

Kd

2
µ
2
↵.

Finally, the expressions for the partial derivatives w.r.t. µ� and ⌧� are identical to the ones above w.r.t. µ↵ and
⌧↵ respectively.

4.3 Calculating J using the second derivatives of lnJ (Dd, ✓)

The Jacobian, J (Dd, ✓), of F is a square matrix of size K ⇥ K, where K = 2Kd + 4, which is composed
of second derivatives of lnJ . In this section, we provide the expressions for these second derivatives. The
partial derivatives of @ lnJ

@↵k
are given by

@
2 lnJ

@↵k0@↵k

=

(
�Jk 

0(↵k) + Jk 
0(↵k + �k) + ↵

�2
k

(1 + µ↵⌧↵)� ⌧↵↵
�2
k

+ ⌧↵↵
�2
k

ln↵k, if k = k
0
,

0, if k 6= k
0
,

and

@
2 lnJ

@�k0@↵k

=

(
Jk 

0(↵k + �k), if k = k
0
,

0, if k 6= k
0
,

where  0(a) is the trigamma function. Furthermore,

@
2 lnJ

@µ↵@↵k

= ⌧↵↵
�1
k

,
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and

@
2 lnJ

@⌧↵@↵k

= ↵
�1
k

(µ↵ � ln↵k).

Finally,

@
2 lnJ

@µ�@↵k

=
@
2 lnJ

@⌧�@↵k

= 0.

The expressions for the partial derivatives of @ lnJ
@�k

are equivalent to the corresponding partial derivatives of
@ lnJ
@↵k

described above.
The partial derivatives of @ lnJ

@µ↵
are

@
2 lnJ

@µ2
↵

= �Kd⌧↵,

@
2 lnJ

@↵k@µ↵

= ⌧↵↵
�1
k

,

@
2 lnJ

@⌧↵@µ↵

=

 
KdX

k=1

ln↵k

!
�Kdµ↵.

All other partial derivatives of @ lnJ
@µ↵

are zero, and are therefore omitted here. The partial derivatives of @ lnJ
@µ�

have equivalent expressions to the ones above.
Similarly, for @ lnJ

@⌧↵
, we have

@
2 lnJ

@⌧2↵
= �

Kd � 2

2
⌧
�2
↵

@
2 lnJ

@↵k@⌧↵
= ↵

�1
k

(µ↵ � ln↵k)

d
2 lnJ

dµ↵d⌧↵
=

 
KdX

k=1

ln↵k

!
�Kdµ↵

All other partial derivatives of @ lnJ
@⌧↵

are zero, and are therefore omitted here. The derivatives of @ lnJ
@⌧�

have
equivalent expressions to the ones above.

4.4 Inverting the Jacobian to calculate J�1

As mentioned above, J is a K⇥K matrix, so inverting can be non-trivial when K is very large as it is for most
Dd. However, when we order ✓ = {↵1, . . . ,↵Kd ,�1, . . . ,�Kd , µ↵d, µ�d, ⌧↵d, ⌧�d}, we see that J has a block
form corresponding to

J =

2

6664

a b e

c d f

g h i

3

7775
,

where the blocks a, b, c, and d are only composed of second derivatives of the form @
2 lnJ

@↵k0@↵k
, @

2 lnJ
@�k0@↵k

, @
2 lnJ

@↵k0@�k
,

@
2 lnJ

@�k0@�k
, and are therefore diagonal because these second derivatives are only non-zero when k

0 = k. Taking
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advantage of this fact, we can simplify the calculation of the inverse of the Jacobian, J�1. Re-organizing J

into a blocked-block form

J =

2

6664

2

4a b

c d

3

5

2

4e

f

3

5

h
g h

i
i

3

7775
⌘

2

4A B

C D

3

5 ,

we can greatly simplify the calculation J
�1 using the identity

2

4A B

C D

3

5
�1

=

2

4A
�1 + (A�1

B)(D � CA
�1

B)�1(CA
�1) �A

�1
B(D � CA

�1
B)�1

�(D � CA
�1

B)�1(CA
�1) (D � CA

�1
B)�1

3

5 .

In this situation, because

A =

2

4a b

c d

3

5

and a, b, c, and d are all diagonal and therefore easily invertible, A�1 may be easily calculated through a first
application of the above identity, which consequently simplifies the second application that comprises the full
calculation of J�1. In addition to its use in the update equation for the Newton-Raphson optimization process,
J
�1 is the inverse of the Hessian of lnJ , which, when calculated at the MAP point, is the covariance matrix

for the Laplace approximation to the posterior P (✓|Dd) (see above).

4.5 Newton-Raphson Maximization Protocol

Practically, successful use of the Newton-Raphson method to find the MAP point requires a good initial choice
of ✓0. We initialize the ↵ks and �ks by taking a log-uniform random initialization of the precision sk = ↵k + �k

between 10�2 to 102 followed by moment matching 1
Jk

P
Jk
j=1 lnPjk = E [lnPjk] =  (↵k)�  (sk). Solving for

↵k gives a good preliminary initialization for a subsequent maximum likelihood estimation of ↵k using a few
iterations of the Newton-Raphson method to obtain the value used in ✓0 [11]. A similar procedure is performed
for �k using instead a moment-matching procedure for E [ln(1� Pjk)]. The initializations for µ↵ and ⌧↵ are
then determined by moment-matching the mean and precision of the {ln↵k}, and an equivalent procedure
is performed for µ� and ⌧� . From this initialization, successive iterations of the Newton-Raphson method
described above are performed until the value of lnJ converges to a relative change of 10�10, and at least
five restarts were performed for each Dd.
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Supplemental Figures

b.

a.

Figure S1: Element-specific Intensity Profiles. Plots of intensity profiles in a transmission electron mi-
croscopy image for different elements (color lines) along with Gaussian fits to intensity profiles (dashed lines).
(a) Profiles calculated using no distortion factor yield an element-averaged fitted width of � = 0.056 Å. (b)

Profiles calculated with a Debye-Waller factor of 5.0 Å yield an element-averaged fitted width of � = 0.244 Å.
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Figure S2: Residue Width probability for Global Residue-level Model. A global M1 level model of all of
the residues in a structure of apoferritin (PDB ID 7A4M) was created, and the probability P (Y | �, X,M1) was
calculated as a function of � varying from 0.05 Å to 40 Å. The maximum is locate at � = 0.769 Å.
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Figure S3: Histogram of distances between nearest residues Each of the cryoEM-derived PDB structures
(selection criterion detailed in the main text) was taken, the center-of-mass (COM) locations for each residue in
those structures were calculated, the distance between each residue COM in the structure was calculated, and
then for each residue the distance to the closest residue was determined. For each structure, those closest
distances were histogrammed between r = 0.0 Å to r = 20.0 Å with 0.1 Å bin widths. All of those histograms
were taken, each was normalized, and then the average normalized counts in each bin was plotted here. The
expectation value of the closest distance based on this histogram is marked by a vertical line at hri = 4.31 Å.
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τβdμβdταdμαd

P

βkαk

JkKd

Log-Normal(αk|μαd,ταd-1)
Log-Normal(βk|μβd,τβd-1)

Beta(P|αk,βk)

Figure S4: Schematic Diagram of the Statistical Model. Plate diagram of the directed acyclic graph (DAG)
of the statistical model used for capturing the dispersion in Patomic within a set of structures.
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Figure S5: Statistical Model of Camera-dependence of Atomic Resolution. The statistical model for
HARP results was used to analyze the effect of the microscope detector. Structures were grouped by their
PDBx/mmCIF metadata entry _em_image_recording.film_or_detector_model. Only structures released before
Jan. 1, 2023 with reported FSC resolution less than 8.0 Å, and that were deposited into the PDB in 2018
or later were used. Groups with less than five structures were not analyzed. Plots are of MAP parameters
(dots) and 95% HPDI (shaded regions), while lines are provided to guide the eye. hP i ⌘ h↵i/(h↵i + h�i),
h↵i ⌘ exp[µ↵], and h�i ⌘ exp[µ� ].
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Figure S6: Statistical Model of Reconstruction Software-dependence of Atomic Resolution. The
statistical model for HARP results was used to analyze the effect of the reconstruction software. Struc-
tures were grouped by their PDBx/mmCIF metadata entry software name - reconstruction in the category
_em_software.category. Software was grouped by major version (e.g., Relion 3.1 ! Relion 3). Only struc-
tures released before Jan. 1, 2023 with reported FSC resolution less than 8.0 Å, and that were deposited
into the PDB in 2018 or later were used. Groups with less than five structures were not analyzed. Plots
are of MAP parameters (dots) and 95% HPDI (shaded regions), while lines are provided to guide the eye.
hP i ⌘ h↵i/(h↵i+ h�i), h↵i ⌘ exp[µ↵], and h�i ⌘ exp[µ� ].

19

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 19, 2023. ; https://doi.org/10.1101/2023.10.17.562748doi: bioRxiv preprint 

https://doi.org/10.1101/2023.10.17.562748
http://creativecommons.org/licenses/by-nc-nd/4.0/


Figure S7: Statistical Model of Deposit Month-dependence of Atomic Resolution. The statistical
model for HARP results was used to analyze the effect of the month of the year that a structure was
deposited into the PDB. Structures were grouped by the month of their PDBx/mmCIF metadata entry
_pdbx_database_status.recvd_initial_deposition_date. Only structures released before Jan. 1, 2023 with
reported FSC resolution less than 8.0 Å, and that were deposited into the PDB in 2018 or later were used.
Plots are of MAP parameters (dots) and 95% HPDI (shaded regions), while lines are provided to guide the
eye. hP i ⌘ h↵i/(h↵i+ h�i), h↵i ⌘ exp[µ↵], and h�i ⌘ exp[µ� ].
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Figure S8: Statistical Model of Publication Journal-dependence of Atomic Resolution. The statistical
model for HARP results was used to analyze the effect of the journal in which the associated paper was
published. Structures were grouped by their PDBx/mmCIF metadata entry _citation.journal_abbrev and only
those shown were analyzed. Only structures released before Jan. 1, 2023 with reported FSC resolution less
than 8.0 Å, and that were deposited into the PDB in 2018 or later were used. Plots are of MAP parameters
(dots) and 95% HPDI (shaded regions), while lines are provided to guide the eye. hP i ⌘ h↵i/(h↵i + h�i),
h↵i ⌘ exp[µ↵], and h�i ⌘ exp[µ� ].
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Figure S9: Statistical Model of Electron dose-dependence of Atomic Resolution. The statis-
tical model for HARP results was used to analyze the effect of the electron dose (electrons per
square Angstrom) used during imaging. Structures were grouped by their PDBx/mmCIF metadata entry
_em_image_recording.avg_electron_dose_per_image. Only structures released before Jan. 1, 2023 with
reported FSC resolution less than 8.0 Å, and that were deposited into the PDB in 2018 or later were used.
Groups with less than five structures were not analyzed. Plots are of MAP parameters (dots) and 95% HPDI
(shaded regions), while lines are provided to guide the eye. hP i ⌘ h↵i/(h↵i + h�i), h↵i ⌘ exp[µ↵], and
h�i ⌘ exp[µ� ].
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Figure S10: Statistical Model of Accelerating Voltage-dependence of Atomic Resolution. The statistical
model for HARP results was used to analyze the effect of the electron accelerating dose (kV) used during
imaging. Structures were grouped by their PDBx/mmCIF metadata entry _em_imaging.accelerating_voltage.
Only structures released before Jan. 1, 2023 with reported FSC resolution less than 8.0 Å, and that were
deposited into the PDB in 2018 or later were used. Groups with less than five structures were not analyzed;
group sizes were capped at 3000 structures and split when more were present. Plots are of MAP parameters
(dots) and 95% HPDI (shaded regions), while lines are provided to guide the eye. hP i ⌘ h↵i/(h↵i + h�i),
h↵i ⌘ exp[µ↵], and h�i ⌘ exp[µ� ].

23

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 19, 2023. ; https://doi.org/10.1101/2023.10.17.562748doi: bioRxiv preprint 

https://doi.org/10.1101/2023.10.17.562748
http://creativecommons.org/licenses/by-nc-nd/4.0/


Figure S11: Statistical Model of Humidity-dependence of Atomic Resolution. The statistical model for
HARP results was used to analyze the effect of the humidity during vitrification. Structures were grouped by
their PDBx/mmCIF metadata entry _em_vitrification.humidity. Only structures released before Jan. 1, 2023
with reported FSC resolution less than 8.0 Å, and that were deposited into the PDB in 2018 or later were
used. Groups with less than five structures were not analyzed. Plots are of MAP parameters (dots) and 95%
HPDI (shaded regions), while lines are provided to guide the eye. hP i ⌘ h↵i/(h↵i+ h�i), h↵i ⌘ exp[µ↵], and
h�i ⌘ exp[µ� ].
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Figure S12: Statistical Model of Formula Weight-dependence of Atomic Resolution. The statistical model
for HARP results was used to analyze the effect of the formula weight of the molecule and/or molecular com-
plex. Structures were grouped by their PDBx/mmCIF metadata entry _entity.formula_weight. Only structures
released before Jan. 1, 2023 with reported FSC resolution less than 3.2 Å were used. Groups with less than
five structures were not analyzed. Plots are of MAP parameters (dots) and 95% HPDI (shaded regions), while
lines are provided to guide the eye. hP i ⌘ h↵i/(h↵i+ h�i), h↵i ⌘ exp[µ↵], and h�i ⌘ exp[µ� ].
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Figure S13: Statistical Model of Amino Acid Size-dependence of Atomic Resolution. The statistical
model for HARP results was used to analyze the effect of the amino acid residue size, which was quantified
by its radius of gyration, Rg. For each residue, Rg was calculated as the mean Rg of that residue in a high-

resolution, bacterial ribosome structure (PDB ID: 8B0X, 1.55 Å) as Rg =
qP

i
(mir

2
i
)/(

P
i
mi), where mi

is the mass of the i
th atom and r

2
i

is the square of the distance from the center-of-mass of the residue of
the i

th atom. Only structures released before Jan. 1, 2023 with reported FSC resolution less than 3.2 Å
were used, and groups were formed by choosing all of each type of that residue within each structure. Plots
are of MAP parameters (dots) and 95% HPDI (shaded regions), while lines are provided to guide the eye.
hP i ⌘res h↵i/(h↵i+ h�i), h↵i ⌘ exp[µ↵], and h�i ⌘ exp[µ� ].
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Figure S14: Statistical Model of DNA Residue identity-dependence of Atomic Resolution. The statistical
model for HARP results was used to analyze the effect of the DNA residue identity. Only structures released
before Jan. 1, 2023 with reported FSC resolution less than 3.2 Å were used, and groups were formed by
choosing all of each type of that residue within each structure. Plots are of MAP parameters (dots) and 95%
HPDI (shaded regions), while lines are provided to guide the eye. hP i ⌘res h↵i/(h↵i + h�i), h↵i ⌘ exp[µ↵],
and h�i ⌘ exp[µ� ].
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Figure S15: Statistical Model of RNA Residue identity-dependence of Atomic Resolution. The statistical
model for HARP results was used to analyze the effect of the RNA residue identity. Only structures released
before Jan. 1, 2023 with reported FSC resolution less than 3.2 Å were used, and groups were formed by
choosing all of each type of that residue within each structure. Plots are of MAP parameters (dots) and 95%
HPDI (shaded regions), while lines are provided to guide the eye. hP i ⌘res h↵i/(h↵i + h�i), h↵i ⌘ exp[µ↵],
and h�i ⌘ exp[µ� ].
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Figure S16: Statistical Model of Modified Residue Identity-dependence of Atomic Resolution. The
statistical model for HARP results was used to analyze the effect of modified residues (e.g., post-translational
modifications). Only structures released before Jan. 1, 2023 with reported FSC resolution less than 3.2 Å
were used, and groups were formed by choosing all of each type of that residue within each structure. Plots
are of MAP parameters (dots) and 95% HPDI (shaded regions), while lines are provided to guide the eye.
hP i ⌘res h↵i/(h↵i+ h�i), h↵i ⌘ exp[µ↵], and h�i ⌘ exp[µ� ].
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Figure S17: Electron Dose Dependence of Asp and Glu Decarboxylation in Proteinase K. Plot of av-
erage P�CO2 for all glutamic acid or aspartic acid residues vs. electron dose for Proteinase K from the
micro-crystal electron diffraction study of Gonen and coworkers (PDB IDs: 6CL7, 6CL8, 6CL9, 6CLA, and
6CLB) [12]. P�CO2 is calculated by model selection using equal a prior model priors for an M0 model of the
residue with the side-chain carboxylate group present (i.e., M0,+CO2) and again with the side-chain carboxy-
late group removed and the ‘CD’ carbon (Glu) or the ‘CG’ carbon (Asp) replaced with a hydrogen atom (i.e.,
M0,�CO2). A Patomic-like calculation is performed for each residue, including marginalizing � out, as P�CO2 =
1./

�
1 +

R
(P (Y | X+CO2))/

R
(P (Y | X�CO2))

�
. Data points are the mean 1/N

P
T̂ (Rj)2{Glu,Asp} Pi,�CO2,

and error bars are ±1 standard error of the mean (SEM).
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