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A B S T R A C T   

The extraction of individual events from continuous time series is a common challenge in many extreme value 
studies. In the field of environmental science, various methods and algorithms for event identification (de- 
clustering) have been applied in the past. The distinctive features of extreme events, such as their temporal 
evolutions, durations, and inter-arrival times, vary significantly from one location to another making it difficult 
to identify independent events in the series. In this study, we propose a new automated approach to detect in
dependent events from time series, by identifying the standard event duration across locations using event 
correlations. To account for the inherent variability at a given site, we incorporate the standard deviation of the 
event duration through a soft-margin approach. We apply the method to 1 485 tide gauge records from across the 
global coast to gain new insights into the typical durations of independent storm surges along different coastline 
stretches. The results highlight the effects of both local characteristics at a given tide gauge and seasonality on 
the derived storm durations. Additionally, we compare the results obtained with other commonly used de- 
clustering techniques showing that these methods are more sensitive to the chosen threshold.   

1. Introduction 

Extreme value theory is based on the hypothesis that all events are 
independent and identically distributed (iid). When working with 
sequential data, such as time series of environmental phenomena, where 
events can cluster in time, serial dependence is almost inevitable, 
violating the iid assumption. To satisfy the assumption of independence, 
the time series must be de-clustered. There is, however, no universal 
definition of independence between events, and improper sampling 
from the time series can lead to the misrepresentation of associated 
hazards. 

Bock Maxima (BM) and Peaks Over Threshold (POT) are the two 
most used approaches to sample extreme events. BM is based on the 
selection of the maximum value within non-overlapping time intervals, 
where the time intervals must be long enough to ensure independence 
between events (e.g., annual, or monthly maxima). The BM approach, 
however, may result in the loss of valuable information; for instance, 
when dealing with short time series the number of extreme events is 
limited. In addition, within a single time block (e.g., one year), there 
could be two or more events that are larger than the maxima in other 

blocks, thus neglecting relevant information (Arns et al., 2013). The POT 
method overcomes this problem, allowing the sampling of a larger 
number of extreme events, yet it raises the question of how to properly 
de-cluster the observations to ensure independence. 

Different methodologies have been proposed over the years to ensure 
independence when applying the POT method. The most used in hy
drologic and coastal applications are: (1) the runs de-clustering method, 
(2) the use of a standard event duration (abbreviated hereafter as SED), 
and (3) the extremal index. Method (1) defines a new event to have 
begun once there is a specified number (run length) of consecutive ob
servations below the threshold. The maximum observation is then 
extracted for each event (Leadbetter et al., 1989; Acero et al., 2011). 
Method (2) uses a SED (also referred to as “Standard Storm Length” in 
storm analysis) (Tawn, 1988). In essence, it uses a specified event 
duration in such a way that any exceedance beyond this is considered 
independent from the preceding event (Mathiesen et al., 2010; Ward 
et al., 2018; Zachary et al., 1998). Both methods require a predefined 
threshold as well as the run length and the SED (for Method 1 and 
Method 2, respectively) which in many cases is chosen subjectively 
(Ferro and Segers, 2003), though it has been shown that it plays an 
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important role in the de-clustering results (Arns et al., 2013; Vanem, 
2015). Additionally, these methods do not consider spatial variability 
and assume equally sized event durations (natural variability) (Arns 
et al., 2013). 

To overcome this issue, Ferro and Segers (2003) proposed the use of 
the extremal index as an automated way of de-clustering extreme events 
without forcing a fixed parameter during the process (Method (3)). This 
method measures the degree of clustering of stationary extreme values 
as the proportion of inter-exceedance times that may be regarded as 
inter-cluster times. The hypothesis is that extreme events cluster 
together in a compound Poisson process (i.e., extremes cluster in time, 
therefore, they do not occur randomly as expected from a Poisson dis
tribution; however, clusters do occur randomly). This method has been 
extensively used (Poon et al., 2004; Rueda et al., 2016), especially when 
sampling events with low annual exceedance probabilities from the 
data. However, the results are highly dependent on the threshold value 
(Della-Marta et al., 2009), which must be high enough to ensure 
asymptotic behavior. 

Sequential events are getting more attention, especially in environ
mental science (Besio et al., 2017; Telesca, 2007; Wadey et al., 2014; Xi 
et al., 2023). For example, consecutive storms near the coast can lead to 
compounding effects, e.g., communities recovering from a shock are 
more vulnerable to future shocks than they otherwise would be. These 
consecutive events may all be extreme, or they could include multiple 
moderate events (with higher annual exceedance probabilities), but in 
any case, the clustering leads to more devastating impacts than isolated 
extreme events (de Ruiter et al., 2020; Zscheischler et al., 2020). For 
example, Hurricanes Irma and Maria caused strong winds, intense pre
cipitation, and storm surges with associated impacts in September 2017 
in Puerto Rico within less than two weeks of each other. Another 
example of consecutive events was the remarkable sequence of storms 
that struck the United Kingdom (UK) during the winter of 2013/2014. 
From December to February a storm arrived on average every 2.5 days 
(Jenkins et al., 2022) and not all of them were equally extreme; in fact, 
some were moderate but still caused significant impacts as flood pro
tection measures were already weakened. More recently, Hurricane Ian 
struck the coast of Florida and became the costliest natural disaster of 
the 2023 Atlantic Hurricane season. Only 45 days later, a weaker storm, 
Hurricane Nicole, with a much smaller storm surge destroyed infra
structure and beach property along the Florida east coast, where beaches 
and dunes were already eroded from Ian. In certain circumstances, 
having consecutive events can lead to less detrimental impacts. For 
instance, when tropical cyclones occur in closer succession, coral reefs 
have more time to recover between events and remain in a healthy state 
for longer than when the cyclones occurred randomly in time (Mumby 
et al., 2011). These examples highlight the importance of sampling the 
continuum from moderate to extreme events from underlying time se
ries. However, the methods outlined above were developed for the most 
extreme events, ignoring that more moderate events, especially when 
occurring in close succession, can also lead to large impacts. 

In this paper, we propose a new automated and more objective 
method of identifying independent events (extending Method (2) out
lined above) by defining the SED based on the correlation between 
events in the same time series. As pointed out by Soukissian (2011), the 
consideration of a unique SED for the entire population is often debat
able since different events exhibit different temporal evolutions and 
durations because of natural variability. As mentioned previously, most 
of the approaches found in the literature do not consider local variability 
and assume equally sized event durations or fixed parameters (Arns 
et al., 2013). To overcome this challenge and based on the concept of 
soft margins (Cortes et al., 1995), we propose an extra step in the 
de-clustering process, allowing the events to be part of mixed pop
ulations, i.e., we allow the events from the same time series to have 
different durations. This concept introduces a degree of freedom to the 
de-clustering window, enabling events to be merged instead of 
(wrongly) being considered as individual events. 

In the following, we first develop the new correlation-based frame
work for time series event de-clustering. Then, we apply it to storm surge 
data from 1 485 tide gauges located along the global coasts, offering 
valuable insights into the spatial variability of derived window lengths 
for de-clustering purposes. Next, we explore the implications of time 
series non-stationarity (decadal and seasonal variations) in the de- 
clustering process. Finally, we compare our results with those derived 
from other widely used methods. 

2. Data 

Sea level data are obtained from tide gauge observations from the 
Global Extreme Sea Level Analysis database - version 3 (GESLA-3) 
(Haigh et al., 2022; Woodworth et al., 2016), https://gesla.org/). Most 
of the time series have hourly data but some have higher temporal 
resolution; those were interpolated to hourly to ensure consistency. 
Next, we remove the influence of mean sea level variation by subtracting 
the annual mean sea level time series from each record. Then, the as
tronomical tide is calculated from the detrended sea level records using 
the MATLAB Unified Tidal Analysis and Prediction Functions (U-Tide, 
Codiga, 2023) on a year-by-year basis, for years with more than 70% of 
data. We kept the seasonality of the series (i.e., SA and SSA tidal con
stituents were set to zero in the tidal analysis); this did not affect our 
overall results in terms of the derived SED values. We consider the 
resulting non-tidal residual time series (referred to here as storm surge) 
for our analysis. 

From a total of 5 119 tide gauges included in GESLA-3, we select a 
subset of 1 485 time series based on the following criteria:  

1. Coastal tide gauges: GESLA-3 includes river, lake, and coastal tide 
gauges. Only coastal tide gauges were included in the analysis.  

2. Record length and completeness: to ensure robust results from the 
tidal analysis only years with at least 70% data completeness are 
analyzed. In addition, we only use stations with record lengths of 
more than 10 years. A total of 1 920 stations remain after applying 
these two filters.  

3. Quality check: after removing the tidal signal, storm surge time series 
are visually inspected and physically unrealistic jumps are removed. 
Also, tide gauges with visible changes in the datum were removed, 
leaving 1 629 tide gauges.  

4. Duplications: for some stations, the same water level information is 
retrieved from different providers, creating duplications. In such 
cases, we retain the longest record available. After removing dupli
cates, 1 485 time series remain for the final analysis. 

3. Methods 

We propose a two-step approach to identify independent events in 
time series. The first step is an updated version of Method 2 (use of a 
SED). While in most cases the definition of the SED is the same for all the 
time series (i.e., for storm surges usually 3 days), we propose the use of a 
site-specific SED, thus accounting for local characteristics such as ba
thymetry, coast orientation, storm type, etc. To find the SED for each 
time series, we extended an approach outlined in (Tawn, 1988) and use 
the correlation between events. A shortcoming of most approaches to 
de-cluster time series is the assumption of a uniform SED value for all 
events within a series, disregarding potential natural variability (i.e., 
different types of storms affecting that area, seasonal changes, changes 
in the wind orientation, etc.). To address this, we introduce a soft margin 
(as in Cortes et al., 1995) in the second step of our proposed method. In 
the following we outline how the SED and soft margins are computed 
and how the method is implemented, exemplarily, to identify indepen
dent storm surge events from tide gauge time series. 

Fig. 1 shows how the SED and soft margin values are derived based 
on a storm surge time series from a single tide gauge. To help charac
terize the average duration of the events at each location, we select 
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events above the 99th percentile (based on Wahl et al. (2017) and 
others) and a window wide enough to capture all possible event dura
tions (in our case we use 6 days, double than the usual 3-day indepen
dence window). These parameters, while not pivotal to the final SED 
selection, serve as an initial step to characterize typical storm surge 
behavior at a location. Note that these parameters can be changed 
depending on the type of event and time series used. We found that, in 
our case, the method is not very sensitive to changes in these parame
ters; we tested the method using lower thresholds (98th and 98.5th) and 
found the same values of the parameters in more than half (55% and 64 
%, respectively) of the stations. At tide gauges where the SED is not the 
same differences reach 40% on average for both thresholds. Including 
the soft margin (measuring the difference of the SED + soft margin 
value) reduces the average difference to 20%. This shows that while the 
method is not entirely independent of the threshold, the effect on the 
model parameters and ultimately the selected events (from moderate to 
more extreme events) is small. 

For each station, we identify the exceedances above the threshold, in 
descending order. For each of those exceedances, we capture the storm 
surge levels occurring 3 days before and after, which we will refer to as 
events hereinafter. Note, that storm surge levels belonging to one event, 
will no longer be included in any other event. Then, we build a matrix 
consisting of the 6-day time series of those events, with the peaks 
centered at time zero (see Fig. 1a). We obtain a matrix where the number 
of rows matches the number of identified events, and each row has 145 
columns including information about the temporal evolution of the 
storm surge during the 6 days (145 h, or time steps). We then calculate 
the correlation between all time steps, obtaining a symmetric 145 × 145 
matrix. The scatter plots in Fig. 1b exemplify this process; each point 
within the scatter plot represents the time steps being correlated on each 

cell of the matrix. For example, panel i) shows all events on T1 (blue) vs 
T2 (red) that would correspond to the T1-2 cell on the matrix, and so 
forth. The correlation function (black line in Fig. 1b) is then obtained 
taking the mean of each column (i.e. mean for each time step across all 
events). We also derive the standard deviation (light grey area in 
Fig. 1b). The SED and soft margins are computed based on the shape of 
the resulting correlation function. Overall, a minimum correlation is 
found during the peak of the event, while correlation levels increase as 
the surge levels approach the mean regime before and after the peak 
(Fig. 1b shows an example for the Apalachicola tide gauge, in Florida, 
see also Fig. 2f–j). 

The SED (blue line in Figs. 1b and 2f-j) is defined as twice the dif
ference between the peak of the event (minimum of correlation) and the 
time step at which the correlation function reaches an absolute 
maximum (orange cross in Fig. 1b), ensuring a symmetric independence 
window. This signifies the moment at which all time steps are most 
similar to both the extreme and the “regular” surge values, indicating a 
transition from regular (at the sides of the function) to extreme condi
tions (center). Other selection techniques can be used (i.e. “change 
point” or the coefficient of variation), but we found the absolute 
maximum to be more conservative and to better represent the physical 
aspect of the SED. 

Individual events show slightly different event durations; the soft 
margin helps capture this variability across events for a single site. The 
soft margin is computed as the absolute difference (in hours) between 
the SED (dashed blue lines in Figs. 1b and 2f-j) and the time step of 
maximum standard deviation (blue cross in Fig. 1b). The soft margin is 
always considered outside the SED limit margins (grey-shaded areas in 
Figs. 1b and 2b f-j following the SED limits, dashed blue lines). 

Fig. 3 shows an example of the method implementation to de-cluster 

Fig. 1. Scheme of the method using the Apalachicola tide gauges as example. Panel a) illustrates the event selection process and the construction of the event matrix. 
Each row in the matrix represents an event, and the columns denote the time steps. Panel b) shows the construction of the correlation matrix used to derive the 
average correlation function (black line) and standard deviation (grey light area). The crosses on the correlation function indicate points of interest for the method. 
The color scheme in both panels a) and b) corresponds to the scatter plots on panel b (i, ii and ii). These scatter plots illustrate the values used to calculate the 
correlation between specific time steps, each scatter plot corresponds to one cell of the correlation matrix. 
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the time series at Aburatsu, Japan for events above the 1-yr RL (note that 
from now on we use return levels as thresholds). Using the events 
identified after applying the proposed method, we fit a Generalized 
Pareto Distribution to obtain the return levels. The first step consists of 
de-clustering the time series using Method 2, with a SED of 58 h (for this 
site), instead of the usual 3-day window. The blue dots represent the 
initial independent events identified based on the estimated SED (1st 
step). 

The second step is applied to the (blue) events that fall within the soft 
margin boundaries (grey area). This is, if the difference between the 
beginning of one event (b) and the end of the previous event (e) is less 

than the soft margin found for that time series (see the rule below), these 
events are merged and considered part of the same event, regardless of 
whether it has values below the threshold or not, allowing for increased 
variability in event durations. Both the SED and the soft margin are 
applied on an event basis. This results in the final de-clustered time 
series (red dots). 
{

b − e > soft margin remain independent events
b − e ≤ soft margin merged into a single event 

Panels b) and c) in Fig. 3 show two examples of this situation, where 
events longer than the SED incorrectly span more than one 

Fig. 2. Panels on the left show 6-day periods of storm surge time series at selected tide gauges (indicated in the title) with events above the 99th percentile (dark grey 
dashed line) centered at time zero. Black line represents the mean of all events at that tide gauge. The right-side panels show the average correlation function (black 
line) and standard deviation (grey dashed lines) of those events (on a 6-day window). Dashed blue line marks the SED, and the soft margin is marked with the grey 
shaded area (see text for explanation). 
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"independent" event. The soft margin (in this case 11 h) serves as a 
corrective measure, ensuring the identification of true independent 
storms, as depicted by the red dots in Fig. 3 (second step of our method). 

4. Results 

We apply the method to 1 485 storm surge time series (see Sec. 2). 
First, we derive SED and soft-margin values at each station (Sec. 4.1). 
Then, we perform a non-stationarity analysis of the SED (Sec. 4.2). 
Lastly, we compare our results with other common de-clustering 
methods (Sec. 4.3). 

4.1. Global implementation of the new framework 

Fig. 4 shows the values of SED (panel a) and the soft margins (panel 
b) for all 1 485 tide gauges. The mean value for the SED across all sta
tions is 65 h (the median is 62 h), which is similar to the 72 h commonly 
used to de-cluster storm surge data (Enríquez et al., 2020; Harter et al., 
2022; Rashid et al., 2022). However, values notably vary spatially 
ranging from 20 to 140 h (Fig. 4a). Most tide gauges along the U.S. East 
Coast, the North Sea, and Japan have relatively longer SED values (~90 

Fig. 3. Example of de-clustered time series. a) Complete time series shown in 
grey, blue dots mark the peaks found after applying the first step of the de- 
clustering (SED), red dots are the final independent events found after 
applying the second step (soft margin), for events above the 1-yr return level. b) 
and c) Show two instances where events are merged after applying the soft 
margin. Dashed blue lines mark the 58-hr SED and the grey are the 11-hr 
soft-margins. 

Fig. 4. Values of a) SED and b) soft margins for 1 485 tide gauges.  
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h) (see Supplementary Fig. 1), compared for example to Australia, Af
rica, or the U.S. West Coast where SED tends to be shorter (~50 h). In 
several instances, we also find large differences between nearby stations. 
We hypothesize that this is due to local characteristics such as ba
thymetry, coastline orientation, and/or tide gauge placement. Fig. 5 
compares mean normalized storm surges (and their SED) for nearby 
stations in three regions. Despite the short distance between tide gauges, 
the surge elevations differ across locations, resulting in longer SED 
values at the tide gauges where storm surges tend to be larger, taking 
more time to return to the mean regime. 

Fig. 4b shows the values of the soft margin found for all the stations 
(with average values of 12 h). Values in the northern part of Europe 
stand out (~60 h), as well as in some parts of the U.S. coasts, indicating 
large variability in storm surge durations in these areas. This variability 
may be related to changes in storm patterns, as a result of seasonal or 
larger-scale changes. Other large values can be observed scattered across 
the global coast, especially in tide gauges located near bays or inlets 
where local effects such as freshwater inflow can lead to variability. 

4.2. Non-stationarity analysis 

So far in our analysis, as well as in previous studies, SED is assumed 
stationary, but changes in storminess can modulate those values. In this 
section, we study the evolution of the SED in time and how much it is 
influenced by seasonal to decadal variations. Fig. 6 shows the effect of 
decadal variations on SED. We estimate the SED using 10-yr overlapping 
moving windows shifted 1-yr each time step and display the standard 
deviation of the non-stationary SED values. Some places such as the 
North Sea exhibit larger temporal variability, up to 66 h (33 h in each 
direction), while others like Japan are more consistent over time. The 
results indicate that the variability is not dependent on the record length 
(indicated by circle sizes in Fig. 6). 

The stationary (Fig. 4a) and non-stationary SED values show little 
spatial coherence, indicating that they are more likely attributable to 
local conditions rather than being the result of global or regional climate 
patterns. 

Seasonality in storminess, where different types of storms (tropical 
vs. extra-tropical) occur at different times of the year, can also influence 
SED. We derive the SED for the tropical season, defined as the North 
Atlantic hurricane season (from June 1st to November 30th), and for the 
extra-tropical season, i.e., the rest of the year. Fig. 7a shows the ratio 
between the number of events (above the 1-yr return level) in both 
seasons. The northern hemisphere experiences more events in the extra- 
tropical season during the boreal winter and the same happens in the 
southern hemisphere because of the storm season definition (note that 
we do not imply that events that occur during the tropical season in 

those areas are actually tropical storm events, but rather split the year 
into two seasons). In lower latitudes, most of the events occur in the 
tropical season. 

Fig. 7b shows the differences in the SED computed using events from 
the tropical and extra-tropical seasons (in absolute values). Different 
types of events can generate different SED values, for example, extra- 
tropical cyclones generally generate longer storm surges (SEDs in the 
tropical cyclone season are 4 h longer on average). Major differences can 
be noticed in south Japan, the Gulf of Mexico, the East Coast of the U.S., 
and northern Europe (see Supplementary Fig. 2). This indicates that the 
SED in those areas is highly dependent on the type of events that are 
considered. This variability is partially captured in our proposed method 
through the soft margin parameter; the soft margin (Fig. 4b) is larger in 
areas where seasonal differences are also larger (i.e., Gulf of Mexico, 
West Coast of Canada, and North Sea). 

4.3. Comparison between methods 

The two most used techniques in the literature for storm surge de- 
clustering are the extremal index (Method 3) (Coles, 2001; Poon et al., 
2004) and the use of a fixed 3-day window (Method 2) (e.g., Enríquez 
et al., 2020; Harter et al., 2022; Rashid et al., 2022). These methods have 
some inherent disadvantages, in particular when one is not only inter
ested in the most extreme events, but also more moderate ones, which, if 
they occur in close succession, can still lead to large impacts. 

Here we compare the results between the proposed method and these 
commonly used methods by applying the extremal index (Method 3) and 
a fixed 3-day window (Method 2) to the same 1 485 tide gauges. The 
differences in the identified number of events among the methods are 
larger at lower thresholds and decrease as higher thresholds are applied. 
For instance, when using a 1-yr return level threshold, the extremal 
index and the 3-day window identify, on average, 10.4 and 2.4 events 
more than the method proposed here (Table 1), respectively. When 
using a threshold equivalent to the 5-yr return level, differences 
decrease to 2.4 and 1.3 additional events found with the other two 
methods. Note that the thresholds used in all three methods are the same 
for direct comparison. 

The differences vary spatially; at 1-yr return period (5-yr return 
period), differences in the number of events between our proposed 
method and Method 2 are found at 49% (8%) of the tide gauges, while 
the comparison against the extremal index reveals differences in 
approximately 89% (40 %) of the sites. In almost all those cases (>90%) 
the extremal index identifies more events compared to the proposed 
method, this is not the case for Method 2 where the difference in the 
number of events can be positive or negative (Supplementary Figs. 3 and 
4 show the spatial distribution on the difference of events using the 

Fig. 5. Mean normalized storm surges for nearby tide gauges with different SED values located in a) Italy, b) Hong Kong, and c) the UK. The names of the stations are 
under each panel with the same font color. Dashed lines represent the SED values of each tide gauge. Insets in the panels show the locations of the tide gauge stations. 
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proposed method versus the 3-day window and the extremal index, 
respectively). 

Differences in the number of events can be due to the definition of 
the SED and/or the implementation of the soft margin. However, the soft 
margin is a corrective measure only used if the criteria explained in Sec. 
3 is met, i.e., for events longer than the standard (SED) definition. For 
example, for the lowest threshold (1-yr RL) the soft margin is used at 668 
tide gauges, and for those, a mean of four events are merged, which 
represents on average 12% of the events on the time series. As the 
threshold increases (5-yr RL) less sites are affected (130 tide gauges) 
with an average of 1.7 events merged, which corresponds approximately 
to 21% of the total events. 

Fig. 8 shows the events identified by the three methods when applied 
to the time series of Saigo, Japan (the values found for this station are 66 
h SED and 14 h of soft margin). Markers in Fig. 8 represent the inde
pendent events identified by each method. In Fig. 8b and c two instances 
are zoomed in to allow a closer examination of the differences. Fig. 8b 
shows that for a single event, the extremal index identifies four different 
events (blue triangles), while the 3-day window (black crosses) iden
tifies two events, and our proposed method identifies only one event 
based on the highest peak. The same can be seen in Fig. 8c for three 
different events happening between August and September of 1984, 
where only the correlation method proposed here correctly identifies the 
peaks of independent events. Additional examples are shown in Sup
plementary Fig. 5. 

5. Discussion 

De-clustering time series is an important step when studying extreme 
events. An overview of the most used techniques shows that there are 
some disadvantages mostly due assuming constant de-clustering values 
along the globe as well as a tendency toward poor performance when 
considering more moderate rather than only very extreme events (see 
Table 1 and Supplementary Figs. 3 and 4). Here we propose a new 
method that reduces subjectivity compared to existing methods, using 
the correlation function to find the de-clustering parameters (SED and 
soft margin). Furthermore, unlike other methods, our proposed 
approach imposes no constraints on the level of extremeness of the 
events that can be included in the study, thereby enhancing its flexi
bility. The combination of SED and the soft margin allows different 
event durations within the same time series and provides a more 
objective and automated way to de-cluster many different types of 

(environmental) time series. 
To exemplify the procedure, we applied the method to storm surge 

time series from 1 485 tide gauge stations across the globe. The results 
are compared to those derived from applying the extremal index 
(Method 3) and the 3-day window (Method 2). The extremal index is 
identified as sub-optimal when interested in a broader range of events 
(moderate to extreme), since the threshold must be high enough to 
ensure asymptotic behavior. The 3-day window approach proved to be 
more effective in such cases, however, there are still difference in event 
counts when compared to the proposed method (Fig. S2). Therefore, the 
choice of the de-clustering method can also affect other applications 
such as the results of extreme value analysis. This effect diminishes when 
higher thresholds are used to include only the most extreme events. 

The values of the SED parameter found in our analysis (Fig. 4) are in 
general agreement with values derived and/or used in previous local 
studies. Zachary et al. (1998), for example, used values between 24 and 
72 h when analyzing wave and wind data in the North Sea. Mathiesen 
et al. (2010) used higher values between 120 and 168 h for higher lat
itudes in the northern hemisphere, where we also found relatively 
higher SED values. For a specific site in Lowestoft, UK, Tawn (1988) 
found a value of 30 h whereas we derive a SED of 38 h with a soft margin 
at this location of 5 h. 

We also assess changes in the SED over time and show that some tide 
gauges, in particular in northern Europe, exhibit relatively strong 
decadal variability. In addition, seasonality (here associated with 
different storm types occurring during and outside the Atlantic Hurri
cane season) modulates the SED in many regions. Including the soft 
margin parameter in the de-clustering process can accommodate some 
of that variability. In essence, this parameter identifies the areas where it 
is less suitable to use a single constant de-clustering parameter (Arns 
et al., 2013), which at the same time leads to a more conservative 
method in those areas since the de-clustering window becomes longer. 
Therefore, when conducting localized studies, we recommend 
computing the relevant SED and soft margin for the time series 
de-clustering, from the data observed during the season of interest (e.g., 
when storms only occur in winter then only consider data from that 
period). 

The results of applying the method to storm surge time series show 
an overall improvement over other traditionally used techniques, but 
there are still some limitations. It is very important to have reliable time 
series data that has gone through rigorous quality control. The proposed 
method can accommodate gaps in the time series offering the 

Fig. 6. Standard deviation of the non-stationary (decadal variations) SED values at each tide gauge; the size of the circles represents the record length (larger circles 
indicate longer records, the smaller being 10-yrs). 
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Fig. 7. Seasonal variability of the SED parameter. a) Ratio of extra-tropical vs tropical season events (tropical season defined as the north Atlantic hurricane season), 
for events above the 1-yr return level. b) Absolute difference between the tropical and extra-tropical SED. 

Table 1 
Comparison between methodologies using the proposed method as baseline, for 
1 and 5-yr return level thresholds. The first row indicates the % of sites where 
differences across methodologies are found, while the second row shows the 
difference in the average number of independent events, the last row indicates 
the percentage of stations where other methods identified more events than the 
proposed method.   

Method 2: 3-day 
window 

Method 3: 
Extremal index 

1-yr 
RL 

5-yr 
RL 

1-yr 
RL 

5-yr 
RL 

% of tide gauges with different number of 
events 

49.1 8.4 89.0 39.7 

Average difference in the number of events 
compared to new method 

2.4 1.3 10.7 2.4 

% of tide gauges with more events identified 
compared to new method 

73.5 46.4 98.8 99.0  
Fig. 8. a) Comparison of the de-clustered time series using the proposed 
method (SED + soft margin), the extremal index, and the 3-day window. b) and 
c) show details for different specific events. 
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opportunity to remove suspicious data, however, the presence of outliers 
can still generate issues in the correlation function. Another important 
limitation is that we are not accounting for the characteristics of each 
individual event but a SED; therefore, the method can still potentially 
falsely count a single event as two or merge two events into one. How
ever, we introduce varying SED values across stations as well as a soft 
margin to account for variability in each time series making it more 
likely to correctly identify independent events. Other anomaly detection 
algorithms (Kalman filter, Random Forest regression, K-means, etc.) 
have been developed over the last decades for different applications 
including the identification of individual extreme events (Schmidl et al., 
2022). Some of the most innovative algorithms based on deep learning, 
data mining, or stochastic learning are theoretically capable of identi
fying all events, however, they also require fine-tuning of the parameters 
and substantial amount of data. Schmidl et al. (2022) evaluated 71 
anomaly detection algorithms falling into seven different categories 
(statistics, outlier detections, data mining, Classic Machine learning, 
etc.). They found that the most complex algorithms are very sensitive to 
the parameter settings, as well as time consuming and very demanding 
in terms of memory space. Consequently, the challenge lies in striking a 
balance between algorithmic complexity and practical feasibility. 

6. Conclusion 

We introduce a flexible de-clustering process that allows the inclu
sion of both moderate and extreme events that applies to different types 
of time series. It automatically identifies the optimal parameter settings 
(SED and soft margins) through an objective and streamlined imple
mentation, without imposing restrictions on the level of extremeness of 
the events to be identified from the continuous time series. Adding the 
soft margin accounts for the natural variability within the time series. 

Here, we apply the method to storm surge time series from tide 
gauges across the global coast. We do not find strong spatial coherence 
indicating that both SED and the soft margin are more impacted by local 
characteristics than the large-scale storm climate (Fig. 4). We assess non- 
stationary of the parameter values related to decadal variability and 
seasonality and show that the effects are more pronounced in parts of 
northern Europe, south Japan, and the Gulf of Mexico (Figs. 6 and 7). 
The results highlight that local studies should consider these variations 
and focus, for example, only on the stormy season or only on the last few 
decades of data (when time series are very long) when identifying 
suitable values for SED and the soft margin; of course, it depends on the 
goal of the analysis. 

To discern the reliability of the proposed method it is compared to 
other existing methods, the extremal index, and the 3-day fixed window, 
two of the most commonly applied methods in storm surge analysis. In 
both cases, a strong relation of the results with the chosen threshold was 
noticed. The extremal index is intended to identify only the most 
extreme events, which leads to larger differences in the number of 
identified events compared to our proposed method, when the threshold 
is relatively low to include moderate events. These differences decrease 
as the threshold increases. The same occurs with the 3-day window 
method but differences are generally smaller. 

Overall, we show that the proposed method is robust even in the 
presence of variability, seasonality, and gaps in the data. The method, 
designed to mitigate subjectivity in time series analysis, eliminates re
strictions related to event extremeness, enabling its application to both 
moderate and extreme events. While applied here to storm surge time 
series, the method is transferable to diverse time series datasets. 
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