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Abstract—THIS PAPER IS ELIGIBLE FOR THE STUDENT
PAPER AWARD. A finite horizon variant of the quickest change
detection problem is studied, in which the goal is to minimize
a delay threshold (latency), under constraints on the probability
of false alarm and the probability that the latency is exceeded.
In addition, the horizon is not known to the change detector. A
variant of the cumulative sum (CuSum) test with a threshold that
increasing logarithmically with time is proposed as a candidate
solution to the problem. An information-theoretic lower bound
on the minimum value of the latency under the constraints is
then developed. This lower bound is used to establish certain
asymptotic optimality properties of the proposed test in terms of
the horizon and the false alarm probability. Some experimental
results are given to illustrate the performance of the test.

I. INTRODUCTION

The problem of detecting changes or anomalies in stochastic
systems and time series, often referred to as the quickest
change detection (QCD) problem, arises in various engineering
and scientific settings. The observations of the system are
assumed to undergo a change in distribution at the change-
point, and the goal is to detect this change as soon as possible,
subject to false alarm constraints. See [1–4] for books and
survey articles on the topic.

The QCD problem is formulated mathematically as a
constrained optimization problem to minimize a measure of
detection delay, subject to a constraint on an appropriate false
alarm metric. The most commonly used false alarm metric is
the mean time to false alarm, or its reciprocal, the false alarm
rate. Detection delay is generally measured by considering
the expected detection delay, conditioned on the change-point
and possibly the history of observations before the change-
point, and taking the supremum over all possible change-
points over an infinite horizon. However, these metrics for
false alarm and detection delay might not be appropriate in
many applications. Our work is inspired by the regret analysis
for piecewise stationary bandits in [5], in which the metrics
used for detecting changes in the bandit environment are the
probability of false alarm and the probability of detection
delay exceeding a threshold. Furthermore, the false alarm and
delay events are only relevant over a finite horizon, and the
horizon is not known to the change detector.

We therefore pose a variant of the QCD optimization
problem in which the goal is to minimize the delay threshold
(latency), under constraints on the probability of false alarm
and the probability that the latency is exceeded over a finite
horizon, and under the assumption that the horizon is not

known to the detector. We develop a variant of the cumulative
sum (CuSum) test with a time-varying threshold (TVT) as
a candidate solution to the optimization problem. We further
develop a lower bound on the minimum value of the latency
under the constraints. We use the lower bound to establish
certain asymptotic optimality properties of the TVT-CuSum
test in terms of the horizon and the false alarm probability.
We believe that a theoretical study of this variant of the QCD
problem will be of relevance to the performance analysis of
algorithms for piecewise stationary bandits and reinforcement
learning that employ QCD tests to detect changes in the
environment (see, e.g., [6–12]).

To the best of our knowledge, there is no prior work on
the variant of the QCD problem described in the previous
paragraph. A related variant is investigated in [13], where
it is assumed that the observations are discrete (we do not
require this assumption). In [13], the desired latency is fixed
and assumed to be known to the detector, and the goal is to
maximize the horizon.

The remainder of the paper is organized as follows: The
formulation of our QCD problem is given in Section II.
Section III is devoted to the performance analysis of the TVT-
CuSum test. In Section IV, we provide a lower bound, which
is useful in establishing some asymptotic optimality properties
of the TVT-CuSum test. Numerical results that validate the
analysis are given in Section V, and some concluding remarks
are give in Section VI.

II. HIGH PROBABILITY LOW LATENCY QUICKEST
CHANGE DETECTION

Let {Xn : n → N} be a sequence of independent ran-
dom vectors whose values are observed sequentially. For the
change-point ω → N,

Xn ↑

{
f0, n < ω

f1, n ↓ ω
. (1)

In other words, before the change-point ω, the observations
follow the pre-change distribution with density f0 with respect
to some dominating measure ε. The remaining observations
follow the post-change distribution with density f1 with re-
spect to the same dominating measure ε. We use Pω to
denote the probability measure when the change-point occurs
at ω → N, and P→ to denote the probability measure when
there is no change-point (i.e., ω = ↔).
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For horizon T → N, we observe the random vectors
X1, . . . , XT sequentially. Let ϑ be the stopping time of a
(causal) change detector. Our goal is to minimize the la-
tency d, for which Pω (ϑ ↓ ω + d) is small for all ω →

{1, . . . , T ↗ d}, while the probability of false alarm over
the horizon P→ (ϑ ↘ T ) is small as well. Therefore, the
optimization problem of interest has the following form:

minimize
ε

d

s.t. P→ (ϑ ↘ T ) ↘ ϖF

Pω (ϑ ↓ ω + d) ↘ ϖD, ≃ ω → {1, . . . , T ↗ d}

(2)

where ϖF, ϖD → (0, 1) are some (small) numbers. In addition,
we require change detector (equivalently ϑ ) to be oblivious to
the knowledge of the horizon T .

III. PERFORMANCE OF TVT-CUSUM TEST

For the standard Lorden formulation of the QCD problem
[14], the CuSum test is known to be optimal [15]. The CuSum
test statistic is given by:

Wn = max
1↑k↑n

n∑

i=k

log
f1(Xi)

f0(Xi)
(3)

which satisfies the recursion

Wn = max{Wn↓1, 0}+ log
f1(Xn)

f0(Xn)
(4)

with W0 = 0. The CuSum stopping time is given by:

ϑ̃b := inf{n → N : Wn ↓ b}. (5)

It is therefore natural to consider the CuSum test of (5) as a
possible candidate for solving the problem of interest given
in (2). However, for the CuSum test with a constant threshold
b, the false alarm probability P→ (ϑ̃b < T ) goes to 1 as the
horizon T goes to infinity. This is because E→ [ϑ̃b] < ↔ (see,
e.g., [14]). Therefore, the false alarm probability cannot be
controlled to a given level ϖF without the knowledge of T .

Taking a cue from the analysis in [16], we will show that
if we let the threshold b in (5) increase logarithmically with
n, the false alarm probability remains upper bounded by a
constant for all T → N. This leads to the following modified
version of the CuSum test ϑr, which we refer to as the time-
varying threshold CuSum (TVT-CuSum) test:

ϑr := inf {n → N : Wn ↓ ϱ (n, ϖF, r)} , r > 1 (6)

where
ϱ (n, ϖF, r) := log

(
ς (r)

nr

ϖF

)
(7)

with ς (r) :=
∑→

i=1
1
ir . Then, the following theorem shows

that the TVT-CuSum test satisfies the false alarm probability
constraint. Note that ϱ is not a function of the horizon T .

Theorem 1 (TVT-CuSum Test: False Alarm Probability). For
any horizon T → N and r > 1,

P→ (ϑr ↘ T ) ↘ ϖF. (8)

Proof. First, we can upper bound the probability of false alarm
as follows: For all T → N

P→ (ϑr ↘ T )

↘ P→ (ϑr < ↔)

= P→ (⇐n → N : Wn ↓ ϱ (n, ϖF, r))

= P→



⇐ j ↘ n :
n∑

i=j

log

(
f1 (Xi)

f0 (Xi)

)
↓ log

(
ς (r)

nr

ϖF

)



= P→



⇐ j ↘ n :
n∏

i=j

f1 (Xi)

f0 (Xi)
↓ ς (r)

nr

ϖF





= P→

(
⇐ j → N, ⇐ k → N ⇒ {0} :

j+k∏

i=j

f1 (Xi)

f0 (Xi)
↓ ς (r)

(j + k)r

ϖF

)

= P→

(
⇐ j → N, ⇐ k → N ⇒ {0} :

1

(j + k)r

j+k∏

i=j

f1 (Xi)

f0 (Xi)
↓

ς (r)

ϖF

)
. (9)

Next, from (9) we obtain:

P→ (ϑr ↘ T )

(a)
↘

→∑

j=1

P→



⇐ k → N ⇒ {0} :
1

(j + k)r

j+k∏

i=j

f1 (Xi)

f0 (Xi)
↓

ς (r)

ϖF





(b)
↘

→∑

j=1

ϖF
ς (r)

E→

[
1

jr
f1 (Xj)

f0 (Xj)

]
=

ϖF
ς (r)

→∑

j=1

1

jr
= ϖF

where step (a) results from union bound. Step (b)
stems from Doob’s submartingale inequality [17] since(

1
(j+k)r

j+k
i=j

f1(Xi)
f0(Xi)

→

k=0
is a supermartingale; this is shown

in Lemma ??, which, along with its proof, is given in Ap-
pendix ??. ↭

Next, we analyze the high probability latency for the TVT-
CuSum test, which is defined as follows:

dr (T, ϖF, ϖD)

:= inf {d → N : Pω (ϑr ↓ ω + d) ↘ ϖD ≃ ω → {1, . . . , T ↗ d}} .
(10)

For the purpose of our analysis, we define ! to be the cumulant
generating function of log

(
f0(X)
f1(X)


with X ↑ f1, i.e.,

! (φ) = log

(
Ef1

[
exp

(
φ log

(
f0 (X)

f1 (X)

))])
. (11)

The following theorem gives an upper bound on dr.

Theorem 2 (High Probability Latency for TVT-CuSum Test).
For all T → N, ϖF, ϖD → (0, 1), r > 1,

dr (T, ϖF, ϖD)
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↘ inf
ϑ↔(0,1)


1

|! (φ)|

[
log

(
1

ϖD

)
+ φ log

(
1

ϖF

)

+ rφ log (T ) + φ log (ς (r))

]
. (12)

Proof. Fix an arbitrary T → N and arbitrary ϖF, ϖD → (0, 1).
First, it is easy to show that ! (0) = ! (1) = 0. Since
f1 ⇑= f0, ! is strictly convex, and therefore, ! (φ) < 0
≃ φ → (0, 1). Next, by the definition of ϑr, ≃ d → N and
≃ ω → {1, . . . , T ↗ d}

Pω (ϑr ↓ ω + d)

= Pω (inf {n → N : Wn ↓ ϱ (n, ϖF, r)} ↓ ω + d)

= Pω

(
≃n → {1, . . . , ω + d↗ 1} :

max
1↑j↑n

n∑

i=j

log

(
f1 (Xi)

f0 (Xi)

)
< log

(
ς (r)

nr

ϖF

))
.

(13)

Then, we have ≃ φ → (0, 1)

Pω (ϑr ↓ ω + d) (14)
(a)
↘ Pω

(
max

1↑j↑ω+d↓1

ω+d↓1∑

i=j

log

(
f1 (Xi)

f0 (Xi)

)

< log

(
ς (r)

(ω + d)r

ϖF

))

(b)
↘ Pω

(
ω+d↓1∑

i=ω

log

(
f1 (Xi)

f0 (Xi)

)
< log

(
ς (r)

(ω + d)r

ϖF

))

= Pω

(
↗

ω+d↓1∑

i=ω

log

(
f1 (Xi)

f0 (Xi)

)
> ↗ log

(
ς (r)

(ω + d)r

ϖF

))

(c)
↘ exp

(
↗d

(
↗
1

d
φ log

(
ς (r)

(ω + d)r

ϖF

)
↗ ! (φ)

))

=

(
ς (r)

(ω + d)r

ϖF

)ϑ

exp (d! (φ)) (15)

(d)
↘

(
ς (r)

T r

ϖF

)ϑ

exp (d! (φ)) (16)

where step (a) is due to the fact that
{ω + d} ⇓ {1, . . . , ω + d}, while step (b) is
owing to the fact that

∑ω+d↓1
i=ω log

(
f1(Xi)
f0(Xi)


↘

max1↑j↑ω+d↓1
∑ω+d↓1

i=j log
(

f1(Xi)
f0(Xi)


. Step (c) stems

from the Chernoff bound [18], and step (d) is due to the fact
that ω + d ↘ T .

Define

d̃ :=
1

|! (φ)|

[
log

(
1

ϖD

)
+ φ log

(
1

ϖF

)

+ rφ log (T ) + φ log (ς (r))

]
. (17)

Then, according to (16), we have:

Pω

(
ϑr > ω + d̃


↘

(
ς (r)

T r

ϖF

)ϑ

exp
(
d̃! (φ)



= ϖD. (18)

By the definition of dr, dr ↘ d̃, and thus (12) holds. ↭

Theorem 2 shows that dr = O (log T ). In the next section,
we demonstrate that this growth of dr with T is order optimal
when T is large and ϖF + ϖD < 1.

IV. ASYMPTOTIC INFORMATION-THEORETIC LOWER
BOUND ON THE HIGH PROBABILITY DETECTION

DELAY

Let ϑ↗ be the solution to (2) and d↗ (T, ϖF, ϖD) be the
corresponding minimum value. In this section, we present
a lower bound for d↗ (T, ϖF, ϖD). For the purpose of our
analysis, we define the following constant

C := log

(
Ef1

[
f1 (X)

f0 (X)

])
. (19)

It is easy to see that C > 0 using Jensen’s inequality.
Furthermore, we assume that C < ↔.

Theorem 3 (Lower Bound for High Probability Latency). For
all ϖF, ϖD → (0, 1) such that ϖF + ϖD < 1

d↗ (T, ϖF, ϖD) ↓

(
1

C
+ o (1)

)

·

[
log (T ) + log

(
1

ϖF

)
+ log (1↗ ϖF ↗ ϖD) + o (1)

]

as T ⇔ ↔.

Proof. For c > C, define the events

A :=

{
ω ↘ ϑ↗ < ω + d↗,

ω+d→↓1∑

i=ω

log

(
f1 (Xi)

f0 (Xi)

)
↓ d↗c



(20)
and

B :=

{
ω ↘ ϑ↗ < ω + d↗,

ω+d→↓1∑

i=ω

log

(
f1 (Xi)

f0 (Xi)

)
< d↗c


.

(21)
We note that A ↖ B = ↙ and A ⇒ B = {ω ↘ ϑ↗ < ω + d↗},
which we will use later in the proof.

From the problem formulation (2) we have that ≃ ω →

{1, . . . , T ↗ d↗},

ϖD ↓ Pω (ϑ
↗
↓ ω + d↗)

= 1↗ Pω (ϑ
↗ < ω + d↗)

= 1↗ Pω (ϑ
↗ < ω)↗ Pω (ω ↘ ϑ↗ < ω + d↗)

= 1↗ P→ (ϑ↗ < ω)↗ Pω (ω ↘ ϑ↗ < ω + d↗)

↓ 1↗ P→ (ϑ↗ ↘ T )↗ Pω (B)↗ Pω (A) . (22)

Next, since ϑ↗ satisfies the false alarm probability constraint
P→ (ϑ↗ ↘ T ) ↘ ϖF, by Lemma ?? in Appendix ??, there exists
a change-point ω̃ → {1, . . . , T ↗ d↗} such that

P→ (ω̃ ↘ ϑ↗ < ω̃ + d↗) ↘
ϖF

∝T/d↗′
. (23)
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For this choice of ω̃, we have

Pω̃ (B) =



B

ω̃↓1∏

i=1

f0 (xi)
ω̃+d→↓1∏

i=ω̃

f1 (xi)∞
ω̃+d→↓1
i=1 dε (xi)

=



B

ω̃+d→↓1∏

i=ω̃

f1 (xi)

f0 (xi)

ω̃+d→↓1∏

i=1

f0 (xi)∞
ω̃+d→↓1
i=1 dε (xi)

(a)
↘



B
exp (d↗c)

ω̃+d→↓1∏

i=1

f0 (xi)∞
ω̃+d→↓1
i=1 dε (xi)

= exp (d↗c)



B

ω̃+d→↓1∏

i=1

f0 (xi)∞
ω̃+d→↓1
i=1 dε (xi)

(b)
= exp (d↗c)P→ (B)
(c)
↘ exp (d↗c)P→ (ω̃ ↘ ϑ↗ < ω̃ + d↗)
(d)
↘

exp (d↗c) ϖF
∝T/d↗′

(24)

where step (a) results from the definition of B, and step
(b) stems from the fact that under P→, every Xi follows
the density f0. Step (c) is owing to the fact that B ⇓

{ω̃ ↘ ϑ↗ < ω̃ + d↗}, and step (d) is due to (23).
Then, for any ω → {1, . . . , T ↗ d↗},

Pω (A)

= Pω

(
ω ↘ ϑ↗ < ω + d↗,

ω+d→↓1∑

i=ω

log

(
f1 (Xi)

f0 (Xi)

)
↓ d↗c

)

↘ Pω

(
ω+d→↓1∑

i=ω

log

(
f1 (Xi)

f0 (Xi)

)
↓ d↗c

)

= Pω

(
ω+d→↓1∏

i=ω

f1 (Xi)

f0 (Xi)
↓ ed

→c

)

(a)
↘ e↓d→cEω


ω+d→↓1∏

i=ω

f1 (Xi)

f0 (Xi)



= e↓d→c
ω+d→↓1∏

i=ω

Eω

[
f1 (Xi)

f0 (Xi)

]

(b)
↘ e↓d→(c↓C) (25)

where step (a) results from the Markov inequality. Step (b) is
due to the definition of C, which is in the theorem statement.

Next, by plugging (24) and (25) into (22) with ω = ω̃, we
have

ϖD ↓ 1↗ ϖF ↗
exp (d↗c) ϖF
∝T/d↗′

↗ e↓d→(c↓C)

↓ 1↗ ϖF ↗
d↗ exp (d↗c) ϖF

T ↗ d↗
↗ e↓d→(c↓C). (26)

By Theorem 1 and 2, d↗ ↘ dr for any r > 1. Since dr
grows logarithmically with T , d↗ = O (log (T )); therefore,
we can observe that for any b → (0, 1), d↗ ↘ bT for T large
enough. In addition, this b approaches 0 as T goes to infinity.

Thus, for any s → (0, 1), T ↗ d↗ ↓ sT for T large enough,
and s approaches 1 as T goes to infinity.

Furthermore, ϖF + ϖD < 1, d↗ (T, ϖF, ϖD) ⇔ ↔ as T ⇔ ↔

by Lemma ?? in Appendix ??. Now, we choose c ⇔ C such
that e↓d→(c↓C)

⇔ 0 as T ⇔ ↔.
Again, since d↗ ⇔ ↔ as T ⇔ ↔, for any c̃ > c,

d↗ exp (cd↗) < exp (c̃d↗) for T large enough, and c̃ goes to c
as T goes to infinity. Hence, by (26), for T large enough, we
have:

ϖD ↓ 1↗ ϖF ↗
ϖF
sT

exp (c̃d↗)↗ ↼ (27)

where ↼ → (0, 1↗ ϖF ↗ ϖD), ↼ ⇔ 0 as T ⇔ ↔. Rearranging
the terms in (27), we obtain

ϖF
sT

exp (c̃d↗) ↓ 1↗ ϖF ↗ ϖD ↗ ↼. (28)

By taking log on both sides, we have

c̃d↗ ↓ log (T )

+ log

(
1

ϖF

)
+ log (s) + log (1↗ ϖF ↗ ϖD ↗ ↼) . (29)

This implies that

d↗ (T, ϖF, ϖD) ↓
1

c̃
log (T ) +

1

c̃
log

(
1

ϖF

)

+
1

c̃
log (s) +

1

c̃
log (1↗ ϖF ↗ ϖD ↗ ↼) .

(30)

Since c̃ ⇔ c, c ⇔ C, s ⇔ 1, and ↼ ⇔ 0, all as T ⇔ ↔, we
have the theorem. ↭

From Theorem 3, it is straightforward to see the following
corollary.

Corollary 1. When ϖD + ϖF < 1, as T goes to infinity,
d↗ (T, ϖF, ϖD) ↓

1
C log (T ) (1 + o(1))

This corollary, along with Theorem 2, shows that the growth
of dr with T of the TVT-CuSum test in (6) is order optimal
when T is large and ϖD + ϖF < 1.

V. EXPERIMENTAL RESULTS

In this section, we present some simulation results for the
performance of the TVT-CuSum test and compare it with the
upper bound in Theorem 2 and lower bound in Theorem 3. The
number of trials used was 200000. The pre-change distribution
was taken to be N (0, 1), while the post-change distribution
was taken to be N (1, 1). According to (15), an upper bound
on the probability of the delay exceeding the high probability
latency d increases1 with ω. Hence, to simulate the worst-case
scenario for the high probability latency across ω, we should
pick a value of ω closer to the horizon T than 0. We therefore
set ω to be difference between the horizon T and the upper
bound in Theorem 2. The parameter r of the TVT-CuSum test
is set to be 2 in the experiments. If the test failed to detect

1This is in contrast with the standard CuSum test with a constant threshold,
for which the worst-case delay occurs when the change-point is at ω = 0.
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Fig. 1. High probability latency dr as a function of the horizon
T , with ϖF = ϖD = 0.01.

Fig. 2. High probability latency dr as a function of ϖ = ϖF =
ϖD, with the horizon T = 10000

the change before the horizon, which was very rare in our
simulations, we set the delay to be T ↗ ω. We recorded the
detection delay for each trial and picked the 100(1 ↗ ϖD)th

percentile out of all the values to be the empirical value of
the high probability latency d. Then, we compared it with the
upper bound in Theorem 2 and lower bound in Theorem 3.
In the experiments, the quantities ϖF and ϖD are set to the
same value, denoted by ϖ. Figure 1 and 2 exhibit how the
high probability latency grows with T and ϖ

As shown in Figure 1 and 2, the upper bound is closer to
the simulation results than the lower bound, and the slope
of the upper bound and that of the simulation results are
approximately the same.

The figures also indicate that the lower bound is very loose.
There may two reasons why this the case: (i) in deriving the
lower bound, we did not impose the condition that test ϑ is
oblivious to the knowledge of the horizon T ; and (ii) the TVT-
CuSum test could be improved considerably. We believe that
the first reason is more likely to be true.

VI. CONCLUSIONS

We posed a new variant of the QCD problem with a finite
horizon, in which the goal is to minimize the latency, under
constraints on the probability of false alarm and the probability
of the latency being exceeded. We proposed the TVT-CuSum
test with a threshold that increases logarithmically with time
as a candidate solution. We show that the growth of the high
probability latency dr of the TVT-CuSum test with T is order
optimal, when T is large and ϖF + ϖD < 1. As indicated in
Section V, there might still be room for improvement for the
lower bound given in Theorem 3. We leave this refinement
of the lower bound for future work. It is also of interest to
generalize the analysis in this paper to the more practical
scenario in which there is uncertainty in the pre- and post-
change distributions.
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