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ABSTRACT: Ethics education and societal understandings are critical to an edu-
cation in engineering. However, researchers have found that students do not
always see ethics as a part of engineering. In this paper, we present a sociotech-
nical approach to teaching ethics around the topic of surveillance technology in
an interdisciplinary, co-designed and co-taught course. We describe and reflect
on our curricular and pedagogical approach that uplifts cross-disciplinary dia-
logue, social theoretical frameworks to guide ethical thinking, and highlight-
ing collective action and resistance in our course content and praxis to inspire
students. Through a reflexive thematic analysis of student reflection writing, we
examine the ways students relate society and technology, generate ethical skills
and questions, and are motivated to act. We find that, in fact, this approach reso-
nates with student experience and desire for discipline-specific ethical analysis,
and is highly motivating.

Introduction

“Of all the previous classes I've taken that have even touched on ethics,
the treatment was never great. For example, I took a class entirely fo-
cused on the ethics of computers. The class promised a deep dive into
real ethical problems that computer scientists need to think about. . . .
However, I found it focused far too much on buzzwords: self-driving cars,
AT sentience, and post-humanism. These topics, and their correspond-
ing in-class discussions, I found far too abstract to take anything mean-
ingful back into the workplace. [. . .] I believe this class, however, does
strike a great balance between ethics discussions and transferrable skills.
I strongly believe I am leaving this class with a better understanding of
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privacy, how it’s been violated in the past, and how it’s being violated in
the present. I know how to identify and research privacy scandals for tech
companies, which will help guide me to a better fitting career for myself.
The social considerations in this class have given me skills to design an
equitable platform, taking into account surveillance in the past and pres-
ent” [Final reflection of a computer science graduate student]

WE BEGIN THIS SCHOLARSHIP with a computer science graduate student reflecting
on past experiences learning about ethics in STEM. For this student, the course
that will be described in this paper was not his first experience with ethics but
did offer elements of authentic ethical learning that this student sees himself tak-
ing into his career. Ethics education, specifically in engineering and computer
science, is not a new endeavor, as practitioners in these fields have called for
better ethics and sociotechnical education since the Cold War era (Wisnioski,
2012).

Engineering ethics can be conceptualized as the points in which engineer-
ing and society touch. However, engineering and society are so intricately inter-
twined that there is no engineering without society. Thus, as we think through
engineering education, ethics education and societal understandings are critical
to an education in engineering. Ethics in engineering has a place throughout the
entire engineering process: from who are the engineers and who is funding the
project, to the context in which the project is designed and implemented. How-
ever, in engineering ethics education scholarship, researchers have found that
students do not always see ethics as a part of engineering (Hess and Fore, 2018;
Niles, Roudbari, Contreras, 2020; Tormey et al., 2015). Not unrelated, engineer-
ing ethics education has also struggled at the curricular level to be integrated
into the discipline; often relegated to short modules in the cornerstone and cap-
stone design courses (Barry and Ohland, 2012; Colby and Sullivan, 2008).

In this paper, we present a novel approach to teaching ethics around the
topic of surveillance technology in an interdisciplinary, co-designed and co-
taught course. We describe and reflect on our curricular and pedagogical ap-
proach that uplifts cross-disciplinary dialogue, social theoretical frameworks to
guide ethical thinking, and collective action and resistance in our course content
and praxis. We position this scholarship as a way to engage students in the ethi-
cal and interdisciplinary problem of surveillance. In the course, we draw from
past and present examinations of surveillance to connect and motivate students
to problems and practices they already are a part of to help them apply and imag-
ine different futures. Through a reflexive thematic analysis, we examine the ways
students relate society and technology, generate ethical skills and questions, and
are motivated to act and hope. We find that, in fact, this single problem-based
approach resonates with student experience and desire for ethical analysis, and
is motivating because itt invites students to engage deeply with a complex socio-
technical system.
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Background

The method of teaching engineering ethics is varied: content varies from micro-
ethics in which the individual choices are emphasized to macro-ethics in which
the engineering profession is becomes the center of ethical analysis. In this sec-
tion, we provide a brief overview of micro and macro ethics education and then
discuss the role of case studies in this education. We end by connecting these
various types of ethics education to notions of sociotechnical engineering educa-
tion, which is the orientation we take in this study.

Herkert (2005) argues that there is a need for both of these ways to teach
ethical problem solving. In micro-ethics, engineers are discussed as individual
agents to prepare students to engage in ethical dilemmas. Students are often
equipped with professional codes of ethics and/or ethical frameworks like de-
ontology, virtue ethics, consequentialism. The engineering profession’s codes of
ethics can be seen to exemplify the overarching values and norms for the engi-
neering profession (Smith, 2021), but do not necessarily emphasize contextual
understandings or historical inequities. Engineering education scholars have
written more on the limitations of these codes as they operate in the abstract
(Riley and Lambrinidou, 2015). While these can help students justify their en-
gineering decisions, they are limited in how they are taken up by students, and
not always relevant to their engineering learning (Hess and Fore, 2018). To date,
micro-ethics education in engineering is perhaps the most prevalent mode of
teaching engineering ethics (Bielefeldt et al., 2016; Colby and Sullivan, 2008;
Herkert, 2000; Hess and Fore, 2018), yet macro-ethics education has become
more common in the engineering curriculum.

Macro-ethics brings an understanding beyond individual actions and re-
sponsibilities to thinking about the broader engineering profession’s responsi-
bility while developing technology (Vanderburg, 1989; Herkert, 2005, Polmear
Bielefeldt, Knight, Canney, and Swan, 2018). Through macro-ethics, Polmear et
al. note that students can engage with the “ethical considerations of the profes-
sion and the societal impacts of engineering, including sustainability and social
justice” (2018, p. 867). Proponents of a macroethics approach discuss its em-
phasis on contextualization of engineering that draws from the field of Science,
Technology, and Society (STS) (Chance, Lawlor, Direito, and Mitchell, 2021;
Conlon and Zandvoort, 2010; Kleine, Zacharias, and Ozkan, 2023).

Case studies are perhaps the most popular mode of teaching engineering
ethics (Martin, Conlon, and Bowe, 2021), and can be used at different scales to
engage students in micro-ethics and macro-ethics education. They can be short
in duration, taking the form of briefs that span just one class unit, or they can be
long, taking up several weeks as students engage in the different ideas over time
(Davis and Yadav, 2014). Educators have adapted cases from factual scenarios
based on historical or current events in engineering. Through factual cases, stu-
dents can use publicly available data and documents that have to do with the
case (Newberry, 2010; Byrne and Svanstrém 2012; Doorn and Kroesen, 2013;
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Shallcross, 2013). There are also hypothetical cases that educators have used to
engage students in fictional accounts that are particular to specific learning goals
(Watkins, 2017). However, as in many educational adaptations, cases can over-
simplify the complex ethical contexts they are being adapted from.

While ethics in the engineering curriculum has often been taught in a
standalone course or module that does tie into other facets of the curriculum,
ethics are always present in real engineering contexts (Martin, 2020; Leydens
and Lucena, 2017). Historically, the culture of engineering has posited that engi-
neering and science are neutral and objective, which has led to the devaluation
of social, political, and even economic aspects of engineering in favor of more
technical processes (Cech, 2013; Godfrey, 2014; Mitcham, 2009; Roeser, 2012;
Riley, 2008). This socio/technical dualism is what Erin Cech describes as a cul-
ture of disengagement in engineering in which anything outside of the technical
is deemed to “be of lesser value or outside the scope of engineering” (Cech, 2013;
Niles et al., 2020, p. 498).

In bridging fields of engineering ethics and sociotechnical orientations,
Martin, Conlon, and Bowe (2021) call for eight action items to bring about this
reorientation. To list a few items relevant to this study, Martin et al., call for
educators to reimagine what it means to be an engineer, uplift the humanities in
engineering education, prepare students to engage in engineering and social jus-
tice, reflect on our socio-environmental contexts, and address political and so-
cio-economic factors as they inform and influence engineering practice (Martin
etal., 2021). In our curricular approach and study, we draw from sociotechnical
engineering education research to help students wrestle with the power relations
within engineering and surveillance and examine these power relations over
time. Through this course, we emphasized the value of questioning the present
by examining the past ‘problem’ the present solution (now problem) was poised
to fill. In the next section, we describe our curricular approach in more detail.

Curricular Approach

We describe the course structure and our pedagogical approach to give insight
into how we embodied a humanistic, sociotechnical treatment of ethics—in the
material we chose for class, and the method by which we engaged with it. To cre-
ate a course that encouraged students to develop critical thinking around surveil-
lance technology, we put careful intention into the design of both the structure of
the class, and our pedagogical practice. Encouraging students to adopt a practice
of critical inquiry, in our view, was something that required special attention to
the presentation of ideas in the classroom, how students interacted with material
and each other, and the way students interacted with us as instructors.

Course Structure

This course was designed with three major sections: (1) Problem, (2) Practice,
and (3) Application. Briefly, the Problem section ideally outlined the contours
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of surveillance technologies while introducing students to key critical theory
concepts, building a vocabulary of critique; the Practice portion emphasized the
work of practitioners who are combatting surveillance and oppressive technol-
ogy, ideally inspiring hope and a desire and blueprint for action in students; and
the Application section allowed them to take these concepts and practices and
put them into action by deconstructing a surveillance technology of their own
choosing. Each section was designed with the others in mind, culminating in a
progression that introduced students to problems with surveillance, revealed the
tools that we used to identify those problems, and then encouraged students to
use those same tools to critically examine and reimagine a real-world surveil-
lance measure. At the conclusion of the course, it was our hope that students
would have gained some facility with analysis and critique, crucial skills for navi-
gating the world beyond the classroom with a mindset towards ethical behavior.
We include a condensed syllabus in Appendix A.

Problem

To engage students in a critical inquiry of surveillance technology, we took in-
spiration from influential thinkers contributing to current trends in critical data
science. Many notable works—including but not limited to Benjamin’s (2019)
Race After Technology, Zuboft’s (2019) The Age of Surveillance Capitalism, or
Noble’s (2018) Algorithms of Oppression—take the tact of viewing data-driven
technologies through social theoretic lenses, whether race and ethnic studies,
gender studies, critical historical analysis, or otherwise.

By surveying a handful of these influential works, we identified at least five
important dimensions of critical social thought that are frequently brought to
analysis of technology: oppression, social logics, power, historical analysis, and
theories of change. Oppression is frequently used as a lens to show how technolo-
gies reinforce logics like racism, sexism, class hierarchy, and others. Social logics
like capitalism, neoliberalism, or democracy were often brought into discussion
by these works to contextualize large-scale social forces that shaped how certain
technologies came to be, and how they subsequently pursued goals aligned with
these logics (e.g., for capitalism, technologies that seek to make a profit for a
company). Power is widely considered in terms of who controls technologies,
and how technologies give certain people or groups power while withholding
it from others. Many notable works examine the historical roots of contempo-
rary technologies—including analogues from the past and what forces shaped a
technology’s creation—to provide perspective on the continuity of social forces
through technologies of past and present. And finally, theories of change are
offered as paths leading toward visions for a more ethical technological future.

To foster ethical skills in students, we engaged with works that analyze
technology along these dimensions, and further interrogated how they are in-
tertwined with surveillance technology through class discussion and reflection.
We believed that by deconstructing surveillance technologies with these social
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dimensions in mind, students would develop an ethical vocabulary, being able to
describe why surveillance technologies may feel wrong and for whom.

With each work that we assigned students in class, multiple of these di-
mensions of critical thought would be present in the material, and subsequently
highlighted in the classroom. For example, when reading Browne’s (2015) Dark
Matters, students were introduced to the concept of racializing surveillance and
to historical surveillance of enslaved people in the United States. Racializing sur-
veillance, as defined by Browne, describes how surveillance technologies reify
racial categories when they are used by the “white gaze,” which classifies non-
white behavior outside the bounds of normal. This concept introduces students
to how surveillance technologies can further racial oppression. It also describes
how surveillance technologies are used to secure the power of one group to the
detriment of another. And Browne motivates her concept of racializing surveil-
lance by describing examples of historical surveillance. One such example is sur-
veillance of enslaved people in the U.S. through “lantern laws,” which required
enslaved people to illuminate themselves at night or face disciplinary punish-
ment. This example and others brought historical context to students to enrich
their skills of critique.

We also exposed students to surveillance technologies as they appear in sev-
eral “sites” of surveillance, as Marx calls them (Browne, 2015): political economy
of surveillance through Zuboff’s (2019) The Age of Surveillance Capitalism, ra-
cial dimensions and history of surveillance through Browne’s (2015) Dark Mat-
ters, contemporary forms of workplace surveillance (Guendelsberger, 2019), and
state surveillance (e.g., by U.S. Immigration and Customs Enforcement (ICE)
(Mijente, 2018) and by the Israeli government in the Occupied Territories in
Palestine (Goodman, 2022), with help from Google). This array of texts was cho-
sen so that students could get a sense of the breadth that exists when technology
interacts with social forces. We hoped that students would see how technologies
serve different social actors’ needs (e.g., profit incentives for corporations under
capitalism, territorial and geopolitical incentives for states) and how those same
needs in turn drive technological development. We worked to counter students’
notions of technological determinism in which many view the increase of digital
technology as the reason for increased surveillance. Rather, surveillance has a
long history that can be exacerbated or made visible by the increase of digital
technology but is not caused by it. Specifically identifying examples of social
structures driving surveillance technologies would ideally complement and so-
lidify the dimensions of critical thought for students.

As we detailed unethical technology, we took pains to highlight explicit
ethical action through resistance and change-making practices. These same
works also uplifted historical acts of resistance to surveillance by enslaved people
(Browne, 2015), resistance by blue-collar workers against their bosses™ surveil-
ling them (Guendelsberger, 2019), organizing by students to stop recruitment
on campuses by tech companies who profit off of border surveillance (Mijente,
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2018), and labor organizing by white-collar tech workers against unethical proj-
ects (Goodman, 2022). Traditional engineering education, for example through
the examination of ethical case studies, does not take this extra step of detailing
social resistance to unethical technologies. More frequently, traditional solutions
are presented in technical terms, which in the context of data science, is often the
improvement of algorithms (Costanza-Chock, 2020). Detailing specific resis-
tance acts that go beyond technological changes was intended to further expose
students to the sociotechnical nature of these problems and their ethics. Studies
on critical thinking have suggested that deep engagement with real sociotechni-
cal systems is necessary to facilitate “critical thinking in and about engineering”
that includes “student questioning of course content, learning processes, and en-
gineering in society” (Claris and Riley, 2013, p. 35).

In this way, our treatment of ethical thinking for data scientists differed from
the typical approach, which often broadly surveys several ethically charged tech-
nologies through case studies. We saw value in diving deeply into surveillance
technology, showing its complexity in and of itself. We had students research the
stated problem each new surveillance measure was working to address—many
of these problems were common reasons like public safety and ease of access.
Students became used to asking for whom—who is considered the public when
designing for public safety, and for whom is there ease of access? We hoped that
this would demonstrate to students the value of deeply analyzing from multiple
perspectives, something that may be lost in hypothetical or shorter treatments
of ethical data inquiry.

Practice

After presenting students with the contours of surveillance technology—exam-
ined through critical theoretical lenses of oppression, social logic, power, his-
tory, and theory of change—we pulled the lens back and exposed students to
frameworks to think about how to engage in critical practice: analysis, resis-
tance, change, reimagination.

We worked to bring these ideas to students through readings, video, and
classroom discussions. By reading chapters from D’Ignazio and Kleins (2020)
Data Feminism and Costanza-ChocK’s (2020) Design Justice, students were ex-
posed to data science projects that have aspects of justice in mind. Students also
watched a talk from the International Conference on Learning Representations
by Dr. Ruha Benjamin, an influential critical scholar of data science and tech-
nology, where she discussed a reimagining of the typical imagined trajectory
of technology (Benjamin, 2020). This was all complemented by a special class
session where we organized a panel discussion among several local change-mak-
ers: a local city councilor-at-large, a Harvard graduate student union organizer,
and an employee of the American Civil Liberties Union (ACLU) of [State] who
testified against surveillance technologies in our local cities. We believed that
by having students engage with surveillance issues local to their everyday lived
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experience, including meeting those who are actively resisting them, they would
be able to connect more deeply to resistance, change, and reimagination.

We hoped that this type of content would inspire students to imagine that
there are multiple ways to address the harms identified from outlining surveil-
lance technology; whether through justice-oriented design, reimagination of
technological purpose, or community-based politics. In a landscape where the
“norm” in computer science and engineering is to decenter the human, social,
and political dimensions (Cech, 2013; Malazita and Resetar, 2019), this inten-
tional uplifting of practice was an attempt to ground students in a pro-social
view of data science and technology. Moreover, allowing students to interface
with those who have taken up the call to address problems in their community
would ideally inspire hope in their minds, rebuking what can often amount to
a nihilistic technological determinism, by showing the possibility and reality of
shaping the direction of social technologies.

Application

Finally, the last section of the course saw students form groups, choose a surveil-
lance technology to study, and conduct an analysis of the technology with the
ultimate goal of presenting findings to the broader [University] community. This
project encouraged students to analyze these chosen technologies along several
lines of questioning. What is the “problem” the surveillance measure was pur-
ported to solve? What are the historical and present contexts in which the mea-
sure was developed? How has resistance manifested? What may a reimagined
intervention or context look like?

Ideally, these questions would encourage students to use the skills built
during the Problem and Practice sections of the class to arrive at a multi-faceted
analysis with both depth and breadth. By choosing problems that students them-
selves thought were important, we anticipated that students would form deeper
connections with the course material. In line with our pedagogical approach de-
scribed below, we believe that learning is greatly facilitated when critical skills
are applied to problems that students are intrinsically motivated to solve. More-
over, by presenting their critique and reimagination to the broader community,
we anticipated that students would work to articulate their ideas in an accessible
way for a varied audience, further deepening their learning by putting them in
a teaching role.

The surveillance measures that students chose were highly varied, includ-
ing projects investigating methods of surveillance by corporations, government
agencies, and police forces. Out of 13 final projects produced by students, some
examined Amazon Alexa, the Ring doorbell, New York City police surveillance
of Muslims and Arabs, a gunshot monitoring tool called ShotSpotter, and U.S.
government surveillance through COINTELPRO. We describe two of the proj-
ects in further detail to showcase how different student teams took up the open-
ended project.
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One student group focused on the Amazon Ring doorbell, which features
a camera which records those who approach the door, and can potentially catch
those who may, for example, steal packages. The group was formed by one com-
puter science, one environmental engineering, and one women’s gender and
sexuality studies student. The interdisciplinary group incorporated surveillance
theories from Foucault’s writing on Bentham’s panopticon (Foucault, 1977) to
argue that Ring oversteps its stated goal of safety and rather embodied an all-
seeing system that is too powerful. They critiqued that power by reporting Ama-
zon’s widespread partnerships with police, who obtain user data from Amazon
through warrants, and wield what they see as “government-like power” in an
unaccountable, undemocratic way. The group went further to critique the dif-
ferential impacts of facial recognition technology that could be used in conjunc-
tion with the Ring’s video feeds, which have been shown to misidentify people
of color, especially Black people, and has led to false accusations of crime by
police. From this research, the group generated several vignettes to be used as
ethical case studies, evidence that learning the abstract theories affecting techno-
logical systems allowed them to identify specific potential harms in a more flex-
ible manner than starting with case studies alone. They demonstrated a strong
understanding of the social logics driving this technology, its interconnection
with oppressive systems along racial lines, and provided a reimagination of the
technology so it could serve its stated goal of home safety without overstepping.
Moreover, they exemplified the positive learning that can occur when diverse
students from interdisciplinary backgrounds collaborate and learn how to lever-
age each other’s strengths.

Another group of three computer science students examined the technol-
ogy ShotSpotter, which claims to listen for gunshots around cities and quickly
alert police to potential crimes. The group pointed out issues with the technology
stemming from the racist culture it is deployed in, reporting that ShotSpotter is
mostly used in minority communities, and leads to over-policing of non-white
neighborhoods. They referenced its over 70% false positive rate to argue that it
does not reduce crime. Their project included an interactive simulation where
attendees of the student project showcase could apportion a municipal budget
to attempt to reduce crime in a digital city. They could choose several programs
to purchase, including a youth jobs program, emergency aid, cleaning up vacant
lots, or licensing ShotSpotter. The group also uplifted a grassroots campaign in
the local area trying to remove ShotSpotter from their community. This project
demonstrated the group’s understanding that the benefits technologies purport
to bring to the social world can also be brought about by social programs—ones
which may have far fewer unintended side-effects, are more accountable, and are
more effective. This project stood as a strong example of very technical students,
all computer science majors, thinking outside of the typical paradigm of tech-
nological solutions to technological problems. Their engagement with different
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theories of change demonstrated the efficacy of the course content sparking
imagination in students.

These projects stood as impressive artifacts—products of students’ desire to
use what they learned in class to make sense of the world around them and move
to change it. Student projects were demonstrated and exhibited by the students
themselves during a final project “gala,” open to the [University] community and
beyond. The community gala is described further in Appendix B.

Pedagogical Approach

In addition to the intention put into the flow and design of course material, we
took special care to infuse the course with pedagogy designed to critically en-
gage students, paying particular attention to experiential learning, building a
community inside and outside of the classroom, disrupting typical power dy-
namics and notions of expertise, and embracing the emotional realities of learn-
ing through empathetic discussion. For considerations of space, we include a
more detailed discussion of our approach in Appendix B.

Briefly, we based our pedagogy on influential educators of critical and
progressive pedagogy like Friere (1970), Dewey (1916), hooks (1994), and Gar-
cia Pefia (2020). Ethical education depends on students™ ability to learn to see
themselves as ethical actors in an unethical world, requiring a pedagogy that ac-
knowledges their world, and allows course material to interact within students’
individual contexts. We heavily utilized group discussion and individual reflec-
tion to encourage students to process content in community, to verbalize their
context, and to relate lessons to their real lives. In this way, students were active,
experiential learners; perhaps best exemplified in their mid-semester and final
projects, where they chose a surveillance method to deconstruct and reimagine,
practicing ethical skills in situations that matter to them.

Research Methods

In this study, we examined the reflections of engineering, computer science, and
liberal arts students enrolled in a novel special topics computer science course on
data, power, and surveillance. We employed a reflexive thematic analysis (Braun
and Clark, 2006) to investigate students’ critical engagement with societal values
in technology and their ability to generate ethical skills and questions. Braun
and Clark describe thematic analysis as “a method for identifying, analyzing and
reporting patterns (themes) within data” (2006, p. 79).

We are guided by a constructivist philosophy to make meaning from stu-
dent perspectives and reflections that we then connect to broader scholarship on
societal values in technology and ethical skills (Patton, 2002). As students come
from cross-disciplinary backgrounds, we found it important to carry out the
analysis using an iterative inductive approach to allow for the themes to emerge
from the data rather than applying a pre-existing framework developed for spe-
cific contexts of students and people (Patton, 1990).
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This work is guided by three research questions:
1. How do students see society and technology in relation to each other?
2. How do students critically engage with societal values of technology?
3. How did students develop in their ability to generate ethical questions
and behavior?

Our first research question captures broad and less developed student reflections
on the ways society and technology are intertwined and interact. The second
question is to examine specific values or logics that students name in discussing
the interrelations of technology and society. The third research question is to
examine the skills and actions that students point to having learned and carry
into the future.

Research Setting and Participants

The study is situated in a computer science special topics course at a medium-
sized private university in New England. The course was designed for students
from all backgrounds and had no prerequisites. The course was co-designed and
co-taught by the two authors who have degrees in engineering and computer
science. The course was taught for the first time in the Fall of 2022, in which 38
students enrolled. In Table 1, we share participant information with respect to
their majors, class years, and gender.

We had 21 students consent to participate in the research study. The con-
sent process was carried out by an outside researcher who introduced students to
the study during a class period and collected consent. Consent documents were
not given to the co-teachers and researchers until the semester was complete and
grades were submitted. Approval from the university’s institutional review board
was obtained to conduct this study.

Table 1. Participants information.

Total Women | Nonbinary | Men | Studentsof | White
Students Color Students

Science, Math,
Computer Sci- 14 7 1 6 11 3
ence, Engineer-

ing Majors

Liberal Arts 7 6 0 1 2 5

Majors

Data Sources and Analysis

The course assignments were the main source of data in this study. These consisted
of weekly journal assignments where students reflected on a prompt, discussion
posts where students posed one to two questions on a reading, mid-semester and
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final project reports, and a final semester individual reflection. In our findings,
we focus largely on the individual final reflections to answer the research ques-
tions, which is listed in Appendix C. The weekly journals and discussion posts
served as a method of triangulation to understand how students developed their
ideas over the course of the semester. Additionally, the mid-semester and final
project documents were helpful to examine, as many students referred to what
they learned from these processes in their final reflections. While the weekly
assignments and project documents do not appear in the findings of this paper,
they were necessary to the process of analysis to ensure that the individual final
reflections were taken in context and understood as the students intended.

The first and second authors reviewed all of the data and engaged in the
iterative inductive coding process (O’Reilly, 2005). Specifically, we conducted a
line-by-line open coding of student final reflections. From themes that emerged,
we were able to track down other discussions of them in the recurring reflective
assignments leading up to the end of the semester. For trustworthiness, we en-
gaged in reflexive debriefs on our interpretations of student thinking throughout
the coding process. This form of dialogic engagement is critical to ensure that we
are interrogating our interpretations with each other, as we each have different
disciplinary backgrounds and lived experiences informing our interactions with
the ideas shared by students (Creswell and Miller, 2000).

Limitations

While our results are noteworthy, they are a first step, with further investigation
necessary. Our small sample size of consenting students (21) lends us only so
much inferential power. More studies and larger samples are necessary to ame-
liorate this shortcoming. Moreover, the institutional context of the private, New
England university brings us a certain type of student in that, on the whole, they
have had more opportunities to excel than the average student. Lastly, the course
was offered as a special topics class, self-selecting for motivated students already
interested in the topic. Future research should expand the scope of this type of
study to include more representative students.

Findings

We now present our major findings from thematically analyzing student reflec-
tion response assignments. Throughout our analysis, we identified several prom-
inent themes that we share below. Within a discussion of each theme, student
quotes are shared, noting each student’s discipline and some demographics at
the end of the quote. In Table 2, we display a breakdown of themes discussed
by student major, showing in each cell both the total number of students who
echoed a theme and a percentage proportional to the total number of students
of that discipline.
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Table 2. Number and proportion of surveyed students who discussed major themes

Relation of Social Ethical Student Interdisciplinary
Technology | Values Skills Motivation or “Different”
and Society and to Act Class
Logics Ethically Environment
Computer 12 9 10 9 7
Science/ (85%) (63%) (71%) (63%) (50%)
Engineering
Students (14)
Liberal Arts 2 4 3 7 4
Students (7) (29%) (57%) (43%) (100%) (57%)

Relation of Technology and Society

Students in the course have varied disciplinary backgrounds and came to relate
technology and society in different ways. In this theme, we detail the different
ways students are beginning to relate a social or political dynamic to technology
without naming a specifical social logic. These initial ways of relating technology
and society ranged from thinking about technology companies as social actors,
wrestling with public and private entanglement, reflecting that people create and
maintain surveillance technologies, noticing that intent of technologies can be
hidden, and overall costs of technologies.

In a final reflection, one computer science junior described how her “con-
ception of technology and computer science has changed.” She states:

“I never realized big tech companies were such a pressing issue in terms
of surveillance. I learned that ethics is a huge part of technology and com-
puter science and that a lot of well known companies are creating dan-
gerous technologies without the knowledge of consumers and even their
own employees. We had many discussions in class about a lot of the big
tech companies and how some of them sell dangerous technologies to the
military and/or government or how companies use technology to surveil
employees and how types of surveillance like this can be harmful to work-
ers” [Computer science, third year, she/her]

This student, new to relating technology and society, shows that she is begin-
ning to form concepts around technology and society as public and private en-
tanglement. She points to the transactional relationship between companies and
government entities as well as citing the lack of knowledge workers can have
when creating dangerous technologies. While these are general descriptions, this
student is demonstrating her conceptualization of technological development
and profit.

While the computer science student is newer to wrestling with the societal
interrelations of technology, we share reflections from a humanities student who
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similarly was newer to the technological interrelations of society. This student
reflected that:

“Taking this class opened my eyes to the many ways my majors [political
science and women and gender studies] apply to the STEM world”

She goes on to state how “This class showed [her] how to apply theories of poli-
tics to the rising field of surveillance technology and understand the dangers of
technology without government oversight as well as the dangers of government
oversight itself” This student describes different issues in surveillance technol-
ogy to now connect to her major: linking to “Gender Studies,” in which, she
states “this class revealed the ways in which societal norms are inscribed in tech-
nology and the ways in which technology perpetuates racial, ethnic, and gender
stereotypes.” Ultimately, this humanities student is able to bridge her disciplin-
ary background to her newly developing understanding of technical dimensions.
She concludes:

“Technology and data has far more to do with my fields of study than I
ever thought it would, and this class really opened my eyes to the ways
theories I have learned can be applied as a lens through which I can ob-
serve the real world” [Political science and Women and gender studies,
third year, she/her]

Social Values and Logics

Similarly, but distinct from generally relating technology and society, we also ob-
served a theme of students uplifting specific social values and logics in their re-
flections. By social values and logics, we are referring to more specific, organized
social theoretical schema that could be used to comment on surveillance. For
example, referencing concerns of power dynamics, class dynamics, racializing
technology, surveillance capitalism, genealogy, or disciplinary power, indicate
to us an understanding of specific logics and frameworks being used to describe
the world.

A few students noted the interaction of surveillance technology with racial
oppression—particularly students of color. One human factors engineering stu-
dent noted:

“Particularly, Browne’s readings helped me think more about the intersec-
tions of race and technology, and how they personally affect me and my
communities as a Latinx woman. Reading about the ways early technolo-
gies were used to surveil enslaved Black people, with items as simple as
lamplights, to the ways they are used in modern day Palestine, was en-
lightening” [Human factors engineering, fourth year, woman]
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What is notable to us is this student’s resonance with the material as a Latinx
woman, and her tying historical racialized surveillance to modern issues. There
are notes of genealogy here, reflecting on the idea that racialized communities
who are surveilled today are subject to similar oppression to predecessors. This
type of resonance with lived experience, having students use theoretical tools to
make sense of their own lives, was echoed by other students:

“I came into this course with anecdotal and qualitative knowledge of sur-
veillance capitalism and racialized monitoring through my lived experi-
ences as an Arab American in post-9/11 New York. . . . I came into this
course with a very clear understanding of the real-world implications that
racialized surveillance can have on the health and livelihoods of com-
munities of color. What I didn't have, however, was the vocabulary, back-
ground readings, and technical ability to call out this surveillance, label
and define it, and pose ways to evade and resist it” [Community health
and Arabic student, fourth year, she/her]

Again, a young woman of color, in this case an Arab American woman, under-
stood the tactics and effects of surveillance, but found the course content helpful
in giving language and vocabulary to her experience. She specially references
surveillance capitalism and racialized surveillance, evidently having linked these
concepts to her world model.

Other students uplifted different theoretical concepts when reflecting on
their learning from the class. Two international graduate students, both data sci-
ence majors, shared their resonance with concepts of power, control, and disci-
pline. One student mentioned that he was, “inspired by Foucault’s theory of the
[Panopticon] and his consideration of surveillance and disciplinary systems in
contemporary society. Another expanded on this idea of power and discipline,
remarking:

“Powerful organizations may use technology to maintain control and
suppress dissent. In some cases, this can lead to abuses of power and the
erosion of civil liberties. We can find numerous cases of big companies
like google using their technology and information disparity to monitor
users’ behaviors” [Data science graduate student, second year, he/him]

These students latched onto the idea of organized power, and institutional use
of surveillance as a means of control. Specifically referring to the Panopticon,
disciplinary power, and suppression of dissent, these two students related the
material to their lives and personal investigations into state surveillance by the
Chinese government. But they noted, especially the second student, that cor-
porate power can also erode civil liberties or lead to abuse. Counter to what
may be a stereotypical assumption of STEM students, these two internalized and
eloquently utilized social theoretical concepts to discuss their learning about
surveillance in a style that may be typically considered a “humanities” analysis.
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Ethical Skills

Beyond simply naming and detailing the problem with surveillance technology,
students’ learning extended beyond discussion of what is wrong—many explic-
itly bridging into what to do about it. We organize student reflections around a
third theme of ethical skills. These were broad in scope with commonalities in
how students described their insights from the curriculum. The different types
of ethical skills that came up in our analysis were critically questioning systems,
pointing to theories of change, critiquing different technologies’ impacts, and
citing a responsibility to be ethical. Notably, we examined students’ usage of
these skills to generate ethical case studies in their projects—a demonstration of
skill beyond simply analyzing case studies already given in class.

A computer science student reflected that she would “take away how to dig
deeper and question more often” and then gave an example of what this process
would look like for her. She shared an insight from digging deeper and ques-
tioning a specific surveillance technology with her group members on the mid-
semester project:

“A lot of new technologies are disguised as useful revelations that will
have positive impacts on society, when in reality there’s a darker motive
as to why these technologies are being brought to the public. We did a
lot of research on OMNY which is the contactless payment for the New
York City public transit system. Although it’s disguised as an easy way
to pay for transit, OMNY collects data of who enters the subways or bus
and gives this data to NYPD and even ICE. This information was actually
extremely well disguised because we were only able to find a handful of
resources about the harmful collection and distribution of data, and since
OMNY is relatively new, their website gave us no information” [Com-
puter science student, second year, she/her]

Interestingly, this research and these insights did not return later in the course,
as the group’s final project focused on a different topic. However, the process of
examining the OMNY surveillance measure seemed useful as a practice of inves-
tigation that stayed with this student enough to be a part of her final reflection.

A different student, one double majoring in computer science and social
science, connected aspects of the course to her prior research experience in cli-
mate change. She states:

“This class made me think a lot about global issues in a broader context.
Most of my prior research experience has focused on climate change. As
such, I was initially very set on finding a job or pursuing higher education
in the energy sector. However, I started to realize through studying sur-
veillance that many of these seemingly isolated issues are transnational
and global in nature. . . . I recently read an article by the New York Times
titled “The Global Carbon Surveillance State Is Coming, which made me
think about the intersection that surveillance and climate change issues
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that could have in the near future. Assessing the real-time state of carbon
emissions could drastically change the conventional way we address cli-
mate change and the typical obligations that are placed on nations. . .. I
am fortunate to have gotten an introductory exposure to the issue, which
I think will stay with me in the coming years as I work to tackle different,
yet related, global issues. [Computer science and international relations
student, fourth year, she/her]

This student, already majoring in cross-disciplinary fields, is drawing connec-
tions between her insights from surveillance technologies inspired by the course
to her interests in climate change issues. The ability to draw connections between
seemingly disparate topics and disciplines is an ethical skill that is not always
given space or modeled in single discipline courses.

In her reflection, a different computer science student posted a strong cri-
tique of her CS curriculum to date:

“My curriculum failed to teach me how to think ethically as I had a
skewed conception of technology with views that computer science was a
theoretical discipline with no significant moral consequences. However,
I strongly feel that such flawed conceptions of technology perpetuate
systemic injustices and harm vulnerable groups of people, which is the
opposite of what I want to do as a programmer. In this regard, I can con-
fidently assert that this course has expanded my understanding of how
computer science intersects with the social, economic, and political forces
that shape the world. Therefore, I am more cognizant of the ethical sphere
of computer science, leading me to confront stigmatized topics and ques-
tions there aren’t obvious answers to.” [Computer science student, second
year, she/her]

This student brings a sociopolitical understanding of technological contexts that
inform her ability to examine the impacts of technologies in different contexts.
She is clear that current methods of neutrality in computer science only serve
to perpetuate existing harms, thus noting that she will bring an understanding
of the social, economic, and political forces that shape the world into her future
work as a programmer.

For the social science and humanities students, there was also an emphasis
on ethical skills. A humanities student shared that the focus on resistance to
surveillance technologies were critical in changing her conception of technol-
ogy. She writes:

“I feel that my understanding of resistance measures grew substantially
during this class. Some of the readings challenged my prior assumptions
about what resistance might look like. For example, I tend to wholly re-
ject the philosophy of modernity and its implications. I thought Simone
Browne’s concept of ‘sous-veillance’” introduced some interesting nuance
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to the question of resistance. During this unit I thought further about the
limits and benefits of using technology to resist technology—for example
hacking, taking videos, or using social media. Generally I believe that ‘the
master’s tools will never dismantle the master’s house, however, I came
to question whether technology is intrinsically a tool of oppression.” [In-
ternational relations and Race, colonialism, and diaspora student, third
year, she/her]

This student described how her conception of technology expanded such that
specific examples of technology in use challenged her views that it is intrinsically
a tool of oppression to bringing more nuance to this view.

A second humanities student reflected on a side project she worked on dur-
ing the course that was inspired by the topic of surveillance. She shared this
example of ethical skills in her reflection:

“It was also exciting to take a lot of the things I learned in this class and
use them to write a [University Magazine] article on Surveillance. I found
several examples of surveillance at [University], from the recently ex-
panded parking/surveillance camera system to [University Police Depart-
ments] surveillance tactics to educational surveillance. I hope this is an
issue that the [University] community continues to engage with, and that
the administration takes seriously” [Computer science student, fourth
year, she/her]

This student, working as a student journalist, examined her own community’s
practice of surveillance and through an investigation was able to publish an ar-
ticle documenting surveillance measures in use on campus.

Student Motivation to Act Ethically and Actively Hope

The next theme we drew from student responses was a desire to not just think
ethically, but to act ethically without giving up, overburdened by despair. In our
view, this is a crucial step in the process of developing ethical practice. Action is
key, or else what remains is all talk. Moreover, in our view, taking action requires
hoping that change is possible, so students must adopt a hopeful but realistic at-
titude in order to act ethically.

This theme was additionally important to us because we observed that stu-
dents often had a hopeless attitude about changing the state of surveillance, and
acting ethically in general. In their reflections, students noted that this topic may
be “discouraging,” “grim,” or “hopeless,” with a risk to “leave the class feeling
pessimistic,” or “[lean] towards nihilism” In light of these risks, we were heart-
ened to see that students actually felt empowered in the aftermath of the course.
Notably, two students who were worried about the potential hopelessness of the
course content shared that the change-maker panel inspired them to embrace
action:
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“Often when courses focus on a topic that might be discouraging to learn
more about, like the state of surveillance, students leave the class feeling
pessimistic—but with this class, I felt like I understood what I could do to
combat surveillance in my life and community, while also acknowledging
that there was only so much I could do alone and that real change comes
from building collective power in a community.” [Computer science stu-
dent, fourth year, she/her]

“As someone who leans towards nihilism, I find considering how one can
work towards the larger project of abolishing a specific system through
smaller mini-abolition projects to be a sign of hope. This allows anyone
engaged in the transformation to focus on the root of the problem rather
than wasting energy to find a surface-level solution that maintains the
status quo.” [Race, colonialism and diaspora student, fourth year, she/her]

Seeing others tackling the issues that worry them proved to be a powerful form
of inspiration and motivation to act. Not only were students empowered by
the panel of local organizers, but they also called out that their worry of the
analysis being too depressing was assuaged by finding examples of organizations
who were tackling the issue, something that was encouraged as part of the final
project:

“Luckily, however, not all of this research was grim and hopeless. I learned
that there are actually many organizations recognizing and combating
these issues, and that the burden of decolonizing surveillance and dis-
mantling invasive policing is not the sole responsibility of any one group
or entity in particular” [Community health and Arabic student, fourth
year, she/her]

Others also found the presentation of their research and findings to a broad
community empowering, noting the reactions of those who came to view their
exhibition on the U.S. Transportation Security Administration (TSA) surveil-
lance in airports:

“I truly felt I was able to make an impact when I spoke to people at the
fair. I saw the looks of shock in their eyes when they started to realize
the significance of taking off their shoes at the airport. That reaction was
enough to convince me about the importance of educating the public and
spreading awareness about such topics.” [Computer science and Interna-
tional relations student, fourth year, she/her]

These are all powerful examples of students learning through experience, ex-
ample, and their own preliminary ethical actions facilitated by the class. Both
computer science and humanities students expressed the same fears and showed
the capacity to push past them and learn to fight for justice.
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Interdisciplinary or “Different” Class Environment

While we have emphasized that the students enrolled in the course came from
different disciplinary backgrounds, this does not always mean that they can en-
gage in interdisciplinary work. In this study, we take interdisciplinarity to mean
that people from different disciplines are learning from other disciplinary ways
of thinking in ways that help them reflect back on their own disciplinary perspec-
tive (Rhoten, Boix Mansilla, Chun, and Klein, 2006). In their final reflections,
students pointed to the interdisciplinary aspects of the course. A humanities
student stated that “studying alongside students who concentrate in STEM gave
perspective on how my peers were approaching questions of surveillance” This
student went on to say why these perspectives stood out.

“Generally, my classes are full of students whose academic interests are
parallel to mine, which hinders our ability to engage in discourse on a
topic. While I also learn a lot from these classes, it was helpful for me to
hear other voices. For this reason, our class discussions were my favor-
ite part of the class. I really liked when my classmates brought in their
experiences and knowledge from other courses. It made me think more
deeply about how pedagogical methods differ in the hard sciences and the
humanities” [International relations and Race, colonialism, and diaspora
student, third year, she/her]

Specifically, this humanities students pointed out that her “classmates in Com-
puter Science approached certain topics with a much more grounded lens.” A dif-
ferent humanities student discussed appreciating her position “as a non-STEM
major. She specifically stated that “[she] loved feeling like [her] perspective had
a soldi place in [the] class discussions.” The in-class discussions were important
learning spaces for students to engage with their cross-disciplinary peers’ ideas
and build community.

Computer science students had similarly appreciative reflections in dis-
cussing their liberal arts peers. One CS student remarked on past ethics of com-
puter science experiences in relation to being able to learn from her humanities
classmates. She states:

“I have sat through so many ‘ethics of computer science’ discussions that
are typically on the last day of the course and do not even scratch the
surface of the work that needs to be done to educate computer science
majors on the nature of their field. I feel I learned just as much from the
other people in our class as I did from the content itself. Specifically, the
people majoring in political science and other humanities disciplines
were incredibly helpful giving historical context I am not well-versed in.
I loved the format of the small presentations mid-semester and all of the
final projects because it allowed me to learn from other groups’ work and
not just my own project” [Computer science and liberal arts co-major,
second year, she/her]
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Importantly, students reflected that their existing perspectives and ideas were
welcome in the class. One student commented on this by stating that “[the class]
started from the point that students walked into the course with their interests
rather than being empty vessels to fill with information” Both this student and
a student above reflected on the pedagogical methods in this course—an aspect
of teaching that can be rendered invisible. As we discuss in our pedagogical ap-
proach, teaching is a series of choices before, during, and after each class thus
being transparent and reflexive of this process is important to model for students
as they develop their own ethical practices in their contexts.

Discussion and Conclusions

By designing and teaching a sociotechnical course examining surveillance tech-
nology through social theory, contemporary examples, and student experience,
we strove to impart in students a type of ethical skill that would help them navi-
gate an inherently political, technological world. Through intentional curricu-
lum and pedagogical design, we integrated critical theoretical concepts with the
human dynamics present in our classroom to create a learning experience where
students could meaningfully integrate ethical considerations and a desire to act
ethically into their own lives and worldviews. By analyzing student reflections
on the class, we found prevalent themes in their writing indicating that students
did, indeed, come away with nuanced understandings of a sociotechnical world,
a shared vocabulary to define and discuss that world, a cooperative and interdis-
ciplinary spirit, motivations to act ethically to mitigate technological harm, and
a sense of hope and possibility for change.

This method of “teaching” ethics (truly, inviting structured exploration
by lending tools and support to help students make sense of their world and
what they already care about) seems to succeed where typical engineering ethics
education falls short. The typical approach, centering “objective” philosophies
of consequentialism, deontology, or virtue, remains too abstract and irrelevant
to students (Riley and Lambrinidou, 2015). By ignoring their subjectivities, life
experiences, and the social and political dimensions of real problems concern-
ing students, typical instruction can fail to resonate and even disempower bud-
ding practitioners (Malazita and Resetar, 2019; Benjamin, 2020). In contrast, an
explicit analysis via social and political frameworks, discussion of theories of
change, and demonstration of change-makers in the community, seems to have
inspired students to see the world, see themselves in it, and act to address tech-
nologically-driven harms. In our view, there must be a reckoning in engineering
ethics education: the abstract and ungrounded is failing to meet the desires of
students to learn how to act for the benefit of society in a technological world
that they know is social, political, and causing harm. A new approach is needed.

We are living through a critical juncture in the continuum of social and
technological development, rife with visible, large-scale issues that demand re-
dress. In the face of this, students can often feel existentially burdened, hopeless,
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stressed, and not seen in their concern about a struggling society (Danowitz and
Beddoes, 2018). We feel strongly that frank discussion and collaboration with
students, attempting to arrive at realistic interventions they can make in their
lives, is urgently needed. Especially as educational institutions move to diversify
their pool of STEM students, curricula can not ignore the real problems students
see in the world (increasingly problems of gender inequity, racial oppression,
state violence, class exploitation, and more) by clinging to apolitical views of
technical education (Slaton, 2015). Doing so will result in more student alien-
ation (Malazita and Resetar, 2019; Ozkan and Andrews, 2022), disengagement
(Cech, 2013), and likely perpetuate the very social harms they are concerned
with.

These findings show that students are craving realism, hope, and the chance
to explore what concerns them with guidance from peers and instructors. Our
analysis showed that minoritized students, particularly the women of color, reso-
nated with examples of racializing surveillance and felt empowered by having
vocabulary to describe their lived experience. It revealed that students whose
government used surveillance as a means of state control were grateful to be
given a chance to resist through their class projects. It made clear the inspiration
several students felt from meeting local change-makers, moving from hopeless-
ness to hope and a desire to act. These types of experiences in the classroom can
be replicated, and would likely continue to move away from student disempow-
erment, and towards giving students a sense that their problems are real, they
have agency, and they can make meaningful change. Further research is needed
to attend to how different students take up these different experiences of connec-
tion between sociotechnical engineering education and lived experience.

Our hope is that our course can serve as a preliminary blueprint for a more
holistic, sociopolitical, relevant, and unabashedly human discussion of engi-
neering ethics in university education. But perhaps paradoxically, the course’s
imperfection, and our acknowledgement to students as instructors that it stands
as an imperfect course, is its greatest strength. The best outcome of a course like
this would not be perfect, objectively ethical students, but students who have a
drive to continue to figure out how to act ethically, moving through the world
with hope and motivation to keep trying. We echo this call to students to the
broader teaching community: we hope that other instructors take seriously the
opportunity to discuss ethics in the classroom with realism, vulnerability, and
grounded hopefulness. The classroom is a site where imagination, courage, and
empathy can weave their way into honest discourse with an eager community.
It can be a site of radical change, if only the choice is continually made to try to
make it so.
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Appendix A. Condensed Syllabus

Week Topic Read/Do for the Start of Class
Week 0 Pre-Class Introductions on
Canvas

Part 1 - Problem

Week 1 Wednesday 9/7 What is a problem? | Video: Shoshana Zuboff on
surveillance capitalism | VPRO
Surveillance—Intro | Documentary

Week 2 Monday 9/12 Surveillance Capi- Zuboff—Chapter 1—Home or
talism—Past and Exile in the Digital Future p.
present surveillance | 3-26

Wednesday 9/14 | Surveillance Zuboff - Chapter 2 - August 9,
Capitalism 2011: Setting the Stage for Sur-
veillance Capitalism p. 27-62

Week 3 Monday 9/19 Histories of Browne—p. 12-24 (Intro—Sur-

surveillance veillance studies)

Philosophize This! Podcast—
Foucault Part 1 and Part 3

Wednesday 9/21 Racialization in Browne—p. 76-83 (Crisis and
Power/Knowledge Lantern Laws)

Introduce Paired
Research Project
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Week 4 Monday 9/26 Work day for Paired | Submit initial drafts to questions
Research Project for the research project
Wednesday 9/28 | Presentations of 3-5 minute presentation on your
Paired Research research project
Week 5 Monday 10/3 Projects
Submit a 1-page memo on the
crisis you chose for your project
Wednesday 10/5 | Non-Academic Guendelsberger chapters on
ways to make Taylorism
change—Organizing
Revisit—Browne—Resistance
Themes from Intro and Chl (p.
48, 54, 55, 72)
Monday 10/10 NO CLASS
Week 6 Wednesday 10/12 | Panel of Local Read about guests and their work
Organizers and
Changemakers: You can use these to prepare some
questions that you can ask to the
panel. Think about the arc that
we've traveled as we've decon-
structed surveillance thus far in
class: recognizing the problem,
seeing it from many angles, and
then asking some questions about
“how do we change this?” Our
panelists are especially suited to
talk about the last aspect—how to
change certain systems and poli-
cies. Keep all that in mind as you
craft your questions!
Part 2 - Practice
Week 7 Monday 10/17 Non-Academic ways | No tech for apartheid/Union
of making change— | Organizing
Examples from tech
organizing Mijente— ‘Who’s Behind ICE’
report (executive summary);
#NoTechForICE student toolkit
Wednesday 10/19 | Building a D’Ignazio and Klein:
framework: Chapter 1—Power
Chapter 2—Collect, Analyze,
Defining and under- | Imagine, Tech
standing problems
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Week 8 Monday 10/24 Stakeholders Costanza-Chock—Design Jus-
through a lens of tice—Chapter 3—Who's not at
power the table
Wednesday 10/26 | Reimagining the https://iclr.cc/virtual_2020/
Default Settings of speaker_3.html
Technology and
Society by Dr. Ruha
Benjamin
Week 9 Monday 10/31 Starting Final Final Project Planning
Projects
Wednesday 11/2 | Forming groups and | Final Project Planning
picking projects
Part 3—Application
Week 10 | Monday 11/7 What is YOUR Documenting research process
problem?
Submit on canvas: What are
Defining and un- you reading this week for your
derstanding YOUR | project?
problem
Wednesday 11/9 | Initial Group Meet- | Your own project research.
ing and Brainstorm | Nothing to submit.
Week 11 | Monday 11/14 Historicizing your Submit on canvas: >2 article
problem titles and links per group to
discuss with another group.
Wednesday 11/16 | Workshop and Prepare introduction to your
Feedback for Final final project with specific aspects
Projects you want feedback on.
THANKSGIVING BREAK WEEK OF 11/21
Week 12 | Monday 11/28 Who are the Submit on canvas: Discussion
stakeholders of your | posts based on student-driven
problem? research
Wednesday 11/30 Your own project research.
Nothing to submit.
Week 13 | Monday 12/5 Student Submit on canvas: Discussion
Presentations posts based on student-driven

(3-5 minutes) to
get ready for Poster
Gala

research

Wednesday 12/7

Incorporate feed-
back from Mon-
day—Final Work

Day

Your own project research.
Nothing to submit.
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Week 14 | Monday 12/12 Final—Poster Submit on canvas: Discussion
Gala for Tufts posts based on student-driven
Community research
with food

Appendix B. Pedagogical Approach

Our pedagogical approach is grounded in critical pedagogy that centers the im-
portance of community to learning. Pulling from educational practitioners and
theorists like Friere (1970) and Dewey (1916), we rejected the notion that we
were depositing knowledge in the minds of students, and rather strove to facili-
tate learning through group discussion, reflection, and questioning. As scholars,
hooks and Garcia Pefia teach us in Teaching to Transgress (1994) and Community
as Rebellion (2020) respectively, the method of teaching is just, as if not more,
substantial than the topics chosen for the course. We were well aware that teach-
ing ethics can sometimes be at odds with the institutional contexts in which
‘teaching ethics’ occurs: the class is its own community and thus must reflect and
interrogate on our own power relations within the university.

We attempted to embody these ideas in practice through several methods,
the first of which being experiential, constructivist learning techniques. Rather
than reading from slides and presenting information as in the ‘banking theory’
of knowledge (Freire, 1970), we recognized that students are coming in to the
classroom with their own context, models of the world, and concepts. To ac-
count for this, we introduced readings and theoretical concepts not as the end-
all-be-all, but as tools or frameworks useful for making sense of their experience.
Then, by engaging in several group discussions to digest new content, students
use those tools cooperatively to share what is interesting them, how it related to
their lives, and learn from others. We additionally assigned a personal reflection
each week, prompting students to reflect on how new material interacts with
their lives.

As the course progressed, we also encouraged and centered the formation
of community as integral to the learning. “Inside” the classroom, group discus-
sions were frequently used to process new information and make sense of it. We
encouraged students to create both mid-semester and final projects in groups,
working cooperatively to investigate something that interested them. All the
while, we attempted to break down typical power dynamics of teacher and stu-
dent, clearly communicating that we had much to learn from students, just as
they had from us, and that we are not perfect experts, but still in a process of
developing our own thought. We shared with students our own reflections about
our teaching process, and how it was often difficult for us as co-instructors to ar-
rive at the same conclusions regarding materials (and okay if we did not). Being
a duo composed of a computer science PhD candidate with a political organizing
background and a postdoctoral engineering education researcher with a focus
on sociopolitical engineering education, our interdisciplinary tension was made
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explicit to students, modeling the idea that their own interdisciplinary tensions
are okay, natural, and that collaboration is still possible and desirable.

Yet we also expanded the notion of community “outside” of the classroom.
For our final project “gala,” we invited faculty and students from outside of the
classroom to come and provide feedback and praise for students’ work. While
students were working on projects, we invited other colleagues to come to class,
hear preliminary thoughts from groups, and assist with any questions students
were grappling with. Moreover, hosting a panel of local change-makers during a
class brought the students in contact with the greater geographical community.
We encouraged students to bring their whole selves with integrity to class, not
viewing the classroom as a compartment to fit into, but as a place where they
can announce events they were planning, campus organization happenings, and
other opportunities to plug into “other parts” of their lives.

Throughout the process, we recognized with students that this type of
learning can be very emotionally taxing: the realities of surveillance and tech-
nological domination can be scary and the prospects seemingly hopeless. Mak-
ing this explicit and emphasizing that we, as instructors, are also grappling with
these emotions made space for emotion to be part of instruction. We checked in
with students periodically to see how they were feeling, and provided small com-
forts (food, drink, celebration time) during class milestones like the community
check-in and final project exhibition. Through this grounded, empathetic peda-
gogy, we hoped that we could bring new ideas into students’ lives, make them
meaningful through their own context, and inspire hope and community care
amidst heavy content.

Appendix C. Final Reflection Prompt

This reflection is more involved than the typical reflection post, so make sure to
give this some time and more words than usual. Instead of the typical 200-300
words, this reflection should be somewhere between 600-800 words.

To help you with your task, we created a scaffold of questions that you can
answer to help you think through the assignment.

o How did this class compare to your typical courses thus far at Tufts?

o How did you feel that your conception of technology, computer science
or data science was critiqued or challenged (if at all)?

o How did you feel that your conception of surveillance, power, or social
systems was critiqued or challenged (if at all)?

o How did you feel that your domain-specific knowledge was utilized or
not utilized during the class?

o What might you take away with you from the class?
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