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Abstract— The spacetime-causality light-cone concept has been
well-known since being introduced in Einstein’s Special Theory
of Relativity, but it has not been explicitly explored in antenna-
array electronics. To date, antenna-array radio frequency (RF)
receivers have been constructed by replicating RF receiver chains
at each array element. Ignoring shared frequency references
required for RF-input down-conversion, each receiver in such
designs acts independently of its neighbors until the received
signals reach the array beamformer. While the use of independent
receiver chains is convenient, it is not the optimum and does
not take advantage of the additional opportunities afforded by
the light-cone concept. This work presents the first experimental
demonstration of noise and distortion (ND) shaping. The NDs
originating in the receiver itself are spatio-temporally shaped
away from the beamformer region of support (ROS), thereby per-
mitting their suppression by the beamformer. The demonstrator
is a 24.3-28.7-GHz 79.28-mW 4-port receiver for a 4-element
linear antenna array implemented in 22-nm FDSOI CMOS.
When shaping was enabled, the demonstrator provided average
improvements to the noise figure (NF) of 1.6 dB, IP1dB of 2.25 dB,
and IIP3 of 1.4 dB (compared to a reference design), and achieved
NF = 2.6 dB, IP1dB = —18.7 dBm, and IIP3 = —12.5 dBm while
consuming 19.8 mW/ch.

Index Terms— Antenna array, delta-sigma modulator, multi-
port receiver, spatio-temporal (ST) noise shaping.

I. INTRODUCTION

NTENNA arrays provide significant growth opportunities
in the wireless industry, as well as in the development of
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radar and imaging systems [1]. However, antenna arrays pose
various engineering challenges. For example, they must be
able to generate sharp, steerable beams to mitigate free-space
path loss in high-frequency communication networks [2].
While such beams are critical for closing communication links,
the implementation of N-element-array electronics increases
circuit complexity. This increased complexity necessitates the
use of receivers (Rxs) that are capable of providing efficient
resource usage, while still achieving the anticipated perfor-
mance advantages. The conventional approach to designing
N-element arrays [3], [4], [5] is based on replicating RF
receivers at each element. In such designs, apart from shared
frequency references, each receiver chain acts independently
of its neighbor [6], with the only connection being through
the beamformer in order to create beams. Although the use
of independent receiver chains is convenient, it is suboptimal
because it ignores the relationships between the signals and
receiver noise and distortion (ND) across the array [7]. As a
result, the receiver’s NDs fall within the beamformer beam,
which is configured to retain a certain portion of the spatio-
temporal (ST) spectrum in order to receive information from a
particular direction and over a specific frequency bandwidth.

In this work, the Rx chains are interconnected by modi-
fying conventional temporal A-X-modulator theory [8]. The
A-Y method is often used in analog-to-digital converters
(ADCs) in conjunction with temporal oversampling to shape
the nonlinearity of a coarse quantizer away from the temporal
bandwidths of circuits. Since analog-array receivers do not
include samplers until beamforming or after it, they cannot
make use of temporal oversampling. However, spatial sam-
pling is present in all arrays due to the discrete locations
of antennas. Therefore, arrays can employ oversampling in
the spatial domain by placing antennas closer than half a
wavelength apart and enlarging the area outside the light cone
(see Section II-D), denoted as the “Elsewhere” region and is
also known as “the cone of silence” [9], which is the region
that can never be occupied by propagating EM waves. This
concept was theorized by us in [10] where simulations of a
4-GHz network showed noise shaping for oversampling factors
of 2 and 4. Unfortunately, this strategy requires an increase in
the number of antennas, which is undesirable for cost-sensitive
networks. Instead of oversampling, this work exploits the
sparsity of the frequency-domain plane-wave (PW) region of
support (ROS) to eliminate undesired receiver NDs and reports
on the resultant ND shaping-receiver (sRx) demonstrator.
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Fig. 1. Spatial sampling with antenna arrays. Sampling at a certain moment
in time is identified with dots and the associated antenna numbers. (a) Plane
wave at boresight. (b) Plane wave at endfire. (c) Plane wave at arriving at an
angle between 0° and 90°.

In this demonstrator, the Rx chains are not independent of
each other, which allows the propagation of the undesired NDs
from each chain to its neighbors, thereby placing them in the
“Elsewhere” region. When in the “Elsewhere” region, NDs
are outside the beamwidth of the subsequent beamformer, and
therefore, are filtered out by it.

Section II of this article provides a review of the background
information relating to spatial sampling as well as the PWs and
their ROSs on multidimensional frequency planes, while the
ST ND shaping is introduced in Section III. The proposed cir-
cuits and the measurement results are presented in Sections IV
and V. Finally, Section VI concludes this article.

II. BACKGROUND
A. Spatial Sampling

Sampling analog waveforms in the time domain (i.e., tem-
poral sampling) is a well-known concept employed widely in
devices such as ADCs and sample-and-hold circuits. These
devices rely on a timing signal, commonly known as “clock,”
to provide accurate timing references, guaranteeing that each
sample is taken at regular time intervals.

However, sampling can extend beyond the time domain.
In this work, we make use of spatial sampling. As spatial
sampling is not yet as common in the microwave community
as the temporal sampling, it is instructive to review it here and
give some insight into the concept. Readers are encouraged
to review [11], [12], [13], [14], [15], [16], [17], [18] for
additional examples of applying spatial sampling to realize
beamformers.

Whereas the temporal sampling is the conversion of a
continuous-time signal into a discrete signal via taking samples
at specific time intervals, spatial sampling is the conversion of
a continuous signal into discrete signals by sensors located at
specific spatial intervals. A relevant example of such sensors
would be antennas in an array.

Fig. 1 helps illustrate this concept. We start by considering
a PW reaching antenna array at boresight in Fig. 1(a). At the
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same instance in time, all N antennas sample the same
voltage. This is analogous to a temporal sampling of a dc
voltage, when at every sampling moment the input signal is
constant, i.e., 0 rad/s. Analogously, for the spatial sampling,
the boresight incidence corresponds to a 0 rad/m frequency. As
the incidence angle increases from 0°, the voltages detected by
each antenna become different due to the delay experienced
by the PW as it reaches the array antennas. At the extreme,
the direction of arrival (DOA) is endfire as in Fig. 1(b).
In this case, for an array with half-wavelength antenna spacing
receiving a sine-wave signal, the voltage samples received
by antennas are 180° out of phase, which is equivalent to
having two samples per period, i.e., the Nyquist sampling
criterion. When the DOA falls between boresight and endfire,
Fig. 1(c) identifies parts of the waveform that are seen by the
antennas at a certain moment in time. As shown, the antennas
sense different parts of the PW. In terms of the more-familiar
temporal sampling, this situation is equivalent to having the
sampled signal vary with time. Therefore, this DOA exhibit
spatial frequency higher than O rad/m.

B. Spatial-Frequency Domain

The conversion of a signal s(#) acquired in the temporal
domain to its temporal-frequency-domain representation S(w)
is done via the Fourier transform

o0
S(wy) = / s(t)e /@D dy (1)
where wy is the temporal angular frequency. RF and microwave
filters, e.g., bandpass filters, are typically designed in the
temporal-frequency domain to pass some desired frequencies
and attenuate others that fall outside the passband of these
filters.

Similarly, a signal s(x) acquired in the spatial domain can
be represented in the spatial-frequency domain by using the
Fourier transform

oo
S(wy) = / s(x)e /@O dx )
—00
where wy is the spatial angular frequency. S(wy) describes
the spatial frequencies present in the signal s(x), and, in the
context of this work, these frequencies are related to the
DOA of a PW to an antenna array. Filtering in the spatial-
frequency domain permits certain frequencies to pass through
a filter passband while blocking other spatial frequencies.
Since spatial frequencies relate to the DOA of a PW, spatial fil-
tering is responsible for passing signals from the DOAs within
its spatial passband and rejecting frequencies outside the
passband. This type of filtering is often called “beamforming.”

C. ROS of a Plane Wave

To investigate the ROSs of the PWs, we begin by
considering an EM wave propagating in a 4-D space
wpw(x, y, z, ct),where (x,y,z) € R3 are the 3-D spatial
dimensions, ¢t € R is the time, and ¢ is the speed of
the EM wave. The DOA of the EM wave arriving at a
3-D antenna array at an azimuth angle 6, and the elevation
angle 6. is given by a vector @ = [&x,dy, ®,], where
dx = (w/c)cos(@,)sin(B), &y = (w/c)sin(b,) sin(f.), and
®, = (w/c) cos(f.), ®x and @y are transverse coordinates and
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@, is the longitudinal coordinate of the wave vector along the
Xx-, y-, z-axes in the spatial-frequency domain @ = [wx, wy, ,]
[19], [20, ch. 2]. This propagating wave can be described as

wpw = woe’ (#7+4) 3

where r = [x, y, z] is a point in space. In antenna arrays, wpw
in (3) represents a far-field PW with a spatial DOA of (6,, 6.)
that reaches the antenna array at time 7.

A vast majority of arrays are either linear arrays or
planar arrays located at z = 0O plane. In this case, the
3-D Fourier transform of wpw determines Wpw(w), where
® = [wy, wy, ], via

o0
Wpw = / / / wpw (x, v, ct)e T @D d?y . (4)
R?2 Jt=—00

The integrals in (4) can be separated; therefore, the Fourier
transform of a PW gives

oo
Wrw (@) =// xpw (x, y)e 1T dr X/ xpw(t)e /@D ds
R2 _

o0

= (27)*8 (wy — @x)8(wy — @y) Xpw(@)). 5)

The Dirac terms, §(-), imply that the ROS of a PW in the
3-D ST frequency domain lies along a line passing through
the origin [11], [21]. This line occupies a small portion of
the 3-D ST frequency space. Similarly, for a 1-D linear array,
ROSs occupy the small portions of the 2-D ST frequency
space. This sparsity of the ROS in the ST frequency domains
is exploited in this work.

D. Light Cone

If we further consider the x direction of a 2-D planar array
and describe (3) by its periodic characteristic as wpw(x, ct) =
wpw (x cos(8,) +ct). The relationship between 6, and the ROS
angle ¢y is

¢x = arctan(sin(6,)) (6)

where —(7r/2) < 6. < (/2). Given the angular relationship
in (6), the limits of the spatial DOA can be mapped to the ST
domain “light cone” as

T o= @)

Similarly for the y direction, the ROS angle ¢y is
Z<g, <2 (®)
4 =7V =4

A PW, having a certain DOA, can be represented in a
temporal and spatial 3-D and 2-D planes as illustrated in
Figs. 2(a) and (c) for a 2-D planar array and a 1-D linear
array, respectively. A Fourier transform can then be used
to describe the ST frequency response of the PWs. These
frequency responses are the aforementioned ROSs and are
illustrated in Fig. 2(b) and (d), which represent more complete
versions of what is shown in Fig. 1. The ROSs in Fig. 2(b)
and (d) illustrate the 3-D and 2-D frequency spectra of PWs
in Fig. 2(a) and (c), respectively, and show the geometrical
representation of (5), wherein the ROS for a PW is a straight
line that passes through the origin and lies within the light
cone (yellow area).
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Fig. 2. (a) DOAs of a PW to a planar array located at z = 0 and (b) ROS
of that PW within the “light cone”. (c) DOAs of two PWs arriving to a
linear uniformly spaced array and (d) their ROSs within the “light cone”.
Uniform antenna spacing is assumed at half wavelength of the upper temporal
frequency of a band-limited receiver. w; and wyy are the temporal and spatial
angular frequencies.

In a conventional array receiver, a spatial filter (i.e., a beam-
former) with a certain bandwidth directionally enhances a
temporally band-limited portion of the desired ROS and
spatio-temporally filters out other signals, even though they
may have the same temporal frequencies as the desired signals.
Any signals located in the regions away (in the spatial-
frequency sense) from the desired ROS are removed by
the beamformer, including anything outside the “light cone”
[i.e., in the “Elsewhere” regions in Fig. 2(b) and (d) that can
never be occupied by a propagating PW].

Based on this analysis, it follows that networks that place
receiver-introduced NDs outside the “light cone” or away from
the sparse ROS can achieve the clean removal of unwanted
NDs using any conventional beamformer, thus making them
suitable for use in the majority of antenna-array receiver
systems.

III. ST ND SHAPING
A. Noise-and-Distortion Shaping

A-¥ modulation is often used in ADCs to reduce the
nonlinearity of low-precision quantizers. A block diagram of
such A-X ADC is shown in Fig. 3(a).

A-Y methods are not limited to ADCs, and the source
of non-linearity mitigated by such systems is not necessarily
a quantizer. A block diagram of an sRx, a A-X modulator
for shaping NDs in antenna arrays, is shown in Fig. 3(b),
where the integrator is represented by a 3-D ST integrator,
I(s) where s = (sy, sy, s), and the receiver is represented
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Fig. 3. (a) A-X ADC block diagram, where a digital-to-analog converter
(DAC) provides a feedback path. (b) Block diagram of an sRx based on the
A-X method for ND shaping.

by its gain A and its noise and distortions N4(s). In this
representation, syy = jowxy and s, = jo, are the spatial
and temporal (i.e., conventionally used) Laplace variables,
¥ . . . .
W(s) <& w(x, y, t) is the input to the sRx in the continuous ST
Laplace domain, N4(s) < nq(x,y,t) denotes the receiver’s
. . . &z
ND in the ST Laplace domain at the receiver output, Y (s) <
. K% .
y(x, y,t) is the network output, and H(s) < h(x, y,t) is the
feedback transfer function.

As we have not yet discretized either space or time dimen-
sions, the space and time are, therefore, continuous domains
and represent electromagnetic phenomena in the space-time
continuum, where radio wave propagation occurs through
linear electromagnetics, as described by Maxwell’s equations.

We express the output signal as

Y(s) = A x E(s)I(s) + Na(s) 9)

where E(s) = W(s) — H(s)Y (s). Using the 3-D beamfilter
realization via passband slices in [22] and [11], a 3-D ideal
integrator is written as

1

T, sin(¢py)sx + T; cos(Py) st
1

X
Ty sin(¢y) sy + T, cos(¢y)se

I1(s) =

(10)

where angles ¢y, identify the orientation of the integrator ROS
in the first quadrant of the 3-D domain. The ST integrator I (s)
has the “bandwidth constants” Ty, which are the main visual
difference between the conventional A-3 modulator that only
has a temporal integrator and the A-X network discussed here.
The ST integrator I(s) shapes NDs in 3-D and is suitable
for all ROSs within the light cone. For a linear array of
antennas, (10) reduces to

1
T, sin(¢y)sy + T; cos(y)s,

Plugging in the expression for E(s) in (9) gives the 3-D input-
output relationship

I(sx, s) = (1)

[14+ A x H(s)I()]Y(s) = A x I(s)W(s) + Na(s). (12)
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Simplifying the result produces
Y(s) = Wis)—2 2 TE) s ! (13)
- T+ AB xI(s) 1+ AB x I(s)

where A is the receiver voltage gain and the attenuator,
B = 1/A, is used instead of H(s) to ensure that 8Y and
W are of the same magnitude so that E is not dominated by
either of them.

B. Linear-Array System Concept

In this work, a linear uniformly spaced array is consid-
ered. Fig. 4 illustrates the evolution of the proposed noise-
shaping concept. This concept originates with a typical RF
receiver, where all of its NDs are shown explicitly as “Rx
noise/distortion.” We can apply the A-¥ method to this
receiver as illustrated to shape these NDs outside the passband
of a lowpass filter. However, this requires having temporal
oversampling built into the network. Taking this concept
further, as in Fig. 3(b), and using spatial (over)sampling
leads us to the proposed array system in Fig. 4. In this
system, the 2-D frequency spectra at the array input and at
the input to the beamformer are shown to illustrate the ST
locations of NDs contributed by different parts of the array.
The beamformer, i.e., the spatial filter, passes only the desired
signal and filters out noise that is placed away from its ST
passband.

C. ND-Shaping Demonstrator Implementation Details

To realize a network that can place NDs outside the “light
cone” or away from the ROS, we start with an initial block
diagram of an ND-shaping sRx based on a conventional
temporal A-X circuit in Fig. 3(a) but implemented in the
spatial domain [Fig. 5(a)], where an LNA replaces the Rx
in Fig. 4.

We rewrite (13) for a 2-D case associated with a linear
antenna array as

AW (sx, 50 Tysx

Y(Sxast) = Aﬂ+TS +Nd(SXaSI)A

where 1 (sx, sy) in (11) is simplified to I(sx) = 1/Txsx for a
PW at boresight.

In Fig. 5(a), the desired signals and NDs are both 2-D
signals in the ST domain. The spatial-integrator block, I (sy),
has the “bandwidth constant” of T, and takes place of the
temporal integrator in the conventional A-X block diagram,
as in Fig. 3(a). An ST integrator 7 (sx, s¢) in (11) would shape
NDs in 2-D thus making ND shaping apply to ROSs near the
light cone edges. However, in the sSRx demonstrator described
in this work, only a spatial integrator I(sx) is used. An
examination of (14) shows that the input signal (W) is lowpass
filtered in the spatial domain, while the NDs are highpass
filtered. That is, the NDs are spatio-temporally shaped away
from overlap with the desired signal for subsequent removal
by a spatial filter/beamformer.

In practice, the system in Fig. 5(a) is unrealizable because
antenna elements are not a continuous structure; rather, they
are located at spacings Ax. Given that electromagnetic waves
are measured in space-time using arrays of antennas, we dis-
cretize the spatial variable such that x = iAx, where i is
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Fig. 4. Conceptual idea explored in this work. It starts with a conventional receiver in (a) that introduces noise and distortions to the received signal. This

circuit evolves to (b) by introducing noise shaping that requires an integrator, a feedback network, and a filter. This is then extended to (c), which shows
an N-antenna ND-shaping network that is investigated in this work. (a)—(c) Corresponding noise power-spectral densities (PSDs) for the receivers are shown
with PSD plots. Two ST frequency plots show ST locations of noise at the N-antenna LNA outputs and at the inputs to be beamformer in (c).

an index for position. This yields the continuous-time signal
triplets, w(i, t), y(i, t), and nq(i, t), which correspond with the
temporal Laplace transforms, W (i, s;), Y (i, s;), and Nq(i, sy),
respectively. Next, it is necessary to derive a difference
equation that implements the desired noise-shaping operation
as an iterative algorithm that forms a multi-dimensional filter.
To make the A-X system in Fig. 5(a) realizable, we use an
Euler transform, which, in the complex z domain, is Txsx =
AB(1—z1Y/z1, to discretize the system in the spatial domain
and obtain

W(ZX’ st)Z;l
B

By selecting 8 = 1/A yields the output in its noise-
shaped form, with the forward gain remaining unchanged as
Y (zx, 50) = AW (24, 502 ' + Na(zx, s0)(1 — z ). Furthermore,
signals flowing through the z; ! blocks can be obtained by con-
necting receiver chains to their neighbors, thereby introducing
signal flow between the receiver chains. Without incurring a
loss of generality, the output can be rewritten as

Y(zx5) = A X W(zx,s) + (1 — 27" )Na(zx, 5. (16)

In the 2-D frequency domain, the independent frequency
variables, wyx and wy, drive the transform variables via zy =
e/ and s, = jwy, respectively. The shaped noise transfer
function in the 2-D frequency domain (wx, @) € R? is
therefore given by the complex function 1 — e=/®. At tem-
poral frequency wy, the corresponding spatial frequency for
a propagating planar wave is wx = (w/c) sin(6.), where 0,
is the DOA and —n/2 < 6. < m/2. An infinite-impulse-
response implementation of (16) is shown in Fig. 5(b), where
the input, W (zx, s¢), is amplified and the ND is shaped by the
spatial highpass filter (1 — z;!). The block identified as the
“spatial integrator” creates the error signal E; by subtracting
an attenuated output of the previous LNA (Yi.;) from the signal

Y (zx, 8) = + Na(zx, s)(1—z7').  (15)

generated by the previous antenna (Wi ;). The delay stage 7,
compensates the LNA group delay by delaying W;.; prior to
subtraction. This results in E; = Wj.; — BYi.1 & —Ngi1, where
Ny is the ND generated in the adjacent chain. Adding this
to the signal at the local antenna (W;) and feeding the result
into the LNA produces

Y; ~ AW; + (Ngj — Ngju1)- (17
This shows that the input signal is amplified whereas NDs are
highpass filtered.

Using the circuit in Fig. 5(b) results in a novel sRx that
can be implemented as shown in Fig. 5(c), where the red
lines identify connections between the chains. Each chain
i in Fig. 5(c) is formed adding two inputs (w; and wj)
to the outputs of an adjacent chain (y;;) and its spatial
integrator (pj.;).

As in any array, the desired incoming signals experience
phase shifts based on the antenna spacing Ax and the DOA.
The maximum phase shift of 180° is for signals at the
maximum temporal frequency with the DOA at endfire and
half-wavelength antenna spacing. Unlike the desired signals,
the NDs in the system in Fig. 5(a) exhibit phase shifts from one
receiver to the next that are independent of the incoming-signal
DOA. Thus, NDs can exhibit > 180° phase shift, regardless
of the antenna spacing and the DOA of the desired signal.
This is equivalent to having an apparently different speed of
propagation for the unwanted NDs and pushes them away
from the ROS and into the “Elsewhere” region. Fig. 6(a)
demonstrates numerical simulations of the 2-D noise shaping
of (16) with a 128-element linear array. As can be seen, the
noise is shaped toward wy = £ and away from wyx = 0 as
desired.

The circuit in Fig. 5(b) requires an adder for Pi(z, ;)
at the input to the LNA. As the adder output (P;) has to
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Fig. 5. Block diagram of the A-X¥ Network. (a) Prototype network.

(b) Spatial integrator followed by a gain where Pii(zx,s) < pi1(x, 1),
and (c) A-X network of the N-element sRx, where ¢; = wi; + By,
pi = Wi + wi.p —ngi1B, yi = A(wi + wi1) + ngi — ngj1, and A = 1/B.
Red lines: Rx chain interconnection paths. Blue lines: spatial-integrator
outputs.

propagate to the adjacent chain, the adder cannot be merged
with the LNA. Thus, in our demonstrator, we removed the P
interconnections and accepted less than perfect behavior with
respect to ND shaping, whereby the low spatial frequency
gain of the ND-shaping filter increased to 1/2 from zero as
illustrated in Fig. 6(b). Additionally, Fig. 6(b) also shows that
the noise-shaping response is dependent on the size of the
array. Placing building blocks in Fig. 5(b) (without the P
adder at each antenna) and interconnecting adjacent blocks as
in Fig. 5(c) yields the sRx demonstrator (sRx_demo) in Fig. 7,
which includes pre-amplifiers LNA;s, contains N outputs,
and is constructed with conventional 2-port amplifiers, adders,
attenuators, and “t;” delays that compensate for the LNA,
group delay (z;). In sRx_demo, the LNA, and the gain stage
(M, 3) were used to represent an Rx in Fig. 4. The circuit
diagram of the main components of this system are shown in
Figs. 8 and 9.

Note that (14) and (16) ignore noise associated with the
spatial integrator, which consists of the attenuator (f), time
delay (t;), and summing junctions within each building block
of the sRx. Since the NDs created by these components
are not pushed to higher spatial frequencies, they limit the
improvement to sensitivity of the sRx. Following the sRx
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Fig. 6. (a) ST noise shaping for the ROS at wyx = 0 along the trough of the
noise floor. The outline of the “light cone” is shown with a yellow shaded
area. (b) Noise-shaping response as the function of the array size (N) vs
spatial frequency when P interconnects are not implemented thus limiting
gain to 1/2 at wx = 0 instead of 0.

stage, any spatial filter or beamforming (e.g., [23], [24]) can
be used.

IV. DESCRIPTION OF MAIN CIRCUITS

Fig. 7 depicts the schematic of the sRx_demo, a 4-antenna
sRx demonstrator, that was implemented in this work to
demonstrate the viability of the ND-shaping concept. The key
components comprising this circuit are described below.

A. Spatial Integrator

To implement the spatial integrator, we incorporate the
integrator within a common-source stage (M3) (shown in
Fig. 7), wherein the SOI transistor M3 is employed to feed the
signal from an adjacent chain and antenna into the sRx_demo
gain stages. By connecting y;| to the back-gate of M;, the
attenuation S is implemented, where the size of M3 is selected
to provide the required attenuation via gmpz =~ 0.1 X gm3
and to ensure the back-gate impedance does not affect the
gain A of the LNA,;. Since the ratio between gyp3 and gm3
determines S, it also determines A = ,3_1. In this design, M,
and M; are sized to have the same g,,. The total width of M,
is set to 23 um with a gate-finger width of 0.5 um, while the
total width of M3 is set to 29 um with a gate-finger width of
0.5 um. For M, 3, the transistor multiplier is set to 1, and the
vertical gate connection was set to 2. Ry is 3k€2. Simulations
results of this circuit show gain between 1 and 3.3 dB, NF
of 475 dB, P1dB of —14 dBm, and power consumption of
1.8 mW. To make signal subtraction possible, y; needs to be
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Schematic of the sRx_demo. Back-gate terminals of the SOI process are used to reduce the transistor threshold voltages. The phase-distribution

network brings the physically separated adder inputs to the same point on the chip. The red lines identify connections between the chains. A reference Rx
(rRx) was implemented by removing C| and C, thereby removing interconnections between the four Rx chains.
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Fig. 8. Schematics of (a) LNA; and (b) LNA;.

180° out of phase in relation to w;.;. Therefore, the LNA; in
Fig. 8(b) consists of three common-source stages. Post-layout
simulations of the LNA, show NF between 4.7 and 5.7 dB,
the gain between 18.3 and 21.5 dB, IP1dB between —14.7 and
—11.3 dBm, and the power consumption of 4.25 mW. Delay
7, ~ 35ps is created with a metal trace, which forms a
connection with the adjacent chain and matches the group
delay of the LNA, at 29 GHz as shown in Fig. 10.

B. Pre-Amplifier (LNA|)

A low-power source-degenerated LNA,; [Fig. 8(a)], con-
sisting of My,, Ly, Ls, and Lgj, is included for ease of
input impedance matching. The total width of M\, is set to
34.5 um with a gate finger width of 0.5 um. The transistor
multiplier is set to 1, and the vertical gate connection is
set to 3. To reduce the minimum noise figure (NF) of the
LNA;, M, is biased at a current density of 150 uA/um
[25]. L, = 500pH is implemented with a wirebond, while
Ly = 50pH is implemented with a metal trace and a spiral
inductor is used for L4; = 300pH. Although LNA; eases
the implementation of the ND-shaping demonstrator, it is not
necessary in future implementations of ND-shaping within
array receivers. The LNA; cannot be measured on its own,
but post-layout simulations, reported in Fig. 11, show an
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Fig. 9. Beamformer related schematics: (a) APF input buffer. (b) APF

impedance networks. (c) APF output buffer. (d) Beamformer adder.

NF~1.7 dB and gain (S,;) varying between 8.1 and 6.8 dB in
the band of the sRx_demo operation while consuming 3.2 mW
of power and exhibiting IP1dB between —12 and —10 dBm.
The NDs of the LNA; are not shaped by the sRx_demo.

C. Beamformer

While most beamformers can be used here, a wideband
delay-and-sum (DAS) beamformer (i.e., a spatial filter) is
selected to filter out the receiver NDs that are shaped away
from the desired ROS. Unlike often-used phase-and-sum
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Fig. 11.  Post-layout simulation results of the LNA; noise figure, input
reflection coefficient, and gain.

beamformers, which employ phase shifters to compensate for
DOA- and antenna-spacing-related and frequency-dependent
phase differences experienced by temporally narrowband com-
ponents of a PW as they reach the antennas in an array, a
DAS beamformer compensates for propagation delays, which
equally affect a wideband range of temporal components.
Since the required delay difference in the desired band
prescribes a certain delay-bandwidth product via the Padé
approximation, the true-time-delay elements are implemented
with third and fourth-order active all-pass filters (APFs)
(Figs. 7 and 9) for long and short delays, respectively, to
realize 0°, 22.5°, and 35° beams, where the APFs were
designed to generate a delay difference of up to 27 ps to
steer beams to 35° [26], [27]. The network “Z” in these
figures realizes both poles and zeros in the transfer function,
thereby halving the number of passive components needed
for passive delay lines. The APF outputs are combined in an
adder [Fig. 9(d)] that incorporates a symmetrical binary tree
to preserve their amplitudes and phases.

A convenient property of these APFs is that their variable
capacitors, Ciq and Cyp4 noted in Fig. 9(b), maintain the same
ratio for different delays. This allows the adjustment of the
network “Z” with one control voltage. Another voltage is
applied to the back-gate of the SOI transistor Mg in Fig. 7
to adjust its transconductance as required for maintaining the
Padé delay approximation [27]. Post-layout simulations show
that the cascade of APFs and input and output buffers exhibits
the gain of —7 dB, NF of 9 dBm, IP1dB of —18 dBm, while
consuming 7.4 mW of power. The adder consumes additional
12 mW, has the gain of —0.8 dB, NF of 7 dB, and IP1dB
of —13 dBm.

In addition to the sRx_demo, a reference Rx (rRx) is also
implemented. This rRx omits dc-blocking capacitors C; and
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Fig. 12. Die micrograph.

(@) (b)

Fig. 13. (a) Die on a test PCB for benchtop measurements. (b) Die
wirebonded to a PCB with a 4-element array.

C, (see Fig. 7) to disable ND shaping (i.e., disconnecting the
red lines) and realize the receiver as 4 independent receiver
chains.

V. MEASUREMENT RESULTS

The ND-shaping sRx_demo was implemented for a
4-element linear array. A photo of the 22-nm FDSOI-CMOS
die with an active area of 1.6 mm? is shown in Fig. 12. The
dice were mounted on custom-made PCBs in Fig. 13(a) for
benchtop measurements and on a PCB in Fig. 13(b) for over-
the-air measurements in an anechoic chamber.

The S-parameters, NFs, and linearity (IP1dB) of the
sRx_demo and rRx were all measured using the same setup
shown in Fig. 14.

The S-parameters and IP1dBs were measured using a
Keysight PSOO8A vector network analyzer (VNA), which also
measures NFs. Two preamplifiers (ERZIA’s ERZ-LNA-0200-
5000-22-6 and ERZ-HPA-1500-2700-29-E) were added at the
VNA receiver port to improve the VNA sensitivity during NF
measurements. IIP3s were measured with Keysight PNA-X
network analyzer.

For over-the-air measurements, the dice were mounted on
PCBs with 4-element antenna arrays [Fig. 13(b)] and placed in
an anechoic chamber shown in Fig. 15(d) where the transmitter
horn antenna was positioned 1-m away from the sRx_demo or
rRx to measure beam patterns.

Beam patterns obtained at the lower (24.5 GHz), mid
(26.5 GHz), and upper (28.5 GHz) band edges are shown
in Fig. 15 (a)—(c). The measured S-parameters are shown in
Fig. 16(a).
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As can be seen, virtually identical S-parameter and beam
measurements of the sRx demo and rRx confirm their
independence of ND shaping. Since it was not possible
to determine noise and linearity via over-the-air measure-
ments, the NF, IP1dB, and IIP3 for the sRx_demo and rRx
[Figs. 15 (b) and (c)] were only measured for the 0° beam
on the bench. The results show that the sRx_demo offered
an average improvement of 2.25 dB in IP1dB, 1.6 dB in NF,
and 1.4 dB in IIP3 compared to the rRx, even though the
true improvements were somewhat obfuscated by the gain
and linearity of the LNA; and the linearity of the beam-
former. Nevertheless, these measured improvements agree with
simulations and confirm the ND shaping by the sRx_demo.
Furthermore, EVM measurement results reported in Fig. 16(d)
also show improved ND behavior for sRx_demo.
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Fig. 16. Measured (a) Sp; for the 0° beam of sRx_demo and rRx with
the input applied via a power divider and Sj; of individual sRx_demo
and rRx signal chains, (b) NF, (c) IP1dB and IIP3 (1 MHz tone spacing),
and (d) EVM improvement AEVM = EVMRryx — EVMgx demo. Where
EVMrx and EVMrx demo are measured EVMs [dB] for rRx and sRx_demo,
respectively. Measurements in (b)-(d) are for the 0° beam. The EVMs were
measured with a SOMHz OFDM 64QAM modulation. In (a)—(c), the input
power divider is de-embedded.

Measurements show a significant increase in NF of the
rRx receiver at high temporal frequencies. The reason for this
increase is not completely understood; however, the possible
explanation for this increase is due to the small number of
antennas used in the array. When there are only a few antennas
(i.e., 4 in the case of rRx and sRx_demo), the ROS is no
longer described by the Dirac delta function in (5) but rather
by a sinc function, thereby spreading the ROS spatially. With
the spatial sampling introducing a spatial aliasing of NDs
into the spread ROS, there is a likelihood of the antenna
array receiving additional noise at higher temporal frequencies.
When ND-shaping is enabled, this aliasing is reduced as
demonstrated by much improved NF of the sRx_demo circuit.

Table I summarizes the performance of our ND-shaping
demonstrator and other receivers operating over similar fre-
quency ranges. As can be seen, the rRx provides very com-
petitive performance, which is further improved by enabling
ND shaping in the sRx_demo.

The performance improvements exhibited by sRx_demo
require circuits that otherwise are not needed in array
receivers. For example, the gain stage M, 3 of the sRx_demo
is only added to provide the means of connecting adjacent
chains to form a spatial integrator. This extra stage consumes
1.8 mW of power, occupies 12 x 15 um of area, and introduces
some NDs. It is possible to avoid this active stage and instead
use transformers for creating a spatial integrator that occupy a
larger area [10]. However, the interconnections between adja-
cent chains may lead to instability concerns due to additional
coupling between chains. This needs to be considered during
the design stage. Regardless of how the spatial integrator is
implemented, it consumes chip area and may consume extra
power. These, however, are relatively minor overhead costs
comparing for improving Rx sensitivity and linearity, as such
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TABLE I
PERFORMANCE SUMMARY OF OUR ND-SHAPINGDEMONSTRATOR AND OTHER RECEIVERS
This work ISSCC T-MTT JSSC CICC ISSCC
st_demo[ rRx | 2019 [24]| 2020 [28] | 2022 [29] 2021 [30] 2022 [23]
Frequency (GHz) 24.3 to 28.7 27t041 | 22to 44 | 24t0 29.5 24 to 32 23 to 29
No. of Elements 4 4 1 4 4 4
Min. Noise Figure (dB) 2.6 4 4.3 3 43 43 4.8
Max. Gain (dB) 21.3 20.7 36 26.3 14.2 25.2 30
Max. IP1dB (dBm) -18.7 |-20.8| NR® -24.5 -22.2 -23.1 -144
Max. IIP3 (dBm) -125 [-13.8 - - -12.3F - -
Ppc per element (mW) 19.8% 70 to 85¢ 112 82 45 44.1¢
2.3 4.5 6.84 2.8
2
Area (mm) 1.6 (core) 234 1.89 (core) 34.32 1.21 (core) | 2.08 (core)
Technology 22nm SOI  |45nm SOI| 45nm SOI |65nm CMOS |65nm CMOS |40nm CMOS

@the ND-shaping consumes 9.25 mW per element; ?Not reported; Includes mixers and LOs.

d

improvements require receivers that consume more power than
what is needed for a spatial integrator.

VI. CONCLUSION

This article reports the first demonstration of a novel
approach to ST noise shaping in an antenna-array receiver. We
implemented a A-X method in the spatial domain to move ND
components originating in the receiver away from the ST ROS
of incoming signals and toward the “Elsewhere” region located
outside the “light cone” for removal by a beamformer. The
demonstration was carried out using a 4-element linear antenna
array and a custom-made 22-nm FDSOI CMOS chip, which
achieved average improvements of 1.6, 1.4, and 2.25 dB in
NF, IIP3, and IP1dB, respectively, over a reference design that
also provides a very competitive performance. The sRx_demo
shows that ND shaping is practical by exhibiting lower NF
and higher IP1dB/ITP3 than rRx while having the same power
consumption, gains, beam patterns, and areas.
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