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Figure 1: On the left, a bird’s-eye view of the virtual classroom; on the right, screenshots of each of the four gaze-visualization
conditions

ABSTRACT
Virtual classroom simulations are an exciting avenue to give teach-
ers a way to reflect on their teaching behavior, in particular, nonver-
bal behavior. In two within-participants studies, we explore how vi-
sualizing participants’ gaze, using four different data visualizations,
affected participants’ behaviors and self-reflection in an immersive
virtual reality classroom simulation. We compared a Control condi-
tion with no data visualization, an updating Bar Graph over each
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"student" agent head, and two Fade-In/Fade-Out conditions where
the opacity of “students” changed based on whether they were
in the field of view of the participant. We found that participants
preferred the Bar Graph visualizations, and this condition changed
participants’ behavior the most compared to the Control condition.
We discuss design implications for virtual classroom simulations
as a self-reflection tool for teachers.
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1 INTRODUCTION AND RELATED WORK
Virtual reality (VR) simulations allow users to practice interac-
tions in a replication of the physical environment using naturalistic
behaviors [5, 22]. Some of the earliest uses of virtual reality simula-
tions include improving teaching practice through virtual classroom
simulations that allow teachers to observe and analyze their own
teaching behaviors based on real-time feedback [3, 16]. A better
understanding of how virtual reality can help people transform
nonverbal behavior, including gaze behavior, has broad utility for
classroom simulators [3], public-speaking practice applications, and
any other virtual environment in which participants might wish to
monitor and modify their behavior [18, 27].

A key aspect of classroom management is the teacher’s ability to
distribute their gaze (and their associated attention) throughout the
classroom. In this paper, we describe two within-participant pilot
studies investigating the effectiveness of different types of gaze
data visualization in changing participants’ behavior in a virtual
classroom. We compared four conditions: 1. control, with no gaze
data visualization; 2. gaze data represented through Bar Graphs;
3. gaze data presented through the opacity of students, following
[3] (Fade-In); and 4. an opposing, Fade-Out condition with gaze
data presented through the inverted opacity of the students. In
Study 1, we used head movement as a proxy for gaze. In Study
2, we used eye tracking directly. We aimed to explore approaches
to provide real-time visualizations of teacher gaze behavior in a
classroom simulation, and examine behavior changes, usability, and
user experience.

Below, we review related works on the utility of simulations for
teaching and popular classroom simulators. We discuss the con-
cept of transformed social interaction, specifically in the context
of teaching simulations designed to promote self-reflection focus-
ing on nonverbal behavior change. We discuss our study results,
and close by discussing next steps for teaching simulators using
transformed social interaction.

1.1 Classroom Simulations
Given increasing rates of teacher attrition, effective teacher prepa-
ration has become increasingly important in recent years. This
preparation for teachers has ranged from role-play in classrooms,
to practice teaching, to computer-based classroom experience sim-
ulations [26]. Teaching simulations provide new methods of visual-
ization and presentation [21] allowing teachers to practice skills and
learn from real-time feedback in ways not possible in real life [4].
Such systems have taken various forms, including highly immer-
sive, interactive 3D virtual environments [24] and other laboratory-
based setups that incorporate motion tracking and large displays
(e.g., TeachLivE [10, 15]). These virtual classroom simulators allow
teachers and teachers in training to practice, improving target skills
and general teaching skills in a controlled simulation, in ways that

transfer to the classroom where they engage with "real" students
[14].

Cues such as eye gaze [1, 6, 20] are particularly important in the
classroom. Eye contact engages students, encourages participation,
manages classroom behaviors, and creates a sense of psychological
closeness and connection between teachers and students [8, 12, 25].
In this study, we used gaze behaviors as a way of investigating
whether more abstract or more literal representations of nonverbal
behavior are more useful in leading users of a teaching simulator
to reflect on their behavior. As a starting point, we asked students
to make an effort to deploy their gaze evenly, as literature has
identified even gaze distribution as an indicator of expert teachers
[7, 9]

1.2 Transformed Social Interaction as a
Teaching Tool

Virtual reality offers the unique ability to "transform social inter-
action" [2] in ways that could potentially improve on face-to-face
interaction Immersive virtual reality allows tracked behavior to be
modified to improve the outcomes of an interaction, for example,
by replacing unwanted behaviors (staring at one’s laptop, nervous
gestures) with desirable behaviors (appropriate eye contact, good
posture). While some versions of transformed social interaction
focus on allowing a person to control how their behavior appears to
their audience[3], these transformations can also be made available
to the user, so they can become more aware of, and potentially mod-
ify, their own behavior. For example, in a 2008 study, researchers
created a virtual reality classroom simulator that linked the ap-
pearance of the "students" to the gaze behavior of the "teacher"
participant. The student agent-avatars would slowly become trans-
parent (Fade-In) if the teacher participant didn’t look at them,
leading the "teachers" to distribute their gaze more evenly. Our first
research question aims to replicate this result: RQ1: Can transform-
ing how participants’ gaze is represented during a virtual teaching
task affect how participants distribute their gaze around a virtual
classroom?

However, participants might not even notice vanishing students
if they were too focused on the middle of the classroom. Alter-
natively, students could become transparent (Fade-Out) as the
teacher gazes at them, reminding teachers to look at the rest of the
virtual classroom. Thus, RQ2a: which is more effective in leading
participants to distribute their gaze evenly: a metaphor of neglect
(leading participants to restore attention to students who are fading
away) or a metaphor of over-attention (where students receiving a
disproportionate percentage of gaze slowly disappear from view)?

In addition, because high cognitive load is known to leading
teachers to rely on biases and reflexive behaviors [11] and has
been shown to reduce the efficacy of teacher training interventions
[17], it is important to monitor the level of cognitive load users are
experiencing in these training tools. Thus, RQ2b: which is perceived
as more cognitively difficult: a metaphor of neglect, or a metaphor of
overattention?

Both representations of gaze involving transparency (Fade-In
and Fade-Out) draw on very visual metaphors of attention, but are
somewhat abstract. Thus, we created a third measure, in which
a Bar Graph representing the average gaze distributed to each
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virtual student appears over that student-avatar’s head, leading
to these research questions: RQ3a: Is a more explicit measure more
effective than a more implicit measure in changing participants’ gaze
patterns? RQ3b: Is a more explicit measure perceived as more effective
than a more implicit measure? and RQ3c: Is a more explicit measure
perceived as more cognitively difficult than a more implicit measure?

Finally, we investigatedwhether repeated simulation experiences
in a virtual classroom improve participants’ gaze behavior over
time: RQ4: Does gaze behavior become more evenly distributed as
participants complete the four conditions?

2 STUDY 1
In Study 1, participants assumed the role of a teacher in a vir-
tual classroom setting lecturing to thirty virtual "students" (agent-
avatars). Each participant completed all four conditions (shown in
Figure 1) in a randomly determined order. In the Control condition,
participants saw no data visualization. In the Bar Graph condition,
bar graphs over each student’s head grew higher when the teacher
directed their gaze at a particular student and lowered when they
looked elsewhere. The Fade-In and Fade-Out conditions represented
gaze behavior via the opacity of each student. Students "fade-in"
when the participant looks at them and slowly disappear when the
participant is not looking at them (following [3]). The Fade-Out
condition reverses this: students become more transparent as the
participant gazes at them.

2.0.1 Participants. For Study 1, forty-two students (26 female, 15
male, and 1 non-binary) participated, compensated with course
credit or $25. Six participants were excluded due to data loss, and
eight due to technical issues. All participants signed informed con-
sent, and all procedures were approved by the Institutional Review
Board (IRB).

2.0.2 Materials. The virtual classroom was developed in Unity
3D, using pre-existing and custom-built assets. The Oculus Unity
Plugin was used for HMD integration. "Student" agent-avatars were
imported from Mixamo via their plugin application. The position
of the students was randomized for each session. In addition to
an idle sitting animation from Mixamo.com, a script animated the
students’ heads to orient towards the participant. Other than this
head-direction interaction, no other interaction was scripted for
the students. A laptop on a podium in front of the classroom con-
tained pre-prepared slides for four lectures on university-related
topics. Slides for the Control condition covered "Traditions". In the
Bar Graph condition, slides discussed "Popular Destinations"; in
the Fade-In condition, "Fun Facts." Finally, the Fade-Out condition
slides described the "Academic Integrity Code." Participants were
instructed to lecture to the students based on the presented slides.

Participants wore an Oculus Quest 2 and controlled the slides
using the Quest controllers. In Study 1, participants controlled a
generic blocky orange avatar, whose hands and bodies they could
see if they looked straight down. Each trial was limited to 5 minutes.
After five minutes, a pop-up message instructed participants to
remove the headset.

We detected participant gaze as follows. "Direct gaze" was cal-
culated when the participant’s raycast directly contacted a given
student. "Peripheral gaze" was defined as occurring when a cone

representing the field of view of the Meta Quest 2 (134 degrees,
[19]) collided with a given student avatar.. There were three states
for each "student". Direct gaze counted as "1", peripheral gaze as
0.5", and no gaze was counted as "0". These values were added to
a circular queue for each student 20Hz. The queue was set to 200
to represent the last 10 seconds of gaze information. This value
was used to determine the visualizations for each student in each
condition. The measure of "total gaze" was calculated as a rolling
average of two separate values over ten seconds. which drove the
changes in all three visualizations. The authors created a custom
shader that maintained the visual integrity of the students while
allowing them to be transparent at a variable percentage.

2.0.3 Procedure. On arrival, participants received an overview of
the study, asked any questions, and signed informed consent. Par-
ticipants were told they would present four different pre-prepared
lectures in English to virtual students, and were instructed to try
to spread their eye gaze equally between all 30 students. Partici-
pants were then asked to adjust the HMD and move around the VR
classroom to get comfortable with the controls and environment.
After five minutes in each condition, participants removed their
headsets and completed the NASA-TLX survey. After completing
all four conditions they completed a post-test questionnaire. The
entire experiment took about 40 minutes.

2.0.4 Measures. We collected two types of data; participants’ tracked
behavioral data in the virtual classroom, and self-report data, based
on participant responses after each condition and at the end of the
study.

Behavioral Data. The position and state data for the "student"
agent-avatars, slides, clock, and the HMD and hand controllers
were recorded 20 times a second and saved to a file on the device.
Researchers replayed each file to observe the experiment from the
participant’s point of view and ensure that therewere no unreported
issues that would require exclusion. Based on this review, we used
only the first three minutes of recording, since many participants
finished the slidesmore quickly than fiveminutes and their behavior
was then not typical of teaching. To represent Gaze Attention
Time, we generated ’heat maps" to represent participants’ direct
gaze by mapping the seconds of gaze each participant directed
towards each "student" over the entire three-minute interaction.

Self-Report Data. The NASA Task Load Index (NASA-TLX) mea-
sures perceived workload or cognitive load experienced by indi-
viduals during a task [13] in six dimensions Mental, Physical, and
Temporal Demand, Performance, Effort, and Frustration. Partici-
pants rated each of these aspects from 0 ("very low") to 100 ("very
high"). We excluded Performance scores since a number of partici-
pants were confused about this scale.

At the end of the study, participants assessed the effectiveness
of the four conditions using 7-point Likert scales, and responded
to six open-ended questions about their preferences and overall
experience (See Appendix for full questions).

2.1 Study 1 Results
We present an analysis using visualizations, statistical tests, and
qualitative analysis conducted in R [23].
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2.1.1 Study 1 - Behavioral Data. Our first research question sought
to replicate the initial findings of [3] RQ1: Can transforming how
participants’ gaze is represented during a virtual teaching task affect
how participants distribute their gaze around a virtual classroom? We
calculated the time that gaze behavior was directed to each of the
30 "students" during the initial three minutes of teaching in each
condition. Using these measures of total direct gaze per student
as our dependent variable, in an linear mixed-effects model using
condition and order as fixed effects, we found that compared to the
control condition, all three visualization conditions increased the
time that participants looked at students F (3,9709)=7.12, p < .001.
However, addressing RQ2a: Is a metaphor of neglect (Fade In) more
effective than a metaphor of over-attention (Fade-Out)? and RQ3a: Is
a more explicit measure more effective than a more implicit measure
in changing participants’ gaze patterns? ; we found no statistically
significant differences overall between the three visualization con-
ditions (all p’s > .10). To visualize these patterns more granularly,
we generated heatmaps for each condition, representing the distri-
bution of direct gaze behavior across students, shown in Figure 2.
Addressing RQ4, figure 3 shows heatmaps by order; however, we
did not see consistent effects of time.

2.1.2 Study 1 - Self-report. To address our remaining research ques-
tions, we turned to the self-report data. The Bar Graph visualization
consistently produced the lowest scores across all five dimensions,
including mental demand, addressing RQ2b: Is a metaphor of neglect
perceived as more cognitively difficult than a metaphor of overat-
tention? and RQ3c: Is a more explicit measure perceived as more
cognitively difficult than a more implicit measure? However, using a
linear mized-effects model with condition and order as fixed effects,
participants did not rate conditions significantly differently on any
of the NASA-TLX measures. Because participants were confused
about the performance measure, we did not address RQ3b: Is a more
explicit measure perceived as more effective than a more implicit
measure.

In line with the NASA-TLX results, participants expressed a
higher preference for Condition B (Bar Graph) and Condition C
(Fade In), while displaying lower preferences for Condition C and
Condition D (Fade-Out) (see Figure 5).

Themes emerging from the analysis of user comments were more
frequently positive for the Bar Graph condition. Negative themes
(e.g. confusing, stressful) were expressed more and in greater mag-
nitude towards the Fade-In and Fade-Out conditions. While only
one participant was confused by with the bar charts, eight were
confused by the Fade-In / Fade-Out visualizations. It was also note-
worthy that only one participant indicated that they did not under-
stand what the data visualizations represented. Also reassuringly,
given that we used head position and orientation as a proxy for
gaze, participants regularly described the visualizations as repre-
senting "gaze" or "eye contact" with the students. Other salient
themes emerged regarding user experience. Negative aspects of
user experience included discomfort with the hardware (e.g. weight,
fit, difficulty with glasses) as well as the interface (blurriness and
motion sickness). User satisfaction was coded in positive comments
about novelty, fun, and the sense of presence, immersion, and real-
ism.

2.2 Limitations of Study 1
In this small exploratory study, we were limited to a population of
convenience whose teaching experiences were primarily limited to
serving as a teaching assistant. A perhaps more serious limitation
was our use of head position as a proxy for gaze. While this has
been used in previous work [3], eye trackers, which are increasingly
available in VR headsets, can provide more precise measurements of
gaze attention time compared to head orientation. In addition, par-
ticipants were not given the option to customize their avatars, the
lecture topics were confounded with conditions, and participants
went through the lecture materials more quickly (three minutes)
than expected from pre-testing. Given these issues, we conducted a
second pilot study to address these issues and replicate Study One’s
findings.

3 STUDY 2
3.1 Methodological Changes for Study 2
In Study Two, our measures, analyses and IRB approval were iden-
tical to Study 1. However, we switched from the Meta Quest 2 to
the Meta Quest Pro headset to implement eye tracking. We used
the Meta Unity SDK to attach eye tracking to meshes representing
the eyeballs, and used these meshes as raycast origins to determine
which students were targets of participants’ gaze. Because this di-
rectly captured gaze, we did not simulate peripheral gaze in Study
2.

In addition, we removed the participant’s first-person avatar
entirely to avoid potential confounds of customization, instead cre-
ating transparent ghost hands for the controllers. We also removed
the clock on the left wall and lowered the height of the podium.
Finally, we counterbalanced both the order of teaching materials
and conditions. Each participant was provided with two randomly
selected sets of slides to support a five-minute lecture for each
condition. Slides covered eight topics: ’Social Media’s Impact on
Society,’ ’Cybersecurity,’ ’Driving Manners and Road Safety,’ ’Public
Transportation,’ ’Diversity,’ ’Sexual Misconduct,’ ’Alcohol and Other
Drugs,’ and ’Health and Wellness.’ We also provided additional in-
structions about rating the performance category of NASA-TLX, as
participants were previously confused about the perfect score being
0 in Study 1. The procedure for Study 2 was otherwise identical to
Study 1.

3.1.1 Participants. Twenty-eight students (20 female and 8 male)
participated in Study 2, choosing between course credit or $25. Four
participants were excluded due to technical issues, and two due to
a delayed start.Participants in Study 1 were excluded from Study 2.
.

3.2 Study 2 - Results
3.2.1 Study 2 - Behavioral Data. We again calculated the time that
gaze behavior was directed to each of the 30 students. After ex-
panding the lecture materials, we could use the initial four minutes
of teaching in each condition. Repeating the linear mixed-effects
model from Study 1, we found two of the three visualization condi-
tions (Bar Graph, and Fade-In) increased the time that participants
looked at students compared to control F (3,9828)=9.85, p < .001.
In addition, using the emmeans package for pairwise comparison,
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Figure 2: The direct gaze heatmaps of Study 1 and Study 2 depict the average total direct gaze attention time across a total of
three minutes, measured in seconds, for thirty student agents organized in five rows of desks across four distinct conditions.
The conditions with visualizations present more evenly distributed direct gaze attention compared to the control condition. We
excluded values from Col 3 and Col 4 of Row 1 in all heatmaps, as participants’ view of the students was confounded by the
podium.

Figure 3: The heatmaps of mean direct gaze by the order of Study 1 and Study 2 conditions reveals that variations in the order
of conditions had little impact on the distribution of head orientation associated with gaze attention. We excluded values from
Columns 3 and 4 of Row 1 in all heatmaps, as the student agents in these positions were sometimes in line of the participants’
peripheral gaze when they were looking at the teaching materials on the podium.

we found that the Bar Graph condition statistically significantly
increased gaze over the Fade-Out condition (p = .020). Figure 2
reflects these findings.

For Study 1, the gaze depicted in Figure 2. was calculated using
head direction. In study 2, we used eye tracking.

Comparing Study 1 and Study 2 (Figure 2), we see in both, par-
ticipants’ gaze was more evenly distributed in the Bar Graph con-
ditions.

3.2.2 Study 1 and Study 2 - Self-Report. Participants rated the over-
all experience in Study 2 higher in every measure compared to



CHI EA ’24, May 11–16, 2024, Honolulu, HI, USA Yoo and Segal, et al.

Figure 4: Study 1 and Study 2 graphs of NASA-TLX results.

Figure 5: Study 1 and Study 2 graphs of participants’ preferences on conditions. The participants were asked which conditions
were most and least helpful in improving their gaze behaviors during the experiments.

Study 1. Participants’ understanding of gaze data visualization in-
creased from 5.73 to 6.31 in the post-test questionnaire. Participants
also expressed their intention to use the simulation to enhance their
nonverbal teaching behavior, as indicated by an increase in values
from 5.83 to 6.13.

The NASA-TLX results from Study 2 are almost identical to those
of Study 1, presenting higher cognitive load in the visualization
conditions compared to control. (After providing additional instruc-
tions to participants, we were able to include the Performance
score). As before, we did not see statistically significant differences
between conditions on any TLXmeasures (all p’s > .10) Participants’
preferences differed slightly between Study 1 and Study 2, with an
increased preference for the Fade-Out condition, but continued to
prefer the Bar Graph condition overall (Figure 5).

3.3 Discussion
In two within-participant studies, we find convergent evidence sup-
porting the effectiveness of visualizations of gaze behavior in help-
ing participants distribute their gaze more evenly within a virtual

classroom. Participants demonstrated distinct behavioral patterns
depending on the condition. Analyzing survey and qualitative re-
sponses, we found that participants preferred a more explicit (Bar
Graph) representation of gaze. Study 2, which used eye-tracking to
capture gaze, led to a more even distribution of gaze than Study 1,
which used head movements as a proxy. However, even in Study 1,
participants regularly described the visualizations as representing
"gaze" or "eye contact" with the students.

Some of the studies’ limitations also indicate next steps. Our
study focused on a classroom simulator that could be used to prac-
tice techniques that could then be employed in a real classroom.
We instructed participants to try to distribute their gaze equally.
However, in a real classroom, optimal gaze may not be equal over
time, but rather determined by timing and in reaction to student
movements. Similarly, if a teacher was actually teaching on a daily
basis in a virtual classroom, more implicit measures might be more
acceptable; however, a virtual classroom would allow the layout to
be redesigned, as well as other affordances only possible in virtual
environments.
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To further explore different behavioral patterns associated with
different visualizations and interactions, future work should com-
pare teaching performance in the VR classroom simulator to teach-
ing in a real classroom environment (whether virtual or physical).
Future research could also include augmented ormixed reality appli-
cations to offer feedback on teaching performance while instructors
are actively teaching in a physical classroom setting.

In addition to providing observations on the behavioral patterns
associated with gaze attention based on visualization of real-time
feedback, participants proposed other modifications that might be
valuable for developing virtual reality classroom applications.

• The implementation of new classroom layouts in VR simulation
could offer a unique opportunity to practice various settings
and scenarios.

• Enhancements to the Bar Graph simulation could display cu-
mulative gaze attention data, enabling participants to monitor
their performance over time

• More realistic reactions from student agents, especially non-
verbal behavior, would enhance the experience.

4 CONCLUSION
Decisions to implement VR technology in an educational context
must weigh the advantages of novel interactions against the cogni-
tive load of novel interfaces. In this paper, participants found value
in virtual reality tools to aid self-reflection in a virtual classroom
simulator despite cognitive load. Technological improvements (eye
tracking instead of head movements as a proxy for gaze) also im-
proved participants’ ratings of the experience. Whether in a real
classroom or in a training simulator, updated tools will continue to
offer these challenges and opportunities.
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Category Recruitment Dropout n

Gender
Female 26 6 20
Male 15 7 8
Non-binary 1 1 0

Race
Asian 30 10 20
Caucasian 6 2 4
Multi-racial 2 1 1
Black American 1 0 1
Latino 1 0 1
Native American 1 0 1
Unidentified 1 1 0

Average Age 23.2 23.2

Total 42 14 28
Table 1: Study 1 demographics, recruitment, dropouts, and
total number (n)

B APPENDIX: STUDY 2 PARTICIPANTS
Table 2 presents information on Study 2 participants, encompassing
demographics, recruitment, dropouts, and the total number.

Category Recruitment Dropout n

Gender
Female 20 5 15
Male 8 1 7

Race
Asian 15 5 10
Caucasian 8 1 7
Multi-racial 1 0 1
Black American 2 0 2
Latino 2 0 2

Average Age 20.4 20.1

Total 28 6 22
Table 2: Study 2 demographics, recruitment, dropouts, and
total number (n)

C APPENDIX: POST-TEST QUESTIONNAIRE
RESULTS

Table 3 presents the mean values from the 7-point Likert scale
responses in the post-test questionnaire.

D APPENDIX: SURVEY QUESTIONS
D.1 User Data

(1) How old are you?
(2) Do you have experience in teaching?
(3) If yes, how many years?

(4) How would you rate your familiarity with virtual reality?
(a) 1: Not Familiar
(b) 2
(c) 3: Neutral
(d) 4
(e) 5: Familiar

D.2 Teaching Simulation Experience
(1) Which of the following conditions were you in?
(a) Condition A: Normal Classroom (no gaze data visualiza-

tion)
(b) Condition B: Bar charts (gaze data visualized through bar

charts)
(c) Condition C: Fade-In (more opacity with more eye gaze)
(d) Condition D: Fade-Out (more opacity with less eye gaze)

(2) Which of the following lectures did you teach?
(a) Lecture A: Social Media’s Impact on Society + Cybersecu-

rity
(b) Lecture B: Driving Manners and Road Safety + Public

Transportation
(c) Lecture C: Diversity + Sexual Misconduct
(d) Lecture D: Alcohol andOther Drugs +Health andWellness

(3) Mental demand: How much mental and perceptual activity
was required to perform the task (e.g., thinking, looking,
searching, deciding, teaching, etc.) (Scale from 1 to 100)?

(4) Physical demand: How much physical activity was required
to perform the task (e.g., turning, controlling, etc.) (Scale
from 1 to 100)?

(5) Temporal demand: How much time pressure did you feel
due to the rate or pace at which the tasks occurred (Scale
from 1 to 100)?

(6) Performance: How successful do you think you were in ac-
complishing the goals of the task set by the experimenter?
How satisfied were you with your performance in accom-
plishing these goals (Scale from 1 to 100)?

(7) Effort: How hard did you have to work (mentally and physi-
cally) to accomplish your level of performance (Scale from 1
to 100)?

(8) Frustration level: How insecure, discouraged, irritated, stressed
and annoyed versus secure, gratified, content, relaxed and
complacent did you feel during the task (Scale from 1 to
100)?

D.3 Post-test Questionnaire
(1) Which condition was most helpful in improving your gaze

behavior?
(a) Condition A: Normal Classroom (no gaze data visualiza-

tion)
(b) Condition B: Bar charts (gaze data visualized through bar

charts)
(c) Condition C: Fade-In (more opacity with more eye gaze)
(d) Condition D: Fade-Out (more opacity with less eye gaze)

(2) Which condition was least helpful in improving your gaze
behavior?

(a) Condition A: Normal Classroom (no gaze data visualiza-
tion)
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Study Gaze Data Vi-
sualization

Reflecting on
Gaze Behavior

Understanding
Data Visual-
ization

Tool Useful-
ness

Enhancing
Nonverbal
Teaching
Behavior

Study 1 5.73 6.03 6.26 5.7 5.83
Study 2 6.31 6.40 6.45 5.86 6.13

Table 3: Average Values on the 7-Point Likert Scale in Post-Test Questionnaire

(b) Condition B: Bar charts (gaze data visualized through bar
charts)

(c) Condition C: Fade-In (more opacity with more eye gaze)
(d) Condition D: Fade-Out (more opacity with less eye gaze)

(3) The gaze data visualization is easy to understand.
(a) 1: Strongly disagree
(b) 2: Disagree
(c) 3: Somewhat disagree
(d) 4: Neutral
(e) 5: Somewhat agree
(f) 6: Agree
(g) 7: Strongly agree

(4) The tool is useful in reflecting on my gaze behavior when
teaching students.

(a) 1: Strongly disagree
(b) 2: Disagree
(c) 3: Somewhat disagree
(d) 4: Neutral
(e) 5: Somewhat agree
(f) 6: Agree
(g) 7: Strongly agree

(5) It is quickly apparent how to understand the data visualiza-
tion.

(a) 1: Strongly disagree
(b) 2: Disagree
(c) 3: Somewhat disagree
(d) 4: Neutral
(e) 5: Somewhat agree
(f) 6: Agree
(g) 7: Strongly agree

(6) I consider the tool extremely useful.
(a) 1: Strongly disagree
(b) 2: Disagree
(c) 3: Somewhat disagree
(d) 4: Neutral
(e) 5: Somewhat agree
(f) 6: Agree
(g) 7: Strongly agree

(7) With the help of this product I will enhance my nonverbal
teaching behavior.

(a) 1: Strongly disagree
(b) 2: Disagree
(c) 3: Somewhat disagree
(d) 4: Neutral
(e) 5: Somewhat agree
(f) 6: Agree
(g) 7: Strongly agree

(8) Did you feel like you knew what the data visualization (e.g.
bar charts, opacity) represented?

(9) What did you like the most about the experience?
(10) What did you like the least about the experience?
(11) What, if anything, surprised you about the experience?
(12) What, if anything, caused you frustration?
(13) How would you describe your overall experience?
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