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ABSTRACT The Gottesman–Kitaev–Preskill (GKP) code, being information theoretically near optimal

for quantum communication over Gaussian thermal-loss optical channels, is likely to be the encoding of

choice for advanced quantum networks of the future. Quantum repeaters based on GKP-encoded light have

been shown to support high end-to-end entanglement rates across large distances despite realistic finite

squeezing in GKP code preparation and homodyne detection inefficiencies. Here, we introduce a quantum

switch for GKP qubit-based quantum networks. Its architecture involves multiplexed GKP qubit-based

entanglement link generation with clients and their all-photonic storage, enabled by GKP qubit graph state

resources. The switch uses a multiclient generalization of a recently introduced entanglement-ranking-based

link matching heuristic for bipartite entanglement distribution between clients via entanglement swapping.

Since generating the GKP qubit graph state resource is hardware intensive, given a total resource budget and

an arbitrary layout of clients, we address the question of their optimal allocation to the different client–pair

connections served by the switch such that the switch’s sum throughput is maximized while also being fair

in terms of the individual entanglement rates. We illustrate our results for an exemplary data center network,

where the data center is a client of a switch, and all of its other clients aim to connect to the data center

alone—a scenario that also captures the general case of a gateway router connecting a local area network

to a global network. Together with compatible quantum repeaters, our quantum switch provides a way to

realize quantum networks of arbitrary topology.

INDEX TERMS Entanglement swapping, Gottesman–Kitaev–Preskill (GKP) code, quantum resource

allocation, quantum switches.

I. INTRODUCTION

Quantum networking is at the heart of the ongoing second

quantum revolution [2]. At small distance scales, modular

architectures for quantum computers comprised of exten-

sive collections of interconnected small, finite-sized quantum

logic units provide a way to scale up quantum computing

power [3] in qubit platforms, such as trapped ions [4], [5],

superconducting circuits [6], [7], and color centers in dia-

mond [8]. On the other hand, large distance-scale quantum

networks are key to enabling distributed quantum informa-

tion processing [9] with applications in quantum data cen-

ter networks [10], secure delegated quantum computation in

the cloud [11], quantum key distribution networks [12], and

quantum sensor networks [13], [14], [15].

Quantum communication needed for networking distinct

quantum nodes irrespective of the distance scale is ubiq-

uitously implemented using light. The various degrees of

freedom of single photons, such as the polarization, time-bin,

or spatio–spectro–temporal mode, provide means to encode

quantum information in light [16], [17]. Given the relative

ease of generating single-photon quantum states, these form

the primary focus of present-day quantum networking ef-

forts. However, modes of the quantized light field them-

selves, on the whole, are quantum objects, also referred to
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as qumodes that can be prepared in a myriad possible mul-

tiphoton states and be used to encode quantum information

more efficiently than with single photons [18]. Among such

possibilities, the Gottesman–Kitaev–Preskill (GKP) bosonic

error correcting code is known to be resilient to photon

loss [19]. Qubits based on the GKP encoding have been

shown to nearly achieve the quantum communication capac-

ity of Gaussian thermal-loss channels under mean photon

number constraint [20], which model most common trans-

mission media, such as optical fiber and free-space links. As

a result, GKP codes, although difficult to generate, are widely

viewed as the future of quantum communication.

Quantum networking with light is enabled by specialized

helper nodes, namely, quantum repeaters [21] and quantum

switches (also referred to as quantum routers) [22], [23],

[24], which consist of quantum optical sources and detec-

tors, quantum memories, and fast optical switches. They can

forward quantum data reliably in the face of photon loss

and thermal noise and do so efficiently at rates above direct

transmission [25]. While the former are line elements con-

necting two clients (i.e., nodes directly attached to it, which

could be end-users or other repeaters or switches), the latter

can switch between, connect, or correlate multiple clients.

Together, they can be used to realize quantum networks of

arbitrary topology at different distance scales.

Quantum repeaters based on the GKP code have been

proposed and analyzed recently [26], [27], [28], [29]. Most

notable among these for the entanglement rates enabled is the

repeater of [27]. Its architecture uses multiplexed copies of

the physical–logical GKP qubit resource. The logical qubit

part consists of a collection of qubits prepared in the GKP

code concatenated with a qubit quantum error correcting

code and is retained at the repeater, serving as an all-photonic

quantum memory, whereas the physical qubit part is simply

a single GKP encoded qubit that is transmitted toward a

neighboring node for interfacing via physical–physical GKP

qubit Bell state measurement (BSM). These BSMs gener-

ate logical–logical GKP qubit-based entanglement links be-

tween pairs of adjacent nodes in a repeater chain. While

the logical qubit can, in general, be any quantum error cor-

recting code suitably chosen to provide robustness against

given channel noise, Rozpdek et al. [27] considered the log-

ical qubit to be seven physical GKP qubits encoded in the

[[7,1,3]] Steane code. The overall entangled resource state

(physical–logical Bell state), in this case, is an eight-qubit

graph state of cube topology (up to local Hadamard gates),

whose symmetric nature makes it convenient to analyze the

performance of the repeater.

On themultiplexed logical–logical entanglement links, the

repeaters of [27] implement an entanglement ranking-based

link matching protocol, a heuristic where the entanglement

links on either side of each repeater are ranked based on the

quality of the link then matched across each repeater node

by rank to perform error-corrected entanglement swapping

between the corresponding logical GKP qubits (all-photonic

quantum memories). The rankings are decided based on the

analog outcome values of the physical–physical GKP BSMs

that indicate the quality of the GKP qubit entanglement links.

A chain of equispaced repeaters of this type was shown to

support end-to-end entanglement rates as high as 0.7 entan-

gled bits (ebits)/mode at total distances as large as 700 km

under realistic assumptions for GKP qubit quality expressed

in terms of GKP squeezing [30] and coherent homodyne

detector efficiencies.

This article introduces and analyzes a quantum switch for

GKP qubit-based entanglement distribution networks, whose

architecture is compatible with that in [27]. We focus on

bipartite entanglement switching, i.e., where the switch facil-

itates entanglement distribution between pairs of its clients,

which may most generally be at different distances. We con-

sider a heuristic for the switch that is a multiclient general-

ization of the entanglement ranking-based linkmatching pro-

tocol of Rozpdek et al. [27] where elementary entanglement

links shared by the switch with the different clients are glob-

ally ranked and matched with each other to connect clients,

or in other words, generate end-to-end entanglement links

between clients. For the same choice of physical–logical

entangled resource states as those in [27], we analyze the

protocol for an exemplary data center network, in which the

data center features as a client of the switch, and all the other

clients intend to connect to the data center alone and not with

each other. Given that the entangled resource states form the

most valuable commodities at the nodes of the network, we

study the problem of optimal allocation of these resources

toward the different client pairings, or connections, such that

the said protocol achieves the maximum sum throughput of

the switch (or the total switch rate), while also being fair in

terms of the individual entanglement rates.

The main contributions of this work can be summarized as

follows.

1) We present an architecture for a GKP qubit-based

quantum switch withmultiple clients, where the clients

are most generally at different distances from the

switch and share different numbers of multiplexed

elementary entanglement links.

2) We generalize the entanglement-ranking-based link

matching heuristic of Rozpdek et al. [27] for the switch

to distribute bipartite entanglement between clients via

entanglement swapping.

3) For the simplest instance of the proposed switch,

namely, one that connects just one client pair (i.e.,

enables just one connection) with the two clients be-

ing most generally at different distances (essentially

an asymmetric repeater), we derive end-to-end entan-

glement rates based on the so-called six-state proto-

col [31], which is an achievable rate of distilling two-

qubit maximally entangled states from the end-to-end

entanglement states distributed by the switch.

4) For the two-client (single connection) switch, given a

total number of GKP qubit-based entangled resource

states, we numerically determine the optimal resource
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allocation across the connection, i.e., allocation among

the two clients to maximize end-to-end entanglement

rate when the entanglement-ranking-based matching

heuristic is used. Given the total distance between

two clients, we also numerically determine the optimal

placement of a switch/repeater node between the two.

5) For a switch that enables multiple connections, we

numerically determine the optimal allocation of the

entangled resource states such that the sum throughput

of the switch is maximized while the different connec-

tions also receive fair individual entanglement rates.

We elucidate this with the help of an exemplary data

center network.

The rest of this article is organized as follows. Section II

describes our switch model, architecture, and the generalized

entanglement-ranking-based link matching (GERM) proto-

col heuristic for entanglement swapping. In Section III, we

begin by analyzing the most straightforward instance of the

proposed quantum switch connecting two users, most gen-

erally at different distances. Here, we make key observa-

tions on optimally allocating the GKP qubit-based entan-

gled resource states at the switch, given a fixed number of

resources, and placing the switch nodes, given a fixed total

distance between users, to achieve the best sum end-to-end

entanglement rates. In Section IV, we describe and analyze

an illustrative yet comprehensive example of a multiclient

quantum switch, namely, a data-center network. Here, we

also consider entanglement-rate fairness and determine the

optimal allocation of resource states that yield the highest

total switch rate while providing fairness between all the

entanglement connections. Finally, Section V concludes this

article, and give general guidelines for the proposed quantum

switch.1

II. SWITCH MODEL, ARCHITECTURE, AND PROTOCOL

Model: Consider the general layout of a quantum switch,

as depicted in Fig. 1. We model the switch as having mul-

tiple clients (n), which are at different distances (l1, . . . , ln),

each attempting to generate different numbers of multiplexed

elementary entanglement links with the switch (k1, . . . , kn),

periodically at a set clock rate. The switch connects these ele-

mentary entanglement links to generate end-to-end entangle-

ment links between different pairs of clients. For simplicity,

we assume a global clock rate. Architecture: The architecture

of the proposed switch is primarily based on the GKP code.

In short, the d-dimensional GKP code is a bosonic quantum

error-correcting code whose code space is a d-dimensional

qudit subspace of the infinite-dimensional Hilbert space as-

sociated with a single mode of the light field that has intrinsic

resilience against photon loss. It is defined by a couple of

syndrome measurements, which, along with conditional cor-

rection operations, can be repeatedly performed to preserve

1The MATLAB simulations of our heuristics are available at
github.com/mohadesehazari98/Quantum_Switch

FIGURE 1. Generic quantum switch with n clients at different distances
(li ), and generating different numbers of multiplexed elementary
entanglement links with the switch (ki ), where i ∈ {1, . . . , n}.

a quantum state in the face of photon loss. Here, we focus

on the d = 2 code, i.e., GKP qubits. For more details on the

quantum physical description of realistic GKP qubits, asso-

ciated noise characteristics (due to finite squeezing effects),

and error correction properties, cf., [27].

The architecture involves elementary entanglement link

generation between every client and the switch, and their

storage. Toward this, all parties involved, i.e., the switch and

each of the clients, use GKP qubit-based entangled resource

states, which are physical–logical GKP qubit Bell states. The

physical GKP qubit part of the entangled resource states,

referred to as the outer leaf qubits, are transmitted toward

one another. The outer leaf qubits meet halfway along the

length of the transmission line to undergo GKP qubit BSM,

resulting in a logical–logical GKP qubit entanglement link.

The pair of logical GKP qubits, referred to as the inner leaf

qubits, emulates quantum memories and thus acts as entan-

glement storage. In this work, the logical GKP qubit com-

prises the GKP qubit code concatenated with the [[7,1,3]]

Steane code. The [[7,1,3]] Steane code is a qubit quantum

error correcting code that encodes one logical qubit in seven

physical qubits and can correct arbitrary errors on up to any

one of the physical qubits. For more details on quantum error

correcting codes, cf., [32]. In this case, the entangled re-

source state is equivalent to an eight-qubit graph state of cube

topology up to Hadamard gates on four of the eight qubits.

The entangled resource state can, e.g., be generated from a

factory of individual realistic, finitely squeezed GKP qubits

by a sequence of graph state fusion operations, cf., [27] for a

detailed description of the scheme.

Another key feature of the architecture is multiplexing—

more precisely, spatial multiplexing [33], where each client–

switch pair attempts to generate multiple elementary en-

tanglement links simultaneously over multiple independent

channels. It is assumed that the switch and the clients are

equipped sufficiently abundantly with physical GKP qubit

resources required to prepare the necessary number of copies

of physical–logical entangled resource states per clock cycle

to support multiplexed elementary link generation near de-

terministically, as worked out in [27]. Moreover, the GKP
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qubit BSM, which can be implemented as dual homodyne

detection, i.e., a beam splitter followed by measurements

of orthogonal quadratures on the two interfered modes, is

inherently deterministic. As a result, all the multiplexed el-

ementary link generation attempts are assumed to succeed

deterministically. However, the quality of each link depends

on the continuous real-valued BSM outcomes.

Finally, for end-to-end entanglement link generation be-

tween two clients, the architecture relies on logical–logical

error-corrected entanglement swap operations between their

inner leaf qubits at the switch that connect the corresponding

elementary entanglement links. The hitherto described archi-

tecture of the switch is compatible with that in [27], which

we thus refer the reader to for more details.

Protocol: Given multiple elementary entanglement links

with each client, the proposed switch deploys a generalized

multiclient version of the entanglement-ranking-based link

matching protocol of Rozpdek et al. [27] to generate end-to-

end entanglement links. To understand the algorithm behind

the GERM protocol, consider the ki multiplexed elementary

entanglement links generated between the switch and the ith

client in a given protocol round. Each of these links is of a

different entanglement quality, quantified by the likelihood

of no logical error on the outer leaf qubits involved in the

BSM that generated the link, given by

Pno-error = (1 − Pp(p0))(1 − Pq(q0)). (1)

Here, Pp(p0) and Pq(q0) are the likelihoods of incurring an

error (incorrect detection of the GKP qubit state) when mea-

suring in the p and q quadratures and observing real-valued

outcomes p0 and q0, respectively. The aggregate collection of

all the
∑n

i=1 ki elementary entanglement links is then glob-

ally ranked based on the value of their Pno-error of (1), referred

to as the outer leaf error, and sorted in descending order. The

switch matches and connects pairs of links identified from

top to bottom, as long as they are not with the same client and

belong to the requested connections. The algorithm removes

matched links to resume connecting subsequent pairs. In this

work, we have enough links on the data center to leave no

unmatched links. For brevity of analysis, we do not carry

forward unused elementary entanglement links to subsequent

protocol rounds; they are discarded. The generalized proto-

col is described below in terms of a pseudocode.

1: n ← number of users

2: ki ← the number of multiplexed links of user i

3:
∑

i ki ← ktotal
4: ErrLik ← Concatenate(Pno-error,i, i ∈ {1, . . ., n})
5: ErrLik ← descending Sort(ErrLik)

6: while ErrLik �= 0 do

7: count ← 2

8: while TRUE do

9: ErrLik(1) is Pno-error,i( j)

10: ErrLik(count) is Pno-error,i′ ( j
′)

11: if (i ↔ i′) is a requested connection then

12: Connect user i’s jth link to user i′’s j′th link
13: Remove ErrLik(1) and ErrLik(count)

14: Break

15: else

16: count ← count + 1

17: end if

18: end while

19: end while

Herewe explain the notation used in the pseudocode. First,

the total number of entangled resources limits the total num-

ber of elementary links between the different clients and the

switch, as suggested by line 3. For example, if three users

request to connect to the switch (each user should demand

connection with at least one of the other users; otherwise,

the switch will not dedicate resources to that user), then k1 +
k2 + k3 = ktotal. Howwe determine k1 through k3 is related to

the field optimization over the requested connections, which

will be explained in detail in the following sections. In the

fourth line, Pno-error,i is a list of size ki, where ki represents the

number of multiplexed elementary links between the switch

and user i. Each value of Pno-error,i indicates the probability of

no logical error across ki links connecting user i to the switch.

When Pno-error,i of all the users are concatenated, the resulting

list is called the error likelihood array (ErrLik) of size ktotal.

To enable the best quality links between the different users,

the values of ErrLik need to be globally sorted in descending

order from the best link to the weakest. One can, for e.g.,

use numpy.concatenate in Python and vertcat in MATLAB,

followed by the sort command. To determine the list of all

valid link matchings, lines 7 through 18 are repeated till the

ErrLik becomes an empty array. The notations (i, i′, j, j′)
of lines 9–12 are arbitrary and show possible users (i, i′)
and their corresponding links ( j, j′). The command Remove

in line 13 is equivalent to numpy.delete(ErrLik, [1, count])

command in Python and ErrLik(setdif(1:numel(ErrLik), [1,

count])) in MATLAB, which is to remove already matched

links from the sorted list of links.

III. SWITCH CONNECTING TWO CLIENTS

Here, we analyze the most straightforward instance of the

proposed switch, namely, one with just two clients that

are most generally at different distances (l1, l2) and having

different numbers of multiplexed elementary entanglement

links with the switch (k1, k2), as depicted in Fig. 2. We

will first derive an expression for the end-to-end entangle-

ment rate in terms of ebits or maximally entangled qubit

pairs (which can be distilled from the end-to-end entangle-

ment links) generated per time step of the switch protocol.

Subsequently, for any given ktotal, i.e., the total number of

multiplexed elementary entanglement links, that the switch
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FIGURE 2. In its simplest form, the proposed multiplexed all-photonic quantum switch with GKP qubit resources encoded in the [[7,1,3]] Steane code
consists of just two clients. The clients are located from the switch at known distances (l1, l2 ). The switch prepares ktotal = k1(left) + k2(right) entangled
resource states that correspond on the physical level to a cube graph state of eight GKP qubits. Remote entanglement generation is performed between
the switch and each client by sending the bare physical GKP qubits (white/empty circles) toward each other for BSM. The GKP syndromes obtained from
the real-valued BSM outcomes help rank the elementary links (red arrows) according to their estimated reliability. This ranking information, as well as
logical BSM outcomes, is sent to the switch. The switch chooses the best kmain = min(k1, k2 ) links from each channel (left and right) to perform
entanglement swapping on the concatenated-coded qubits (blue/filled circles).

can create for the two clients per time step, we will optimize

the end-to-end entanglement rate over all possible allocations

such that k1 + k2 = ktotal.

A. END-TO-END ENTANGLEMENT RATES

First of all, we note that when k1 �= k2, the overall number of

end-to-end entanglement links that the switch can facilitate

is kmain = min(k1, k2), where each client should use their

best kmain links in quality. Second, in generating the multi-

plexed entanglement links between the switch and the two

clients, the outer leaf qubits travel l1/2 and l2/2, respectively.

Meanwhile, in local fiber spools, the corresponding inner

leaf qubits travel twice the distance as the outer leaf qubits

do, i.e., l1 and l2, respectively. This is due to the fact that

the inner leaves serve as quantum memories for the time

duration of elementary entanglement link generation, i.e., the

total time incurred in the outer leaves undergoing the BSM

and the analog outcomes from the measurement (contain-

ing information regarding the quality of the generated links)

reaching the switch. When l1 �= l2, every inner leaf qubit

of elementary entanglement links travels an optical fiber of

length given by max(l1, l2) to ensure that the switch has the

ranking information of its entanglement links from both the

clients.

The scheme for generating the GKP qubit-based entangled

resource states from [27] involves a postselection test as

part of graph state fusion operations at various intermediate

points of the scheme (See Appendix A for a mathematical

description of the test). The test involves a discard window

size parameter ν, whose choice determines the quality of the

qubits in the resource states eventually produced in terms of

the probability of logical errors on the qubits, which has a

role to play in the end-to-end rate calculation. The larger

the discard window size used, the better the quality, i.e.,

lower the probability of errors on the qubits. However, the

cost associated with the better quality is a lower probability

of success of the postselection test, which implies higher

resource overheads for the generation scheme. For their use

in quantum repeaters and switches, it is sufficient for the

GKP-qubit-based entangled resource states to be prepared at

a quality, where the logical error probabilities on the qubits

are commensurate to the probability of errors arising from

the attenuation in optical fiber transmission of the inner leaf

qubits in the local fiber spools during storage. In the present

scenario of a switch with two clients, in the case of multiple

nonidentical elementary links between the switch and each

of the two clients, the required level of resource state error

suppression in the resource state generation scheme via the

choice of the discard window size thus depends on the max-

imum logical error probabilities of the inner leaf qubits.

In any given time step, the jth end-to-end entanglement

link between two clients is created by entanglement swap-

ping of the two clients’ jth-ranked elementary entanglement

links at the switch, where j ∈ (1, . . . , kmain). The rate of

generating perfect ebits from these end-to-end entanglement

links is a function of the total inner and outer leaf logical error

probabilities inclusive of errors from original entangled re-

source state preparation and attenuation in optical fiber trans-

mission (internodal and local fiber spools), QX/Z,outer,(i)( j)

and QX/Z,inner,(i)( j), respectively, of the parent elementary

entanglement links associated with each of the two clients i ∈
{1, 2}. Here, QX/Z,outer,(i) is a ki-dimensional vector, which

holds the logical error probability on the outer leaf qubits of

the elementary entanglement link between the ith client and

the switch. On the other hand,QX/Z,inner,(i) is a ki × 2 matrix,

which holds the logical error probability of the corresponding

VOLUME 5, 2024 4101115
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inner leaf qubits, where the two columns track two different

cases, as explained below.

Given that the inner leaf GKP qubits are further error-

protected by an outer error correcting code, namely, the

Steane code, the error syndromes of the latter can be fac-

tored in along with those of the GKP qubit syndromes to

find the best end-to-end links. When the encoded inner leaf

qubits are measured, we get a syndrome that is either zero

(s = 0) or one (s = 1). A zero syndrome means that the p

(or q) quadrature measurement did not detect any errors or

that there is a three-qubit error, which would be a logical

error at the level of the outer code that is less likely. On

the other hand, a nonzero syndrome suggests a single- or

two-qubit error, which with a high probability means in-

correct identification of one or two physical qubits. As a

result, the switch prefers an end-to-end link with s = 0 [27].

The first column of each QX/Z,inner,(i) represents the inner

leaf logical error if no Steane code error syndrome (s =
0) is detected, and the second represents the case where a

Steane code error syndrome (s = 1) is detected. The total

error probability of the jth-ranked elementary entanglement

link with the ith client using the Steane-code-level error

syndrome s is given by

QX/Z,(i)(s, j) = QX/Z,inner,(i)(s, j)
(

1 − QX/Z,outer,(i)( j)
)

+
(

1 − QX/Z,inner,(i)(s, j)
)

QX/Z,outer,(i)( j). (2)

The above equation follows from the fact that any elementary

link experiences a logical error when either its inner qubits

or outer qubits contain an error, but not both, as two X (or Z)

errors over a link would nullify each other.

To classify end-to-end entanglement links based on the

Steane-code-level error syndromes (s = 1) of their parent

elementary entanglement links, we define the binary vectors

�mX/Z = ({mX/Z (i) : i ∈ {1, 2}}). We note that

‖�mX/Z‖1 = cX/Z ∈ {0, 1, 2}. (3)

The total error probability associated with the jth-ranked

end-to-end entanglement link and a given �mX/Z is then given

by

QX/Z,end(�mX/Z, j) = (1/2)

×

(

1 −
2

∏

i=1

(

1 − 2QX/Z,(i)(s = 1, j)
)mX/Z (i)

×
(

1 − 2QX/Z,(i)(s = 0, j)
)1−mX/Z (i)

)

. (4)

The total end-to-end entanglement rate of kmain multi-

plexed links when distilled separately from different j’s and

different �mX/Z’s is given by

Re2e =
kmain
∑

j=1

∑

�mX ,�mZ

pX (�mX )pZ (�mZ )

r
(

QX,end(�mX , j),QZ,end(�mZ, j)
)

. (5)

Here, r is the secret-key fraction or a lower bound on distill-

able entanglement. The quantity pX/Z (�mX/Z ) is the probabil-

ity of the parent elementary entanglement links having error

syndromes �mX/Z on their inner leaves, given by

pX/Z (�mX/Z ) =
2

∏

i=1

t
mX/Z (i)

X/Z,(i)

(

1 − tX/Z,(i)

)1−mX/Z (i) (6)

where tX/Z,(i) is the probability of an error syndrome (s =
1) on the inner leaves of the elementary link with the

ith client. The quantities tX/Z,(i), QX/Z,inner,(i)(s = {0, 1}),
and QX/Z,outer,(i)( j = {1, . . ., ki}) are all obtained through

simulation.

Note that the above derivation can be easily general-

ized to a chain of quantum repeaters of asymmetric spacing

with i ∈ {1, 2, . . ., nrep − 1} in (4) and (6), where nrep repre-

sents the total number of repeaters connecting an end-to-end

connection.

B. OPTIMIZING RESOURCE ALLOCATION

For any given resource budget (at the switch), we aim to

identify the optimal allocation that maximizes the proposed

switch’s end-to-end entanglement rate. In other words, given

two clients at distances (l1, l2) and a total number of ele-

mentary entanglement links (ktotal) that the switch can create

cumulatively with the clients in a time step, we are interested

in

max
k1,k2

Re2e(k1, k2; l1, l2)

s.t. k1 + k2 = ktotal

k1, k2 ∈ Z
+. (7)

C. RESULTS

We ran numerical simulations to test the performance of

the proposed quantum switch. The goal was to evalu-

ate the total end-to-end entanglement rate between two

clients at distances (l1, l2) away from the switch, where li ∈
{0.5, 1, 2, 2.5, 5}(km) ∀i ∈ {1, 2}. We simulated each set of

distances, with a total number of entangled resource states

being ktotal ∈ {10, 20, 50}. Our metric for evaluation was the

total number of ebits established between the clients. Fig. 3

shows the symmetric case of clients having the same distance

from the switch (l1 = l2 = l) for different values of l and

ktotal. The plot shows the total switch rate as a function of

resource allocation (tracked by the ratio k1/ktotal). It is found

that an equal allocation of k1/ktotal = 0.5maximizes the end-

to-end entanglement rate, as expected. Also, comparing the

results over different ktotal reveals that the end-to-end rate

increases as we increase the total resource budget but then

quickly saturates. Note that as in (5), the total switch rate

(Re2e) is limited by the sum of per-mode rates, which is equal

to kmain = ktotal/2 .

Fig. 4 shows the resource allocations that maximize the to-

tal end-to-end rate for more general settings beyond l1 = l2.
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FIGURE 3. Total switch rate as a function of resource allocation. For a
given setting (ktotal, l1, l2), the maximum rate corresponds to the
symmetric resource allocation (k1 = k2). The color-coding of the plot
shows that users will experience a higher total switch rate the closer
they get to the switch. (a) Total number of resource states (ktotal) as 10.
(b) Total number of resource states (ktotal) as 20. (c) Total number of
resource states (ktotal) as 50.

FIGURE 4. General case of a two-client switch, where l1 + l2 = ltotal

(li ∈ {0.5, 1, 2, 2.5, 5}km). For every setting (l1, l2, ktotal), the resource
dividing ratio of the optimum resource allocation is tracked by the ratio
of elementary link distance over the total distance of the setting (l1/ltotal).
The optimum allocation is found to be k1 = k2 = ktotal/2. The red
diamond shows the maximum total rate Re2e, which belongs to
l1 = l2 = ltotal/2 and k1 = k2 = ktotal/2. (a) Total number of resource states
(ktotal) as 10. (b) Total number of resource states (ktotal) as 20. (c) Total
number of resource states (ktotal) as 50.

VOLUME 5, 2024 4101115



Engineeringuantum
Transactions onIEEE

Azari et al.: QUANTUM SWITCHES FOR GKP QUBIT-BASED ALL-PHOTONIC QUANTUM NETWORKS

FIGURE 5. Architecture of the proposed multiplexed all-photonic quantum switch in a multiclient data-center network scenario. The data center-switch
elementary entanglement links are ranked independently from the elementary links between the switch and the other clients. Links from these two
ranked lists are matched and connected via entanglement swapping at the switch to generate end-to-end entanglement links.

Here, as the total distance between the two users (ltotal) in-

creases, the circle’s color becomes brighter, and its diameter

decreases. The reason for using both the color and size of

the circles to represent the total distance is to distinguish

between different l1 + l2 values with the same dividing ratios

(l1/ltotal) when they coincide as is the case with the red dia-

mond points in Fig. 4. We notice that with small deviations,

the maximum rate belongs to symmetric allocation, i.e., k1 =
k2 = ktotal/2. These deviations, mostly in larger distances,

are close enough to be considered as a symmetric allocation

(k1 − k2)/(2ktotal) 	 εktotal with ε10 = 0.1 and ε50 = 0.06.

Not only does the symmetric allocation of resources turn out

to be optimal, but also the symmetric disposition of clients

about the switch for any fixed ltotal yields the highest rate. To

simplify the illustration, we have omitted the third dimen-

sion, which represents Re2e. However, the optimal value of

the latter quantity is marked as belonging to {l1 = l2, k1 =
k2}. So, to operate the proposed quantum switch in its most

straightforward instance with just two clients and with ktotal
entangled resource states, the setting that maximizes the

end-to-end rate is to place the switch/repeater in the mid-

dle, i.e., l1 = l2 = ltotal/2 and allocate resources equally, i.e.,

k1 = k2 = ktotal/2.

We next study a case where client-1 has a distance of l1 =
0.5 km from the switch, whereas client-2 has a larger dis-

tance of l2 = 5 km. The benefit of increasing the number of

second client’s multiplexed links is that the error likelihood

of its best elementary entanglement links would decrease,

meaning client-2will havemore “good-quality” links in hand

than before. This is useful since client-1 is already close

to the switch, which guarantees that the error likelihood is

small. However, when k1 �= k2, the switch will have to throw

away max(k1, k2) − min(k1, k2) number of precious entan-

gled resource states. Our simulation results indicate that the

symmetric allocation k1 = k2 yields a higher total end-to-end

rate than the asymmetric allocation k1 < k2. In other words,

increasing k2 has a downside that far exceeds its benefits

because, as mentioned earlier, resource state generation is

the most expensive part of a GKP switch architecture. Thus,

employing all the entangled resource states, i.e., k1 = k2,

results in the switch’s best total end-to-end entanglement

rate.

IV. SWITCH CONNECTING MULTIPLE CLIENTS

Having described the simplest two-client (i.e., single connec-

tion) switch and determined the optimal resource allocation

for maximum end-to-end entanglement rate, we now move

to multiple clients. To best elucidate the workings of the

proposed switch in a multiclient scenario, we will focus on

a particular example, namely, that of a data center network

where one of the clients of the switch is a data center and all

the other clients look to connect to the data center alone, as

depicted in Fig. 5. The following describes the data center

switch network setting, some nuances of switch operation,

and our performance metrics. The latter includes the switch’s

sum throughput and a measure of entanglement rate fairness

between the different clients. Given the switch’s total entan-

gled resource state budget, we will optimize the switch’s sum

throughput over all possible resource allocations under an

entanglement fairness constraint.

A. DATA CENTER SWITCH NETWORK: OPERATIONS AND

PERFORMANCE METRICS

Consider a switch network with a data center and n other

clients, at distances (ld, l1, . . . , ln), respectively, from the

switch, as shown in Fig. 5. Let the number of elementary

links between the switch and the data center be kd , and be-

tween the switch and the other clients be ki∀i ∈ {1, . . . , n}
such that kd +

∑n
i=1 ki = ktotal, where ktotal is the total re-

source budget at the switch. As all the connections facilitated

by the switch include the data center, the GERM protocol

(explained in Section II) takes a simplified form in this sit-

uation. The switch matches the ranked links from the data

center with the ranked links of all other clients to generate
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end-to-end entanglement links. The total number of end-to-

end entanglement links that can be generated is given by

min{kd,
∑n

i=1 ki}.
We note that in operating the multiclient switch, to ensure

that the switch receives every outer leaf ranking information

required to implement the ranking-based matching protocol,

all the inner leaf qubits at the switch should be stored for a

time commensurate to light traveling a local fiber spool of

length max{l1, l2, . . ., ln, ld}. Regarding the quality of GKP

qubits, sufficient GKP squeezing is necessary to prepare re-

source states. As mentioned in Section III, the logical error

probabilities resulting from finite GKP squeezing in individ-

ual GKP qubits are controlled by the discard window size ν.

The error probability from the discard window does not need

to be smaller than the logical error associatedwith the longest

optical fiber transmission of the inner leaf qubits during local

all-optical storage, expressed as max{l1, l2, . . ., ln, ld}.
In this scenario, we will assume that all users are at the

end nodes of a local network trying to connect to the nearest

data center. Therefore, it is reasonable to consider that the

distances from the end-users to the switch are similar and

nonzero. This positioning is the most optimal for users, as

large distance gap between the users’ outer leaves lead to lim-

itations in resource allocation fairness and increase the length

of the inner optical fiber spool. Placing the switch within the

data center (ld = 0) is not preferable as it introduces more

asymmetry to the network. The best approach is to position

the switch midway between the users’ surrounding area and

the data center.

The figure of merit here is the sum throughput of the

switch, which is simply the sum of rates of all the individual

end-to-end entanglement links that the switch enables. In the

case of the data-center network example, it is given by

Rs =
n

∑

i=1

R
(i)
e2e

(kd, ki; ld, li) (8)

where the end-to-end entanglement rate of each individual

connection R
(i)
e2e

∀i ∈ {1, . . . , n} is defined and evaluated just

as in (5).

Here, we also consider a fairness measure that we call

Euclidean fairness, which shows the proximity of entangle-

ment rates of different switch connections. It is defined by

taking the Euclidean distance between the different clients’

end-to-end rates (Ri ≡ R
(i)
e2e

) scaled by their average

F (R1, . . . ,Rn) =
d(R1,R2, . . .,Rn)

〈R1,R2, . . .,Rn〉
(9)

d2(R1,R2, . . .,Rn) =
1

2

n
∑

i, j=1

|Ri − R j|2. (10)

The smaller the fairness measure F , the closer the client rates

are to each other (0 ≤ d2(R1, . . .,Rn) ≤ n). This metric en-

sures that, while maximizing total throughput, distant clients

are not disadvantaged compared to nearby clients in terms

of end-to-end entanglement rates with the data center. This

guarantees that no clients are left unserved or underserved by

the switch. An equally good alternative to our measure is the

well-known Jain’s fairness index [34].

B. OPTIMIZING RESOURCE ALLOCATION

Similarly to Section III, for a data-center switch net-

work with the data center and the other clients at dis-

tances (ld, l1, . . . , ln) and any given resource budget ktotal
at the switch, we now look to identify optimal allocation

(kd, k1, . . . , kn) that maximizes the sum throughput Rs of (8)

for the proposed switch. We do so under the constraint that

the fairness measure F of the client entanglement rates is

bounded by a threshold Ft, whose value is chosen suitably.

In other words, we are interested in

max
kd ,k1,...,kn

Rs(kd, k1, . . . , kn; ld, l1, . . . , ln)

s.t. kd +
n

∑

i=1

ki = ktotal

F (R1, . . . ,Rn) < Ft

[kd, k1, . . . , kn] ∈ Z
+. (11)

First of all, recall the observation from Section III, namely,

that in any single connection between clientsA andB through

the proposed switch with a total resource state budget of

ktotal, regardless of (lA, lB), the setting that maximizes the rate

Re2e is kA = kB = ktotal/2. Based on this, we can conclude

that for optimal operation, kd = ktotal/2. This is because,

the above observation implies kd =
∑n

i=1 ki, which along

with kd +
∑n

i=1 ki = ktotal, we can derive the conclusion.

Therefore, the optimization allocates the remaining half of

the resources at the switch toward the other clients, namely,

ki, i ∈ {1, 2, . . ., n}. Equivalently, the resource allocation can
be thought of as allocating 2ki∀i ∈ {1, . . . , n} resources to-
ward each “client-i-data-center connection,” and dividing

them equally between client-i and the data center. This will

ensure that the GERM protocol, when implemented at the

switch, will leave no links unutilized. The connection-based

resource allocation is more helpful when the switch has gen-

eral “client-i-client- j connection”.

C. RESULTS

We performed numerical simulations of the proposed quan-

tum switch to identify optimal resource allocations in data

center switch networks of different settings. Fig. 6 summa-

rizes the analysis of a switch network of two end-user clients

(client-1 and client-2) and a data center (client-3), where

client-1 and client-2 request to connect to the data center.

First, as the previous section has indicated, equal resource

allocation across a single connection leads to the maximum

end-to-end rate. This approach could lead to a more efficient

use of resources and a better overall experience for all users

involved. Accordingly, in scenarios where clients are sym-

metric, i.e., l1 = l2, and therefore the error loads (inversely

proportional to the length of the link) are equal, an equal
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FIGURE 6. Switch rate analysis for a two-client, one-data center network with varying spacing [l1, l2, ld ]. The switching rate corresponding to fair
resource allocation is represented by the width of the bars along the x-axis for different client arrangements and two different values of total resource
state budget ktotal. When fairness is ignored, the black dots connected by dashed lines indicate the maximum possible switch rate for the given client
arrangement and total resource state budget.

FIGURE 7. The fairness measure (F ) of the fairest resource allocation (k1, k2, k3) among the three clients that wish to connect to a data center at a
distance ld from the switch (ld = 5(km)). We plot the measure for a given clients’ setting (l1, l2, l3) and a limited resource budget of ktotal (where
k1 + k2 + k3 = ktotal/2). The fairness measures are tailored (Euclidean and Jain’s fairness) so that the higher the value, the less fair the allocation. We
have ktotal ∈ {6, 12, 24, 36, 48} and we choose [l1, l2, l3] so that it includes (a) a symmetric case [l1 = 1, l2 = 1, l3 = 1](km), (b) an asymmetric case
[l1 = 0.5, l2 = 1, l3 = 2](km), (c) a case where only one client is relatively close [l1 = 2, l2 = 2, l3 = 0.5](km), and (d) a case where only one client is
relatively far away [l1 = 0.5, l2 = 0.5, l3 = 2](km).

distribution of resources k1 = k2, as anticipated, results in

the highest possible total switch rate while also resulting in

completely fair individual rates. This is observed in Fig. 6

in the form of the black dots overlapping with the blue bars.

Note that here, the width of the blue line indicates the total

switch rate corresponding to the resource allocation that also

maximizes fairness between individual client rates, with the

corresponding allocation depicted on the bars. On the other

hand, the black line indicates the maximum overall switch

rates, which does not always result in a fair distribution of

client rates. Second, as noted in [27], the end-to-end rate

eventually saturates as the number of multiplexed links in

a connection increases. This is observed in Fig. 6 as the

total switch rates corresponding to the left-hand side (ktotal =
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36) are only marginally more than those on the right-hand

side (ktotal=24). Third, allocating multiplexed links to lower

error-load connections in a switch with limited resources is

better since the poor-quality links might consume almost all

the resources to significantly increase their individual rates.

Therefore, when clients are asymmetrically distributed along

the switch (l1 �= l2), low error-load connections should have

more resources if the maximum total switch rate is the target.

However, on the other hand, if the aim is to attain a desired

level of individual rate fairness, increasing the number of

multiplexed links helps high error-load end-to-end connec-

tions to catch up. This is observed in Fig. 6 in the form of the

gaps between the blue bars and the black dots, for example

in the case corresponding to l1 = 0.5 and l2 = 2.5. Here, the

black dot represents a rate distribution that favors the second

client over the first.

The relationship between the different R
(i)
e2e

s and Rs in (8)

and the resource allocations ki is quite subjective and depends

on factors, such as the relative distances between the switch

and the clients (li). To shed more light on this, we next study

a dominant data center example, where the total switch rate is

independent of the clients’ resource allocation. This should

allow us to explore improving fairness without compromis-

ing the total switch rate. Such a scenario is encountered, e.g.,

when the data center is much farther away from the switch

than the other clients. This results in the order of magnitude

of the total logical error probabilities being dictated by the

data center distance, and in turn, the total switch rate Rs
becoming independent of the other clients’ resource budget

allocations. For a switch that has three clients situated at

distances {l1, l2, l3}, li 	 5 km, and a data center situated

at a distance ld = 5 km, Fig. 7 illustrates the fairness of

the most equitable distribution of resources. This allocation

is determined using both the Euclidean fairness measure as

mentioned in (9) as well as the Jain’s fairness index (used

as 1 − FJain), and we observe that the optimal allocations

coincide. Other observations from the figure include the fol-

lowing. With the allocation approaching a more equitable

distribution of resources, the fairness measures decrease. The

rate fairness improves as the total resource state budget ktotal
increases. The clients farther away from the switch consume

more resource states to enhance their end-to-end rates, push-

ing optimization of (11) toward a more equitable distribution

of rates. End-to-end rates are distributed more fairly when

clients are at similar distances from the switch. Finally, fair

resource allocation in symmetric settings results in an equal

end-to-end rate for all clients. For another example and a

more detailed analysis of this interesting scenario of domi-

nant clients of the switch, see Appendix B.

V. CONCLUSION AND OUTLOOK

We presented architectural and protocol designs for a GKP-

qubit-based quantum switch for entanglement distribution

networks. For the proposed switch design, we analyzed the

optimal allocation of resources among any number of clients

for different client distance arrangements. For a switch con-

necting two clients, we determined both the optimum posi-

tioning of the switch relative to the clients and the optimal al-

location of resources such that the switch rate is maximized.

For a switch connecting multiple clients, we investigated

optimal resource allocation between the different clients for

two different goals: 1) maximizing the total switch rate alone

and 2) maximizing the total switch rate while also satisfying

a constraint on fairness among all the individual rates enabled

by the switch. We explained our findings by analysing a data

center switch network, where the switch has many users and

a data center as its client, and the users want to connect to the

data center alone.

As part of our analysis of the data center switch network,

we elucidated the scenario of a dominant data center, where

the data center is much farther from the switch than clients

are from the switch, such that the error rates of the data

center elementary links govern the overall switch throughput

regardless of the quality of the elementary links associated

with the other clients. In this scenario, we observed that

entangled resource state allocation between the clients can

be tweaked to increase rate fairness without compromising

the total switch rate. It is also interesting to consider the flip

case of the above scenario, where the data center is close

to the switch and no longer the bottleneck, but all the other

clients are far away. Because half of the resources are still

dedicated to poor-quality elementary links, which now exist

with the clients instead of the data center, the total switch rate

would remain invariant regardless of the resource allocations

of individual clients.

Based on our findings, following is a summary of guide-

lines to optimally locate and allocate resources of the quan-

tum network helper nodes, i.e., repeaters and switches, to

enhance the overall switch rate and also the fairness of rates

among clients.

1) To maximize the generation rate of end-to-end entan-

gled links between two clients connected via a single

switch, the relative location of the switch should be in

the middle of the connection, and the resources should

be shared equally. When it comes to an end-to-end

connection, symmetric resource allocation always re-

sults in a better end-to-end rate, even when clients are

at different distances from the switch. This applies to

single switch connections and chains of switches (or

repeaters) that connect two end-users.

2) The GERM protocol can optimize the switch’s entan-

glement generation throughput across multiple clients

and connections. The protocol ensures the highest

overall rate by favoring higher quality connections.

It achieves this by minimizing the logical error over

its top-quality connections. Implementing this proto-

col can markedly improve the efficiency of entangle-

ment generation, especially in critical settings where

high-speed data transfer is essential.
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3) To ensure fairness among clients, the switch should pri-

oritize lower quality connections by giving them more

entangled resource states to account for their relatively

low per-mode rate. This approach will help ensure that

individual end-to-end rates are comparable, regardless

of connection quality.

We suggest a few possible directions to further this work.

First, in describing the optimal allocation in the data center

switch network, we mentioned how allocations can be iden-

tified toward connections instead of clients, and they turn out

to be the same in this case as the clients identify connections.

In general multiclient scenarios, connection-based allocation

is crucial to ensure that all connections are served. Here, as

opposed to the GERM protocol, which is based on global

ranking-based matching, a different link-matching protocol

heuristic for the switch could be considered, where after as-

signing the required number of resources to each connection,

links are ranked at clients locally within each connection that

they are a part of. Such a local-matching protocol would

favor fairness of rates across active connections, but each

individual end-to-end rate and, naturally, the overall switch

rate would be decreased compared to those achieved by the

GERM protocol. The local matching heuristic may be stud-

ied thoroughly in future works and be of interest to networks

where fairness is the top priority. Second, the optimal place-

ment of the switch within an area of an M-node, V -edge

graph of network nodes. To start this investigation, we need

an easy-to-compute, close expression for the optimum dis-

cardwindow size for arbitrary internodal spacings, which can

be established empirically.

Third, while the GERM protocol indeed delivers the max-

imum rate throughput for a single switch as illustrated by

our results, it is an interesting open question to investigate if,

in a network of switches, implementing the GERM protocol

at each switch also amounts to maximizing the throughput

of the switch network, or if there exist other network-wide

protocols that can outperform switchwise GERM protocol.

Fourth, to address the rate disparity between various quality

connections, increasing the number of hard-to-prepare en-

tangled resource states in high-error-load connections only

gradually enhances fairness. It ultimately leads to diminish-

ing returns in end-user rates. Exploring a time-shared quan-

tum switch should be interesting, where we group similar

quality connections and have the switch cater to the different

connection groups at different time steps.

Finally, we note that our work in this article concerns

maximizing the sum throughput of the switch network with

or without fairness (above a prespecified threshold) between

individual rates of the various connections enabled by the

switch. The switch does so regardless of the requests (de-

mands) for entanglement across all the other connections the

switch serves. It is more similar to connection-oriented, time-

, or frequency-division multiplexing-based circuit switching

in classical networks, where resources are reserved for the

different connections. It would also be interesting to study the

dynamic allocation of the entangled state resources driven by

entanglement requests to allow for more effective resource-

sharing between connections to cater to real demands for

entanglement, more similar to packet switching in classical

networks. In this regard, the service rate capacity region of

a switch that dynamically serves the demands of the dif-

ferent connections for mixed-partite entanglement (bipartite

and multipartite entanglement) has been established, albeit

for the case of ideal elementary entanglement links that are

Bell states [35], [36], [37]. It would be interesting to deter-

mine analogous capacity regions for the multiplexed GKP

qubit-based elementary links considered in this work.

APPENDIX A

POSTSELECTION TEST IN RESOURCE STATE GENERATION

In a quantum network enabled by GKP qubit entanglement,

the quantum helper nodes (quantum repeaters and quan-

tum switches) would connect to one another by generating

elementary entanglement links using entangled resource

states and then swapping entanglement. This article follows

a multiplexed architecture, where overall ktotal entangled re-

source states are generated at each helper node, e.g., see

Fig. 2. Each resource state is a Bell pair between one physical

GKP state and one logical GKP state encoded in a [[7,1,3]]

Steane code. In total, each resource state consists of eight

physical GKP states. Each helper node station keeps the

[[7,1,3]] logical GKP qubit part of the Bell state, referred to

as inner leaf qubits, and sends the remaining physical GKP

qubit, which is the other part of the Bell state, toward the

other party as outer leaves. This choice is because the inner

leaf qubits go through a fiber two times longer than the outer

leaf qubits. So, an additional error-correcting layer (GKP

+ Steane code) better protects stored quantum information

from noise and photon loss. We will not go through the pro-

cedure of resource state generation; one can examine [27]

for a detailed discussion on the entangled eight GKP qubit

resource state cube and its generation. However, below, we

briefly discuss the role of a postselection test and associated

discard window in the procedure.

The ideal GKP qubit computational basis states have sup-

port in the q-quadrature basis at integer multiples of
√

π

alone (odd multiples alone for the |1〉 state and even mul-

tiples alone for the |0〉 state). Their realistic finite squeezed
versions include a support that is spread out around the same

quadrature values. When a general superposition state of

the GKP qubit is measured in the computational basis, i.e.,

using homodyne detection along the q quadrature, it is thus

possible to observe an outcome that is from anywhere along

the superposed supports of the |0〉 and |1〉 bases states in the
q-quadrature basis, i.e., around all integer multiples of

√
π .

Values in the superposed support close to odd integer mul-

tiples of
√

π/2 create an ambiguity in inferring the logical

outcome of the measurement as they may have arisen from

either of their neighboring multiples of
√

π , i.e., the supports

of the |0〉 and |1〉 bases states, leading to a possible error

in inference. The probability of the inference error can be
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FIGURE 8 Comparison of total switch rates Rs across all the possible resource allocations [k(1 ↔ 4), k(2 ↔ 4), k(3 ↔ 4)] between different connections
for a switch network with a data center and three other clients, with a total number of resource states ktotal =

∑3
i=1 k(i ↔ 4) available at the switch. Each

table considered a variety of clients’ settings (l1, l2, l3, l4 ). As the total number of resource states (ktotal) increases, the overall switch rate (Rs) grows as
well. The identical feature between these tables is the Rs independence from clients’ allocation. The reason is behind how we defined a data center or a
user (li � ln, li < 3km) so that the data center controls the overall switch logical error.
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reduced by a postselection test, where outcomes in a discard

window around the odd integermultiples of
√

π/2 are simply

discarded. For a discard window of size ν symmetrically

placed about the odd multiples of
√

π/2, the probability of

successfully passing the postselection test without incurring

a logical error is given by

E0(ν, σ
2) =

∑

m∈Z

∫ 4m+1
2

√
π−ν

4m−1
2

√
π+ν

e−x
2/2σ 2

√
2πσ 2

dx. (12)

Increasing the discard window size ν suppresses the errors

at the expense of increased overheads in terms of the primer

resources required to generate the necessary number of the

entangled resource states. We need to increase the discard

window so that the errors from resource state generation

are at the order of magnitude of the inner leaf qubit storage

and communication channel errors. The error from resource

generation being any better does not help anyway. The most

suitable value for the discard window is thus related to the

internodal spacing L across which the entangled resource

state is used for elementary entanglement generation. For

a large (small) internodal spacing, we face a large (small)

communication channel error, and so we need the inner leaf

qubit storage errors to be at large (small). This means the

discard window size should be small (large). For values of

L ∈ {0.5, 1, 2, 2.5, 5} km, reasonable choices for the corre-

sponding discard window sizes ν were numerically found

in [27] to be {7, 6, 5, 4, 3} ×
√

π/20, respectively. Optimal

values of ν can be similarly determined for other values of L.

APPENDIX B

RESOURCE ALLOCATION AND SWITCH RATE

In this appendix, we discuss the case where one of the clients

of a switch is dominant, and how in such a case, changing the

other clients’ resource allocation scarcely affects the overall

switch rate Rs. We numerically simulate a switch with a

total number of entangled resource states ktotal, connecting

nclients to 1 data center in each time step. Acceptable con-

nections are from any clients to the data center. Accordingly,

half of the resource states are assigned to the data center

(ktotal/2). The question is, how will the total switch rate (Rs)

be affected by changing the allocation of the remaining re-

source states (ktotal/2) shared between the clients? Fig. 8 tries

to address this question over three storylines.

The table in Fig. 8 gives the total switch rate Rs connecting

three clients indexed as {1, 2, 3} and a data center {4} over a
variety of distances (distance values and ktotal are assumed

to be known beforehand). The allowable connections are

(client-1, data center), (client-2, data center), and (client-3,

data center). The first three columns of the table represent ev-

ery possible resource allocation, where allocations are shown

per connection instead of per client. For example, k(i ↔ 4)

is the total number of entangled resource states allocated

to the connection of client-i and the data center such that
∑3

i=1 k(i ↔ 4) = ktotal. Upon examining the table, we find

that for a choice of (l1, l2, l3, l4) across the column, through

all the possible allocations of the ktotal resources (sharing

between the connections), the values of Rs are concentrated

around the mean. Standard deviations are found to be 	
0.01, with the maximum and minimum being close to the

average. Since the data center is the dominant client and

li ∈ {0.5, 1, 2} km, for i ∈ {1, 2, 3}, the switch sees all the

other clients as a single client, requesting to connect to the

data center.

Not all switches have a dominant client (clients can be in

the same order), but if they do, from the switch perspective,

the dominant client governs the error. Let us study this from

a simpler view. Two clients, client-1 and client-2, with re-

source states shared equally between them (k1 = k2 = 10),

are connecting via the proposed repeater in Fig. 2. We simu-

late two sets of distances, namely, {(l1 = 5, l2 = 5) km and

(l1 = 0.5, l2 = 5)} km. The results are: Rs(l1 = 5, l2 = 5)

km ≈ Rs(l1 = 0.5, l2 = 5) km. This means that when one of

the two clients controls errors, there is no benefit in improv-

ing the other client. That is why assigning most resources

to the client-i-data center connection where client-i is the

closest client to the switch will not favorably increase the

switch rate. In our analysis, we assign each connection at

least two links, so assigning all the resources ktotal to a single

connection is prohibited.

REFERENCES

[1] M. Azari, P. Polakos, and K. P. Seshadreesan, “A GKP qubit-based all-

photonic quantum switch,” in Proc. 2024-IEEE Int. Conf. Commun., 2024,

pp. 503–508, doi: 10.1109/ICC51166.2024.10622457.

[2] J. P. Dowling and G. J. Milburn, “Quantum technology: The second

quantum revolution,” Philos. Trans. A. Math. Phys. Eng. Sci., vol. 361,

no. 1809, pp. 1655–1674, Aug. 2003, doi: 10.1098/rsta.2003.1227.

[3] A. W. Cross, L. S. Bishop, S. Sheldon, P. D. Nation, and J. M. Gam-

betta, “Validating quantum computers using randomized model circuits,”

Phys. Rev. A, vol. 100, Sep. 2019, Art. no. 032328, doi: 10.1103/Phys-

RevA.100.032328.

[4] K. Zhang et al., “Modular quantum computation in a trapped ion sys-

tem,” Nat. Commun., vol. 10, no. 1, Oct. 2019, Art. no. 4692, doi:

10.48550/arXiv.1907.12171.

[5] C. Monroe et al., “Large-scale modular quantum-computer architecture

with atomic memory and photonic interconnects,” Phys. Rev. A, vol. 89,

no. 2, Feb. 2014, Art. no. 022317, doi: 10.1103/PhysRevA.89.022317.

[6] S. Stein et al., “HetArch: Heterogeneous microarchitectures for

superconducting quantum systems,” in Proc. 56th IEEE/ACM Int.

Symp. Microarchitecture, 2023, pp. 539–554. [Online]. Available:

https://ieeexplore.ieee.org/abstract/document/10411374

[7] C. Zhou et al., “A modular quantum computer based on a quantum state

router,” 2022, doi: 10.21203/rs.3.rs-1547284/v1.

[8] K. Nemoto et al., “Photonic quantum networks formed from NV-

centers,” Sci. Rep., vol. 6, no. 1, May 2016, Art. no. 26284,

doi: 10.1038/srep26284.

[9] J. C. Boschero, N. M. Neumann, W. van der Schoot, T. Sijpesteijn, and

R. Wezeman, “Distributed quantum computing: Applications and chal-

lenges,” 2024, doi: 10.48550/arXiv.2410.00609.

[10] J. Liu, C. T. Hann, and L. Jiang, “Data centers with

quantum random access memory and quantum networks,”

Phys. Rev. A, vol. 108, no. 3, Sep. 2023, Art. no. 032610,

doi: 10.1103/PhysRevA.108.032610.

[11] J. F. Fitzsimons, “Private quantum computation: An introduction to blind

quantum computing and related protocols,” NPJ Quantum Inf., vol. 3,

no. 1, pp. 1–11, Jun. 2017, doi: 10.1038/s41534-017-0025-3.

4101115 VOLUME 5, 2024



Azari et al.: QUANTUM SWITCHES FOR GKP QUBIT-BASED ALL-PHOTONIC QUANTUM NETWORKS Engineeringuantum
Transactions onIEEE

[12] M. Mehic et al., “Quantum key distribution: A networking perspec-

tive,” ACM Comput. Surv., vol. 53, no. 5, pp. 1–41, Sep. 2020,

doi: 10.1145/3402192.

[13] B. K. Malia, Y. Wu, J. Martínez-Rincón, and M. A. Kasevich,

“Distributed quantum sensing with mode-entangled spin-squeezed

atomic states,” Nature, vol. 612, no. 7941, pp. 661–665, Dec. 2022,

doi: 10.1038/s41586-022-05363-z.

[14] Z. Zhang and Q. Zhuang, “Distributed quantum sensing,” Quan-

tum Sci. Technol., vol. 6, no. 4, Jul. 2021, Art. no. 043001, doi:

10.1088/2058-9565/abd4c3.

[15] X. Guo et al., “Distributed quantum sensing in a continuous-variable

entangled network,” Nat. Phys., vol. 16, no. 3, pp. 281–284, Dec. 2019,

doi: 10.1038/s41567-019-0743-x.

[16] S. Slussarenko and G. J. Pryde, “Photonic quantum information pro-

cessing: A concise review,” Appl. Phys. Rev., vol. 6, no. 4, 2019,

Art. no. 041303, doi: 10.1063/1.5115814.

[17] F. Flamini, N. Spagnolo, and F. Sciarrino, “Photonic quantum informa-

tion processing: A review,” Rep. Prog. Phys., vol. 82, no. 1, Jan. 2019,

Art. no. 016001, doi: 10.1088/1361-6633/aad5b2.

[18] C. Weedbrook et al., “Gaussian quantum information,” Rev. Mod. Phys.,

vol. 84, no. 2, pp. 621–669, May 2012, doi: 10.48550/arXiv.1110.3234.

[19] D. Gottesman, A. Kitaev, and J. Preskill, “Encoding a qubit in an os-

cillator,” Phys. Rev. A, vol. 64, no. 1, Jun. 2001, Art. no. 012310,

doi: 10.1103/PhysRevA.64.012310.

[20] K. Noh, V. V. Albert, and L. Jiang, “Quantum capacity bounds of Gaus-

sian thermal loss channels and achievable rates with Gottesman-Kitaev-

Preskill codes,” IEEE Trans. Inf. Theory, vol. 65, no. 4, pp. 2563–2582,

Apr. 2019, doi: 10.1109/TIT.2018.2873764.

[21] W. J. Munro, K. Azuma, K. Tamaki, and K. Nemoto, “Inside quantum

repeaters,” IEEE J. Sel. Top. Quantum Electron., vol. 21, no. 3, pp. 78–90,

May/Jun. 2015, doi: 10.1109/JSTQE.2015.2392076.

[22] Y. Lee, E. Bersin, A. Dahlberg, S. Wehner, and D. Englund, “A quan-

tum router architecture for high-fidelity entanglement flows in quan-

tum networks,” NPJ Quantum Inf., vol. 8, no. 1, 2022, Art. no. 75,

doi: 10.48550/arXiv.2005.01852.

[23] G. Vardoyan, P. Nain, S. Guha, and D. Towsley, “On the capacity re-

gion of bipartite and tripartite entanglement switching,” ACM Trans.

Model. Perform. Eval. Comput. Syst., vol. 8, no. 1-2, pp. 1–18, 2023,

doi: 10.1145/357180.

[24] I. Tillman, T. Vasantam, and K. P. Seshadreesan, “A continuous variable

quantum switch,” in Proc. 2022 IEEE Int. Conf. Quantum Comput. Eng.,

2022, pp. 365–371, doi: 10.1109/QCE53715.2022.00057.

[25] S. Pirandola, R. Laurenza, C. Ottaviani, and L. Banchi, “Fundamental

limits of repeaterless quantum communications,” Nat. Commun., vol. 8,

Apr. 2017, Art. no. 15043, doi: 10.1038/ncomms15043.

[26] F. Schmidt, D. Miller, and P. van Loock, “Error-corrected quantum re-

peaters with GKP qudits,” Phys. Rev. A, vol. 109, 2023, Art. no. 042427,

doi: 10.1103/PhysRevA.109.042427.

[27] F. Rozpdek, K. P. Seshadreesan, P. Polakos, L. Jiang, and S. Guha,

“All-photonic Gottesman-Kitaev-Preskill–qubit repeater using analog-

information-assisted multiplexed entanglement ranking,” Phys. Rev.

Res., vol. 5, Oct. 2023, Art. no. 043056, doi: 10.1103/PhysRevRe-

search.5.043056.

[28] K. Fukui, R. N. Alexander, and P. van Loock, “All-optical long-distance

quantum communication with Gottesman-Kitaev-Preskill qubits,” Phys.

Rev. Res., vol. 3, no. 3, Aug. 2021, Art. no. 033118, doi: 10.1103/Phys-

RevResearch.3.033118.

[29] F. Rozpedek, K. Noh, Q. Xu, S. Guha, and L. Jiang, “Quantum

repeaters based on concatenated bosonic and discrete-variable quan-

tum codes,” NPJ Quantum Inf., vol. 7, no. 1, pp. 1–12, Jun. 2021,

doi: 10.48550/arXiv.2011.15076.

[30] I. Tzitrin, J. E. Bourassa, N. C. Menicucci, and K. K. Sabapathy, “Progress

towards practical qubit computation using approximate Gottesman-

Kitaev-Preskill codes,” Phys. Rev. A, vol. 101, no. 3, Mar. 2020,

Art. no. 032315, doi: 10.1103/PhysRevA.101.032315.

[31] D. Bruß, “Optimal eavesdropping in quantum cryptography with six

states,” Phys. Rev. Lett., vol. 81, pp. 3018–3021, Oct. 1998, doi:

10.1103/PhysRevLett.81.3018.

[32] S. J. Devitt, W. J. Munro, and K. Nemoto, “Quantum error correction for

beginners,” Rep. Prog. Phys., vol. 76, no. 7, Jul. 2013, Art. no. 076001,

doi: 10.1088/0034-4885/76/7/076001.

[33] P. Dhara, N. M. Linke, E. Waks, S. Guha, and K. P. Seshadreesan, “Mul-

tiplexed quantum repeaters based on dual-species trapped-ion systems,”

Phys. Rev. A, vol. 105, Feb. 2022, Art. no. 022623, doi: 10.1103/Phys-

RevA.105.022623.

[34] R. K. Jain et al., “A quantitative measure of fairness and discrimination,”

Eastern Res. Lab. Digit. Equip. Corporation, Hudson, MA, USA, vol. 21,

1984, Art. no. 1, doi: 10.48550/arXiv.cs/9809099.

[35] I. Tillman, T. Vasantam, D. Towsley, and K. P. Seshadreesan, “Calculat-

ing the capacity region of a quantum switch,” 2024, arXiv:2404.18818,

doi: 10.48550/arXiv.2404.18818.

[36] I. Tillman, T. Vasantam, and K. P. Seshadreesan, “A continuous variable

quantum switch,” in Proc. 2022 IEEE Int. Conf. Quantum Comput. Eng.,

2022, pp. 365–371, doi: 10.1109/QCE53715.2022.00057.

[37] T. Vasantam and D. Towsley, “Stability analysis of a quantum net-

work with max-weight scheduling,” 2021, arXiv:2106.00831, doi:

10.48550/arXiv.2106.00831.

VOLUME 5, 2024 4101115


