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To address the increasing demand for Al literacy, we introduced a novel active learning approach that leverages
both teaching assistants (TAs) and generative Al to provide feedback during in-class exercises. This method was
evaluated through two studies in separate Computer Science courses, focusing on the roles and impacts of TAs in
this learning environment, as well as their collaboration with ChatGPT in enhancing student feedback. The
studies revealed that TAs were effective in accurately determining students’ progress and struggles, particularly
in areas such as “backtracking”, where students faced significant challenges. This intervention’s success was
evident from high student engagement and satisfaction levels, as reported in an end-of-semester survey. Further
findings highlighted that while TAs provided detailed technical assessments and identified conceptual gaps
effectively, ChatGPT excelled in presenting clarifying examples and offering motivational support. Despite some
TAs’ resistance to fully embracing the feedback guidelines-specifically their reluctance to provide
encouragement-the collaborative feedback process between TAs and ChatGPT improved the quality of feedback
in several aspects, including technical accuracy and clarity in explaining conceptual issues. These results suggest
that integrating human and artificial intelligence in educational settings can significantly enhance traditional
teaching methods, creating a more dynamic and responsive learning environment. Future research will aim to
improve both the quality and efficiency of feedback, capitalizing on unique strengths of both human and AI to
further advance educational practices in the field of computing.

1. Introduction

The interest in Artificial Intelligence (AI) has surged among the
general public due to its transformative role in various sectors and daily
life. This surge is manifested in the increasing demand for AI education
from students of diverse academic backgrounds, each drawn by the
potential of Al to innovate across fields and offer promising career paths.
However, the diversity in students’ preparation and understanding of Al
poses significant challenges for educators tasked with delivering effec-
tive Al education to such a heterogeneous group.

Achieving Al Literacy for All necessitates addressing several key
challenges: how to design learner-centered technologies that foster un-
derstanding of Al, ensuring accessibility to quality Al education for
diverse student populations, accommodating varied learning paces and
styles, and providing personalized and engaging learning experiences.
Traditional approaches, often characterized by a one-size-fits-all
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methodology, are insufficient in meeting these demands, highlighting
the need for innovative pedagogical strategies.

To bridge the gap in Al literacy, it is imperative to shift from tradi-
tional pedagogical models towards more inclusive and adaptive teach-
ing methods. Personalized instruction emerges as a critical solution to
cater to the individual needs and aptitudes of students, thereby miti-
gating the risk of incomprehension and the expertise reversal effect.
Active learning further complements this by positioning students as
engaged participants in their learning process, enabling hands-on ex-
periences that facilitate the application of theoretical knowledge.
Additionally, early intervention plays a vital role in supporting students
who might otherwise fall behind.

In response to these challenges, building on previous research on
active learning approaches that enable teachers and teaching assistants
(TAs) to help students during in-class coding exercises [1-6], in this
work, we propose an approach that aims to provide active learning in a
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way that accommodate learners with different abilities and styles. This
approach integrates active learning with personalized instruction, uti-
lizing the guided collaborative efforts of TAs and generative Al tools,
such as ChatGPT, to enhance the learning experience. Our approach is
built on four pillars: promoting an active learning environment through
in-class exercises, fostering personalized learning through continuous
progress monitoring by TAs and ChatGPT, offering immediate feedback
for timely intervention, and synergizing TAs and generative Al to opti-
mize the learning process. We aim to address four specific research
questions:

RQ1 How effectively can TAs identify and assist struggling students
on the hybrid platform?

RQ2 Can TAs recognize common challenges or patterns during ex-
ercises, and what are these challenges or patterns?

RQ3 How do the quality, depth, and timeliness of feedback from
human TAs compare with that from ChatGPT?

RQ4 What strategies best integrate the strengths of human TAs and
ChatGPT to improve feedback accuracy and usefulness in coding
exercises?

To address these questions, two studies were conducted in several
undergraduate and graduate courses in the Computer Science and Data
Science programs at a medium-size university. In the first study, we
found that the course TA was able to detect 32 instances where students
experienced difficulties during 10 different exercises. The TA also
identified that 4 common challenges that students faced. Through this
assistance, the TA helped to backtracking was the most challenging topic,
with which many students had troubles. We also found that the
instructor agreed with the TA’s assessment more than 99% of the time.
An end-of-semester survey reveals suggest that almost all students were
eager to participate in in-class exercises and enjoyed the active learning
experience. In the second study, we found that TAs and ChatGPT exceled
in different areas of feedback provision. Further, the collaboration be-
tween TAs and ChatGPT led to significant improvements in feedback
quality in several areas.

The proposed framework and approach have potentials to create a
synergistic collaboration between human TAs and Al The outcome can
lead to a scalable solution that make education more inclusive and
personalized.

2. Background

Challenges of Al Literacy for All: The concept of “literacy” traditionally
pertains to proficiency in using written language for expression and
communication. With the integration of Al into the educational sphere
globally, the definition of Al literacy has expanded to encompass various
aspects. These include understanding AI's fundamental operations and
the ethical use of Al applications in daily life [7,8]. Additionally, AL
literacy involves the application of Al knowledge, concepts, and appli-
cations across diverse scenarios [9-11], along with the ability to eval-
uate, critique, and design Al applications [8,9,12,13]. An important
aspect of Al literacy also includes recognizing the principles of fairness,
accountability, transparency, and ethics in AI technologies [9,14,15].

Addressing the challenges inherent in Al education necessitates the
development of technologies focused on the learner, incorporating all
the aforementioned principles. Achieving comprehensive Al literacy
education presents significant obstacles, among which ensuring inclu-
sivity remains paramount [9]. Furthermore, facilitating effective in-
teractions between humans and Al agents has emerged as a considerable
challenge [10,16], particularly in the context of establishing Al teaching
standards for K-12 education [17]. Tackling these challenges is crucial
for adequately preparing students to thrive in and contribute meaning-
fully to an Al-centric future.

Personalized Learning: Personalized learning aims to personalize the
learning experience according to the needs, goals, and skills of students
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[18-20]. Personalized learning encompass a broad range of
possibilities-from customized interfaces to adaptive tutors, from
student-centered classrooms to learning management systems-that ex-
pectations run high for their potential to revolutionize learning [21].
Without such an approach, there’s a risk of fostering incomprehension
and the expertise reversal effect among a diverse student population [22].

In the context of fostering Al Literacy for All, personalized learning
emerges as a pivotal strategy to democratize access to Al education,
catering to the unique needs, preferences, and learning styles of each
student. This approach is instrumental in making Al concepts accessible
and engaging to a broad spectrum of learners, thereby enhancing overall
engagement by aligning educational content with students’ interests and
capabilities [18,19,23-27]. Offering personalized pathways prevents
students from falling behind, keeps them engaged in learning, and in-
creases their confidence in their own abilities [18,19].

Moreover, personalized learning plays a crucial role in promoting
self-regulation and independence among students, encouraging them to
take an active role in their Al learning journey. By setting personal goals
and engaging in reflective practices, students develop a sense of
ownership over their learning, which is essential for navigating the
complex and rapidly evolving field of Al Furthermore, the inclusivity of
personalized learning ensures equitable access to Al education for stu-
dents from diverse backgrounds, including those who are traditionally
underrepresented or at-risk in the field of technology [25].

The importance of personalized learning is underscored by research
indicating increased student satisfaction and confidence, which are key
to fostering a positive learning environment and preparing students for
the challenges of a future where Al plays a significant role. A compre-
hensive review of personalized learning strategies and their impact on
educational outcomes is provided by Zhang et al. [28]. By implementing
personalized learning approaches, educators can make significant
strides in achieving Al Literacy for All, ensuring that students are not
only consumers of Al technology but also informed participants in its
development and application.

Active Learning and Active Learning Environments: Active learning, a
pedagogical approach that engages students directly in their educational
journey, plays a critical role in enhancing Al Literacy for All. This
method, which includes problem-solving, discussions, and hands-on
activities, fosters critical thinking and practical application of con-
cepts, aligning with educational psychology and pedagogical research
such as Vygotsky’s Zone of Proximal Development [29,30], construc-
tivist learning theories [31,32], and cognitive load theory [33-35]. The
efficacy of active learning in increasing motivation, retention, and
practical understanding of concepts is well-supported [6,36-39], mak-
ing it particularly relevant for Al education.

In the context of Al education, tools that facilitate active learning
through in-class exercises are invaluable. For instance, Codeopticon
offers a real-time interface that allows tutors to monitor students’ coding
activities and provide instant feedback, crucial for Al programming tasks
[40]. VizProg enhances this by enabling instructors to visualize stu-
dents’ coding progress in real-time through a 2D Euclidean map,
revealing their problem-solving strategies and advancements [41].
Furthermore, Code4Brownies encourages teaching assistants to engage
directly in in-class exercises, supporting instructors in delivering a more
interactive and supportive learning experience [1,3,5,6]. These tools
exemplify how active learning strategies can be effectively applied to Al
education, facilitating a deeper, more accessible understanding of Al
concepts for students from diverse backgrounds, thereby advancing the
goal of Al Literacy for All.

Early intervention: Early intervention plays a crucial role in promoting
inclusiveness in education, offering essential support to struggling and
underrepresented students in large courses [42-45]. This approach en-
ables the identification of students who need special attention early on,
facilitating tailored instructional strategies to meet individual needs [3].
By monitoring students’ interactions with Al-related course materials
and their communication with instructors, educators can adjust teaching
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methods to enhance understanding and engagement with AI concepts.

Metrics such as login frequency, material access, discussion partici-
pation, and total time spent on course platforms serve as indicators of
student engagement, which is closely linked to performance [46]. In the
context of Al education, leveraging these metrics allows for a more
responsive and personalized learning experience. Early intervention
thus not only addresses immediate learning challenges but also ensures
that all students, regardless of their starting point, can achieve AI lit-
eracy, making this approach a key strategy in broadening access to Al
education and empowering students to effectively engage with and
contribute to the Al field.

The Role of Teaching Assistants (TAs): TAs are pivotal in STEM and Al
education, particularly in facilitating active and personalized learning.
Their role is critical in shaping the learning environment and influencing
both student outcomes and their journey towards Al literacy [47-50].
However, the challenge arises when many TAs, despite their content
knowledge, face a lack of pedagogical training. This deficit is especially
pronounced in computer science and Al education, where clarifying
misconceptions and implementing active learning strategies are para-
mount for building foundational Al competencies [51-53].

To maximize the benefits of TAs in Al education while mitigating
these challenges, innovative strategies have been introduced. For
instance, Code4Brownies [1] promotes the involvement of TAs in
in-class exercises, supervised by course instructors, to ensure students
receive the support they need. This collaboration is especially beneficial
in data science and machine learning courses, where TAs can utilize
instructional cloud-based technologies to facilitate hands-on learning
experiences [54]. Furthermore, enhancing TA feedback on coding as-
signments, as explored in [5], emphasizes the critical role of TAs in
improving students’ understanding and application of Al concepts [55].

By providing TAs with necessary instructional knowledge and skills
as well as actively involving them in the AI learning process, we can
create a more supportive and effective educational environment. This
approach not only leverages TAs’ potential to contribute to Al literacy
but also ensures that all students, regardless of their background, have
equitable access to quality Al education.

Al in Education: The integration of Al into educational settings pre-
sents both significant opportunities and complex challenges. Al tech-
nologies, including software tools and chatbots, have been developed to
make computing accessible for younger learners and to enrich the
learning experience across various educational levels. For instance,
“Machine Learning for Kids” offers interactive online demos that allow
students to train classifiers, introducing them to core concepts of Al
without overwhelming complexity. Similarly, “Calypso for Cozmo” in-
tegrates speech recognition and state machine programming, providing
a hands-on approach to understanding AI's workings [17]. These ex-
amples illustrate the specific ways Al tools are being used to demystify
programming and machine learning for students.

However, the expansion of Al chatbots like ChatGPT into education,
ranging from offering instructional support to assisting with essay
writing, introduces challenges such as misinformation and plagiarism
[56,57]. While these tools promise to revolutionize how students learn
by providing personalized assistance and feedback, educators must
navigate the ethical implications, including concerns over bias and
privacy [58,59]. The adaptability of ChatGPT across academic domains
is noteworthy, yet its utility hinges on careful integration, planning, and
oversight by educators to ensure these tools are used responsibly and
effectively [60,61].

The integration of ChatGPT into educational platforms, such as
ChatTutor and LingoBot, demonstrates its potential to personalize
tutoring and language learning. ChatTutor” employs ChatGPT to adapt
tutoring sessions to the individual needs of students, while LingoBot®

2 https://chattutor.io/
3 https://lingobot.chat/
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uses it to create immersive language learning experiences. These specific
applications show how ChatGPT can be tailored to diverse educational
contexts, enhancing both engagement and understanding [62].

Moreover, Al tools like Duolingo’s adaptive language learning soft-
ware and Gradescope’s automated grading system exemplify the trans-
formation of classrooms by personalizing instruction and providing
instant, detailed feedback. These innovations address critical challenges
such as unequal access to quality education, showcasing Knowji’s vo-
cabulary app as a tool that customizes study plans for students in under-
resourced communities, thereby promoting inclusivity [63]. However,
the deployment of Al in educational contexts, such as Ivy.ai’s university
chatbots, raises important questions about data privacy and the poten-
tial for algorithmic bias. The responsible implementation of Al tools,
underscored by Amplify’s personalized learning platform, emphasizes
the need for educators to critically evaluate and thoughtfully integrate
Al technologies into learning environments”,

3. An Approach to Al-assisted Instruction

Our approach to promote Al Literacy for All envisions a modern
classroom that combines active learning and personalized learning,
augmented by teaching assistants (TAs) and generative Al tools, such as
ChatGPT. This collaborative team enhances an instructor’s ability to
conduct in-class exercises, while aiding students in both completing and
understanding exercises. The approach aims to promote an active
learning environment for experiential learning, to foster personalized
learning by monitoring individual student progress, to facilitate imme-
diate feedback for timely intervention.

The learning environment in Fig. 1, depicts a classroom that aims to
accommodate the goal of Al Literacy for All. The hybrid environment
consists of two key components:

1. The physical classroom with students, TAs, instructors, and their
computers.

2. The virtual space which facilitates active learning through in-class
exercises. This component consists of three modules: (i) Student
module, (ii) Teacher/TA module, and (iii) Generative Al (e.g.
ChatGPT) module. Each module interacts with each role, and facil-
itates communications within the learning environment.

Teacher Module: empowers instructors and TAs to effectively
manage in-class exercises during lectures. It provides real-time access to
student work, enabling instructors and TAs to grade submissions and
provide feedback. Although instructors and TAs technically serve as
“teachers,” their practical roles differ. Instructors are primarily respon-
sible for delivering lectures and leading discussions. In contrast, TAs
focus on silently monitoring student progress during exercises. This al-
lows TAs to give targeted feedback to students and alert instructors to
specific needs, such as students requiring additional support or identi-
fying common technical or conceptual challenges encountered by a
majority of students during an exercise. Teachers can also communicate
with generate Al, namely ChatGPT, to get a second opinion on student
work.

Student Module: helps engage students in in-class exercises and
facilitate virtual interactions with instructors and TAs. It allows students
to submit their code for review and seek assistance. Students may also
receive proactive feedback from instructors or TAs, who monitor their
progress and intervene as necessary to provide needed guidance. This
direct communication with instructors and TAs occurs within the virtual
space. In contrast, interactions with generative Al are mediated; in-
structors and TAs serve as conduits, curating and refining Al-generated
feedback before it reaches students. This intermediary role ensures that
the feedback from AI is contextually relevant, accurate, and

4 https://amplify.com/
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Fig. 1. An active-learning environment, where generative Al (e.g. ChatGPT), instructors, and teaching assistants collaborate to assist students with in-class cod-

ing exercises.

educationally sound.

ChatGPT Module: facilitates interaction with OpenAI's ChatGPT to
support TAs in assisting students. Unless specified otherwise, ChatGPT is
supplied with and instructed to follow a set of guidelines for providing
effective feedback. For a discussion on effective feedback principles, see
[5]. These guidelines encompass:

1. Positive Reinforcement: The feedback consistently encourages
students, highlighting specific positive actions they have taken in
their coding process.

2. Avoid Revealing Solutions: The module guides students toward
finding solutions on their own, offering general strategies or hints
without providing direct code corrections or detailed implementa-
tion instructions.

3. Clear Actionable Steps: Feedback includes clear, actionable steps,
suggesting specific tasks or coding constructs for the students to use
or consider next.

4. Complete Sentence Structure: The feedback is structured in well-
formed, complete sentences, enhancing clarity and understanding.

5. Pinpoint Knowledge Gaps: The module identifies and articulates
specific areas where a student’s understanding may be lacking,
focusing on clarifying issues rather than providing explicit solutions.

6. Utilize Examples for Testing: Feedback includes variable values or
output examples, enabling students to test their own logic and un-
derstanding through practical application.

This structured approach provides ChatGPT as much information as
possible to aid student learning.

3.1. Two Implementations of The Proposed Educational Environment

Based on the architecture shown in Fig. 1, we developed two distinct
systems, which can effectively support Al Literacy. Both have been used
in undergraduate and graduate courses in the Computer Science pro-
grams, and the Data Science program at our university. The first system
caters to advanced courses like Al, machine learning, and data science.
The second system is tailored for problem-solving and algorithmic
courses, including CS0, CS1, CS2, and Algorithms. This differentiation is
crucial to address the unique pedagogical needs of each domain. Coding,
a key component of Al Literacy, requires distinct teaching approaches
and environments. While coding courses focus on foundational pro-
gramming skills and algorithmic problem-solving, AI/ML/DS courses

involve advanced topics such as data handling and model building.
These separate systems ensure that each area’s specific educational re-
quirements are met, enhancing the overall effectiveness of Al Literacy
education.

The first system, detailed in [54], implements the architecture using
Jupyter Lab and JupyterHub. A Go language-based server manages
module communications, optimized for efficient networking. This
configuration facilitates interactive learning through the use of Jupyter
notebooks, which combine code and text. Jupyter notebooks are espe-
cially beneficial in Al and Data Science courses for their adaptability and
ease of use [64]. Utilizing Jupyter Lab, within the Anaconda Python
distribution, simplifies access to complex libraries such as sklearn and
scipy, eliminating the need for complicated installation processes. Fig. 2
shows the student interface’s which communicate with the Student
Module (see Fig. 1); It shows a student working on an exercise on a
Jupyter notebook in a Data Science course. Via a set of buttons
embedded on Jupyter notebooks, students can ask for help, share their
work, and get feedback from TAs and the course instructor.

The second system, detailed in [1], also follows the architecture, but
employs an integrated development environment (IDE) instead of
Jupyter notebooks. This choice of using an IDE, specifically Sub-
limeText, is particularly apt for teaching introductory programming
courses. IDEs are more suitable than Jupyter notebooks for these courses
because they not only provide a more realistic programming environ-
ment that students are likely to encounter in professional settings, but
they also offer comprehensive coding tools for writing, debugging, and
testing code. While Jupyter notebooks are excellent for interactive
exploration and data analysis, IDEs offer a more robust and versatile
platform for learning fundamental programming skills, including the
intricacies of debugging. This makes IDEs a more appropriate choice for
introductory programming courses, as reflected in the successful appli-
cation of this system in such courses. Fig. 3 shows the student interface’s
which communicate with the Student Module (see Fig. 1); It shows a
student working on an exercise on a coding exercise on an IDE. Via the
IDE’s menu, students can ask for help, share their work, and get feed-
back from TAs and the course instructor.

4. Methodology

This research comprises two studies that explore the dynamic roles of
TAs and the synergistic interactions of TAs with ChatGPT within the
proposed educational framework.
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Fig. 2. System 1: a student view showing a student working on an in-class exercise on a Jupyter notebook. Students can share their work, ask for help, and receive
feedback from TAs and course instructors.
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Fig. 3. System 2: student working on an in-class exercise in an IDE (Sublime Text). Students can share their solution, ask for help, and receive feedback from TAs and

course instructors using the plugin as shown.

4.1. Study 1: Effectiveness of TAs in the Learning Environment

To investigate the role of TAs in the learning environment, we con-
ducted a study focusing on two key research questions:

RQ1 How effectively can TAs identify and assist struggling students
on the hybrid platform?

RQ2 Can TAs recognize common challenges or patterns during ex-
ercises, and what are these challenges or patterns?

Study Design: The study focused on the TA’s effectiveness in iden-
tifying students facing difficulties and common patterns in their work
during in-class exercises. TA involvement in the in-class exercises begins
after the instructor publishes the problem for students to work on. As
soon as the students download the problem from the server to their
Jupyter notebooks, TAs can monitor their work in a grid style view. TAs
actively keep track of student progress through the interface which
displays their last active time. For simplicity, the green color signifies
students who are actively working on the problem while the red color
signifies students are stuck in their work and haven’t make any progress
for the last 5 minutes. To help such struggling student groups, TAs can
directly access their working space to observe their progress and provide
appropriate in-line feedback as well as generic feedback on their code.
On the other hand, students can view that feedback via the status page
which is only accessible to them. This mechanism provides timely help
to students who are struggling and unable to progress in their work.

Furthermore, with our implementation, TAs can mark selective stu-
dents with a Watched list. Typically, TAs add students to the watch list
who need attention from the instructor. Students who are going off-track
from the target solution or whose solutions need to be discussed are
common additions to the Watch List. As the Watch List is accessible to
the instructor, they can discuss such student’s code with the class
anonymously. This scenario is equivalent to a 1-on-1 discussion between
the instructor and a student who needs the most help in class.

After the lecture when the in-class sessions end, the TA reviewed all
the complete and partial solutions from the students. The goal was to
identify common challenges or patterns in their solutions. The TA
assessed the students’ code using 4 labels: Adequate, In Progress, No
Progress, and Incorrect. The labels were then presented to the instructor
for validation.

At the end of the semester, a survey was conducted to assess student
perceptions of the instructional approach and its impact on their
learning experience.

Participants: The study involved 26 graduate students, predomi-
nantly from international background, enrolled for a graduate-level
Algorithm course during the Summer Term of 2023. The class
comprised of 16 males and 10 females, all of whom had prior exposure
to introductory programming courses. The course instructor had taught
this course multiple times over the course of 19 years and the TA for this
course was a doctoral student at the university. Students were briefed
about the in-class exercises contributing to their grades for the class.

Classroom Setting: The course combined traditional lectures with in-
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class exercises, using Jupyter Notebook for both delivery and student
engagement. The instructor used the first system (described in section
3), which implements the architecture depicted in Fig. 1. In-class exer-
cises reinforced lecture topics, with students encouraged to share their
work with the instructor and TAs. Exercises lasted between 10-15 mi-
nutes. The TA monitored student progress through a web interface,
graded, and provided feedback on submissions alongside the instructor.
A total of 38 exercises were administered covering various topics
(Table 1).

Data Collection: The data collection unfolded in three phases. In the
first 3 weeks, only the instructor managed monitoring, grading, and
feedback, with 22 exercises resulting in 568 student submissions. In the
next 3 weeks, we explored the collaborative dynamics of the TA’s
involvement, featuring 12 exercises and 235 submissions jointly
addressed by the instructor and TA. The TA analyzed both complete and
incomplete student work outside class hours, identifying common
challenges. Finally, survey data was collected at the end of the semester.

4.2. Study 2: Potentials for Collaboration Between TAs and Generative Al

This study investigates the potential for collaboration between TAs
and generative Al, specifically focusing on the quality of feedback in 4
different scenarios when human TAs and ChatGPT worked alone and
when they collaborated. The research questions are:

RQ3 How do the quality, depth, and timeliness of feedback from
human TAs compare with that from ChatGPT?

RQ4 What strategies best integrate the strengths of human TAs and
ChatGPT to improve feedback accuracy and usefulness in coding
exercises?

Study Design:
TAs and ChatGPT were asked to provide feedback to student work on
in-class exercises. Four different scenarios were investigated:

1. Uninfluenced Feedback: TAs and ChatGPT provide feedback to
student work. Both are provided with the problem descriptions and
learning objectives. This scenario captures the cases when TAs are
not provided any special training to do their jobs [55]. Although
ChatGPT is trained extensively by OpenAl to understand code, with
respect to the course, it is not provided additional information or
goals other than the aforementioned information.

2. Guided Feedback: Both TAs and ChatGPT are provided with the
same guideline on how feedback to students should be provided. The
guideline is extracted from research on effective feedback provision
[5]. Effective feedback, described below, emphasizes constructive
criticism, actionable insights, closing gaps in understanding, and
clarity.

3. Feedback Review by TAs: After ChatGPT provides uninfluenced
feedback (Scenario 1 above), TAs review and revise ChatGPT’s
feedback. TAs are provided with a guideline on effective feedback
provision before reviewing and revising ChatGPT’s feedback. This
scenario explores the potentials for ChatGPT and TAs to work as a
team to provide feedback. This scenario is particularly applicable to

Table 1
In-class exercises in Study 1.

Category Number of exercises
Iterative design 3

Running time analysis 11

Recursive design 9

Repeated substitution 2

Binary search 3

Sorting 2

Backtracking problem 8

Total 38
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large classes, in which one or two TAs are not able to review code and
provide feedback to a large number of students in a short amount of
class time.

4. Feedback Review by ChatGPT: After TAs review and revise
ChatGPT’s feedback of a student’s work (Scenario 3), ChatGPT re-
views and revises the TAs’ feedback. ChatGPT is provided with
guidelines on effective feedback provision. This scenario similarly
explores the potential for ChatGPT and TAs to work as a team to
provide feedback. This scenario explores the potential for ChatGPT,
equipped with a guideline for effective feedback provision, to
improve upon the TAs’ feedback by aligning it with the guideline.

Our criteria for effective feedback were developed through a litera-
ture review and previous studies [5,55,65-71]. Seven criteria for
effective feedback include:

Technical Quality: Technical correctness is central to any feedback,
especially in coding exercises. Feedback should not mislead or
misinform. Any suggestions, corrections, or advice given should be
technically accurate and feasible.

Encouragement: Feedback should motivate and encourage the
learner. While pointing out errors or areas of improvement, it’s vital
to ensure the tone remains positive and uplifting, fostering a growth
mindset.

Solution Concealment: It’s important that feedback guides students
towards an answer rather than directly offering it. This ensures that
the student engages with the problem-solving process and in-
ternalizes the concept.

Identifying Next Actions: Feedback should not just point out what’s
wrong, but also suggest what to do next. Clear directions or hints
about how to address the issue can effectively guide students.
Clarity and Completeness: Using complete sentences ensures
clarity and reduces the chances of misinterpretation. Concise yet
clear feedback aids comprehension.

Gap Identification: The feedback should highlight the discrepancy
between the current solution and the expected solution. This helps
students understand precisely where their understanding or
approach deviates from the expected norm.

Use of Examples: Whenever possible, feedback should include ex-
amples to clarify a point or provide a more concrete understanding of
the concept or error at hand.

Scoring feedback: To quantitatively assess the feedback based on the
aforementioned criteria, each feedback message from ChatGPT or a TA
is rated with a score of 0, 1, or 2 for each of the evaluation criteria.
Specifically:

Score 0 - Absent: The criterion is entirely missing from the feedback.
For example, if there’s no encouragement or positive reinforcement, this
score is given.

Score 1 - Present: The feedback includes the criterion, but its
implementation may be cursory, incomplete, or not of the highest
quality.

Score 2 - High Quality: The criterion is not only present in the
feedback but is also implemented in a comprehensive and high-quality
manner. This score represents the ideal state for each criterion.

Participants: A total of 87 students participated in the study, drawn
from two distinct courses. 44 undergraduate students were enrolled in
Spring 2022’s CS1 offering, while the remaining 43 participants were
enrolled in a graduate-level Algorithms course held in Summer 2023.
The student demographics reflected the course levels, with CS1 pri-
marily attracting undergraduate U.S. nationals and the Algorithms
course composed predominantly of international graduate students.

As with the first study, experienced instructors and TAs were
involved in these two courses. Moreover, we recruited two additional
TAs to assess student code and feedback. Both of them were graduate
students and one of them was an international student.
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Classroom Setting: Similar to the first study, these courses also
combined the traditional lectures with in-class exercises using Sublime
Text. Exercises lasted between 10-15 minutes. The instructor used the
second system described in Section 3 to conduct in-class exercise ses-
sions, which included broadcasting exercises, students asking for help,
instructor/TAs providing feedback, submitting code for grading, etc.
The exercises covered algorithmic topics, ranging from basic CS1 con-
cepts like Function Basics and Lists to advanced topics like Recursion
and Dynamic Programming in Algorithms.

Data Collection: Student work on in-class exercises was collected in
two undergraduate courses. In CS1, a total 22 in-class exercises were
conducted, resulting in 746 submissions. Among them 202 were incor-
rect, 282 were correct, 259 were auto-graded, and 3 remain ungraded. In
Algorithms, 38 in-class exercises were conducted which resulted in a
total of 803 submissions. TAs and ChatGPT were asked to provide
feedback on a total of 30 randomly chosen submissions (21 from CS1
and 9 from Algorithms).

5. Results

To assess the utility of the proposed approach to conducting active
learning in a generative-Al assisted environment, we conducted two
studies as described in Sections 4.1 and 4.2. Below, we report the find-
ings on the research questions.

5.1. TAs’ Identification of Struggling Students and Common Difficulties

In Study 1, we set out to assess TA’s effectiveness in identifying
struggling students as well as common difficulties students exhibit
during in-class exercises. Over the course of 10 different exercises, the
course TA identified 32 students struggled and placed them on a Watch
list to notify the instructor; see Table 2. In most exercises, fewer than 4
students were struggling. But in some exercises, up to 40% of partici-
pating students struggled. The most challenging topic was backtracking,
where a number of students struggle in 6 exercises.

An analysis of TA’s comments on student code showed that the TA
able to detect common difficulties that students were having in 4 out of
38 exercises. Specifically:

e On the topic of Running time analysis (exercise 27), 14 out of 25
students did not follow the strategy that they were supposed to
follow.

e On the topic of Backtracking problem (exercise 39), based on the lack
of submission, it seems that the majority of students made no
progress.

e On the topic of Backtracking problem (exercise 43), a noticeable
number of student failed to implement an iterative solution to verify
duplicates in a list.

e On the topic of Backtracking problem (exercise 45), most students
either made no progress or submitted incomplete solutions.

Table 2
In 10 exercises where the TA assisted to identify struggling students, the TA
identified 32 students, who struggled during in-class exercises.

Exercise Students on Watch List Participation Problem Category
1 3 26 Iterative design
2 1 24 Sorting

3 1 19 Recursive design
4 1 22 Recursive design
5 6 15 Backtracking

6 6 19 Backtracking

7 1 12 Backtracking

8 1 19 Backtracking

9 8 23 Backtracking

10 4 17 Backtracking
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This finding underscores a strong possibility that the subject of
backtracking was most challenging. Many students had common diffi-
culties across multiple in-class exercises.

5.2. Validation of TAs’ Assessment

To validate the TA’s assessment of student work, the instructor went
through the TA’s evaluation of each student submission and determined
if he agreed with the TA’s assessment. For each student submission, the
TA assigned one of these labels: Adequate, No progress, In progress,
Incorrect. These labels indicate how close a student was to the correct
solution, provided by the instructor.

Upon reviewing the TA’s identifications and the corresponding stu-
dent work, the instructor found only 3 disagreements out of 408 in-
stances; see Table 3. One particular disagreement involved an analysis of
running time, where the instructor concluded that a student’s response,
although more detailed than usual, was accurate, contrary to the TA’s
initial assessment. The other two discrepancies concerned issues of
syntax and logic errors identified by the TA.

5.3. Student Perception of The Learning Experience

An end-of-the-semester anonymous survey was conducted to gather
feedback from students regarding the impact of teaching assistant
involvement in lectures, particularly during the in-class coding activ-
ities. Twenty two out of 26 students participated in the anonymous
survey. The overwhelming majority of the students found that the in-
class coding experience was useful. Specifically, 92% of the partici-
pants answered 9 or 10 to the question: “On a 0-10 scale (0 is worse, 10 is
best), how useful did you find the experience of participating in in-class ex-
ercises?”. Table 4 shows students’ response to four specific questions
about the in-class exercise experience. We found that:

e Students were eager to participate in in-class exercises. 96% of the
students regularly check their submission status to see if they were
graded. Further, 96% of them reviewed feedback provided by the
instructor or TA.

Students thought the experience to be useful to them in different
ways. 87% of them found that mistakes they made on the in-class
exercises were reviewed and discussed in class by the instructor.
82% of them reported that they received help from the instructor or
TA.

There was room for improvement. Although 40% of students were
completely satisfied with the learning experience, about 30% of
them had some technical issues in terms of learning or using the
platform. Further, 25% of them suggested that certain aspects of the
active learning experience could be improved. Finally, 5% of them
suggested to improve on the topics of the exercises.

These findings suggest that active TA involvement in lectures,
through the facilitation of coding activities and provision of immediate
support, enhances student engagement and learning outcomes.

Table 3
TA’s assessment of student progress
Did the instructor agree with the TA’s assessment? TA’s assessment Cases
Adequate 260
Yes No Progress 61
In Progress 10
Incorrect 74
Adequate 2
No No Progress 0
In Progress 0
Incorrect 1
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Table 4
End-of-semester Student Survey
Always Often Sometimes Rarely

Did you often check to see if your
submissions were graded? 70% 26% 4% 0%
How often did you review feedback
provided by the instructor or TA? 87% 9% 4% 0%
Did the instructor discuss mistakes
in your submitted work in class? 78% 10% 4% 8%
Did you get help from the TA or
instructor when you were stuck? 65% 17% 9% 9%

5.4. How TAs’ Feedback Differs from ChatGPT’s

Uninfluenced Feedback Evaluation

To assess the potential differences in feedback quality between
ChatGPT and TAs when neither were provided with any guideline on
feedback provision, we employed the Mann-Whitney U test. This non-
parametric test was chosen for its suitability for analyzing ordinal data
without assuming a normal distribution of the underlying data. The
comparison focused on feedback scores as depicted in Fig. 4.

Our analysis revealed that TAs outperformed ChatGPT in several key
areas, notably in technical quality, ability to avoid revealing answers
directly, and effectiveness in identifying learning gaps within student sub-
missions. For these criteria, the p-values associated with the comparison
between TAs and ChatGPT were below 0.05, indicating statistical
significance.

Conversely, ChatGPT demonstrated superior performance in
providing motivational support, structuring feedback in complete sentences,
and incorporating examples to clarify feedback. These areas saw ChatGPT
achieving p-values less than 0.05 when compared to TAs, suggesting
notable strengths in these dimensions.

However, in the realm of delivering actionable feedback that directly
guides students towards resolving their learning challenges, our findings
indicated no significant difference between the feedback provided by
TAs and ChatGPT.

In terms of responsiveness, the TAs, TA1 and TA2, required an
average of 44 seconds and 59.2 seconds, respectively, to generate
feedback for each student submission. The standard deviations for their
response times were 15.22 seconds for TA1 and 41.83 seconds for TA2,
highlighting variability in their feedback timeliness. In stark contrast,
ChatGPT demonstrated a capability to furnish feedback within a few
seconds for all evaluated submissions, showcasing its efficiency in
response time.

Guided Feedback Evaluation

Within this analysis, both ChatGPT and TAs received a set of
guidelines aimed at enhancing the effectiveness of their feedback. Initial
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observations highlighted that, despite these guidelines, TAs maintained
a superior level of technical quality in their feedback compared to
ChatGPT, as illustrated in Figs. 4 and 5.

The implementation of feedback guidelines led to improvements in
several feedback dimensions for both ChatGPT and the TAs, albeit in
varying manners, summarized in Fig. 5.

Following the guidelines, ChatGPT showed significant improvement
(with p-value less than 0.05) in the levels of encouragement and in
effectively concealing answers from students, demonstrating its adapt-
ability to guideline-driven feedback enhancement. However, other
feedback elements such as technical quality and example usage by
ChatGPT remained consistent, showing no significant change post-
guideline introduction.

TA1 exhibited a notable adherence to the guidelines, which signifi-
cantly enhanced the encouragement level, the delivery of actionable
feedback, and the utilization of complete sentences in their feedback,
with all associated p-values being less than 0.05. This adherence not
only clarified next steps for students but also promoted a fuller use of
complete sentences, enhancing feedback clarity. Unlike ChatGPT,
changes in other feedback aspects were minimal or nonexistent for TA1.

Conversely, TA2 showed a lack of adherence to the feedback provi-
sion guidelines. In a subsequent interview, TA2 articulated a view that
many elements of the effective feedback guidelines were superfluous,
potentially leading to feedback that was too verbose. This approach by
TA2 did not influence the technical quality or the use of examples in
their feedback, which remained consistent.

Similar to the findings from the uninfluenced feedback analysis, the
time taken by TA1 and TA2 to provide feedback post-guideline intro-
duction averaged 51 seconds and 51.97 seconds, respectively, with
standard deviations of 13.98 and 20.77 seconds. Compared to the pre-
vious scenario where TAs were not guided to provide feedback, on
average, TA1 took about 7 seconds longer, and TA2 took 7 seconds fewer
to provide feedback.

5.5. Effectiveness of Collaboration Between TAs and ChatGPT

TA Taking Advantage of ChatGPT’s Assistance

This study aimed to investigate the potential improvement in feed-
back quality when TAs review and augment ChatGPT’s initial feedback
on student code submissions. We termed this augmented feedback as AI-
empowered feedback. The primary research question was to determine if
Al-empowered feedback by a TA is superior in quality to feedback
provided solely by ChatGPT or the TA’s unaided feedback. For the
analysis of these paired data sets, the Wilcoxon signed-rank test was
utilized, which is a fitting non-parametric statistical test for such
comparisons.

B ChatGPT M TA1 TA2

100

Score (%)
=]

o
: %ﬁx Co‘c' %\e ‘!—'aso?

fﬂlﬂjﬁjj

ye*

xaé“‘ﬁ \SGJL

Fig. 4. Feedback scores of ChatGPT and TAs prior to having a guideline on effective feedback.
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Fig. 5. Feedback scores of ChatGPT and TAs after having a guideline on effective feedback.

The experiment focused exclusively on TAl, as indicated in Fig. 6,
with TA2 not participating in this portion of the study. The results
showed that after the TA revised ChatGPT’s feedback, the resulting
feedback was improved across all evaluated criteria, notably in terms of
technical quality, identifying the next action, and the identification of
technical and conceptual gaps, with all p-values being less than 0.05. In
terms of “technical quality”, 97% of the Al-empowered TA’s feedback
was found to be of high quality; this is 12% improvement. In terms of,
“identifying the next action”, 92% was found to be of high quality; a 5%
improvement. In terms of “identifying the gap”, 70% was found to be of
high quality; a 13% improvement.

Furthermore, a comparison was made between TA1’s Al-empowered
feedback and his original feedback on the same submissions. This
comparison revealed significant enhancements in feedback effectiveness
across the board. The improvements were particularly significant in the
areas of technical quality and the identification of technical and con-
ceptual gaps, with associated p-values all below 0.05.

On average, TA1 spent 59 seconds (with a standard deviation of 9.6
seconds) on each student submission to generate Al-empowered feed-
back during this experimental phase. This shows that on average the TA
took 8 seconds more to provide feedback when he consulted with
ChatGPT.

ChatGPT Taking Advantage of TA’s Assistance

This experiment delved deeper into the concept of collaborative
feedback by first having TAs review ChatGPT’s feedback, and then
providing such feedback to ChatGPT to further revision. This way
ChatGPT can take advantage of TA strengths and improve upon them.
The procedure was structured as follows: (1) ChatGPT generated initial
feedback on a student’s code submission; (2) TA1 or TA2 reviewed and
modified this feedback based on their expertise; and (3) ChatGPT
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evaluated the TA’s enhancements to provide further refined feedback.

The result was shown in Fig. 7. ChatGPT was to take advantage of
TA1’s feedback, leading to a significant 30% improvement in terms of
technical quality (p-value less than 0.05), a 27% improvement in terms
of identifying the next action for students, and a 19% improvement on
identifying the gap.

However, the collaboration with TA2 did not yield similarly positive
results, indicating a potential discrepancy in the effectiveness of the
feedback process between the TAs. This difference highlights the critical
role of synergy between human expertise and Al capabilities in opti-
mizing feedback quality.

6. Discussion

Summary of findings: We proposed an approach that utilizes in-class
exercises as a form of active learning and formative assessment. We
aimed to investigate the impact of TAs and the interactions between TAs
and generative Al within this environment. We discovered that the use
of TAs could be very effective, and additional assistance from generative
Al could further improve the learning experience.

Specifically, our TA accurately identified whether students were
struggling or making progress during these exercises. We found sub-
stantial agreement between the TA’s assessment of student progress and
a post-hoc evaluation by the course instructor. Consequently, the TA was
not only able to identify struggling students but also effectively pin-
pointed a topic, namely backtracking, with which students struggled the
most. An end-of-semester survey revealed strong student engagement
and satisfaction with the learning experience.

Furthermore, we found that providing TAs and ChatGPT with
guidelines on effective feedback actually improved their feedback. We
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Fig. 6. Scores of TA1’s original feedback, ChatGPT’s feedback, and TA1’s Al-empowered feedback.
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Fig. 7. Feedback scores for ChatGPT with a guideline versus ChatGPT after receiving feedback from TAs.

showed that why human TAs were better at providing technical
assessment, identifying conceptual gaps and next actions, ChatGPT was
better at providing effective clarifying examples and encouragements.
Moreover, we found that while ChatGPT endeavored to comply with the
guideline, a human TA might resist parts of it. In our case, one of the TAs
refrained from providing encouragement to students, although the
guideline recommended it. Most importantly, when TAs and ChatGPT
revised each other’s feedback to students, the quality of the feedback
improved in several aspects, including technical quality and the iden-
tification of conceptual gaps, as well as suggesting the next actions for
students to take.

Potential Impacts on Al Literacy: The proposed approach promises to
offer a scalable and relatively inexpensive solution to enhance Al liter-
acy. With the help of generative Al and TAs, an instructor can manage
large classrooms that support numerous students remotely in real-time.
Simultaneously, the learning environment promotes an active, hands-on
instructional style, which is beneficial for teaching highly technical
concepts. The widespread adoption of remote instruction in the post-
COVID era globally [72] further underscore the potential impact of
this approach. Lastly but most importantly, the collaboration between
human TAs and generative Al facilitates the identification of individual
learning needs and enables immediate tailored interventions. As edu-
cation in computing and Al becomes increasingly widespread, this
approach holds the promise of making education more accessible and
inclusive.

Future Directions: While this work lays a foundation for instruction,
additional studies are needed to optimize and enhance various aspects.
First, there is potential for identifying designs of in-class exercises that
are effective in this environment. Well-designed exercises can not only
help students incrementally improve their knowledge and skills but also
assist human teachers in more effectively identifying gaps in students’
understanding. Second, there is potential for improving classroom lo-
gistics to make learning more efficient. Our study reported that when
TAs and ChatGPT collaborated, TAs took slightly longer to provide
feedback to students. Although the effectiveness of feedback increased,
there is still room to enhance efficiency. Finally, further investigation is
needed into how human teachers (TAs and instructors) can collaborate
effectively and synergistically with generative Al. We have identified
some unique strengths of both human teachers and ChatGPT, but much
more work can be done in this direction. For collaboration between a
human teacher and Al to be successful, there must be synergy and a
mutual understanding of each other’s strengths, weaknesses, and
peculiarities.

Threats to Validity and Limitations: This research is limited in scope to
a few courses and TAs, which may constrain the generalizability of its
conclusions. The variability and potential bias introduced by the limited
number of TAs further challenge the universal applicability of our
findings. Given that the data originates exclusively from in-class

exercises, the results may reflect conditions unique to the selected
courses and the instructional strategies employed therein. Additionally,
the choice of exercises and the TAs’ interpretations of the feedback
guidelines could have influenced the observed outcomes.
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