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ABSTRACT

We introduce and analyze a natural class of nonlinear dynamics for
spin systems such as the Isingmodel. This class of dynamics is based
on the framework of mass action kinetics, which models the evolu-
tion of systems of entities under pairwise interactions, and captures
a number of important nonlinear models from various �elds, in-
cluding chemical reaction networks, Boltzmann’s model of an ideal
gas, recombination in population genetics, and genetic algorithms.
In the context of spin systems, it is a natural generalization of linear
dynamics based on Markov chains, such as Glauber dynamics and
block dynamics, which are by now well understood. However, the
inherent nonlinearity makes the dynamics much harder to analyze,
and rigorous quantitative results so far are limited to processes
which converge to essentially trivial stationary distributions that
are product measures.

In this paper we provide the �rst quantitative convergence analy-
sis for natural nonlinear dynamics in a combinatorial setting where
the stationary distribution contains non-trivial correlations, namely
spin systems at high temperatures. We prove that nonlinear ver-
sions of both the Glauber dynamics and the block dynamics con-
verge to the Gibbs distribution of the Ising model (with given ex-
ternal �elds) in times $ (= log=) and $ (log=) respectively, where
= is the size of the underlying graph (number of spins). Given the
lack of general analytical methods for such nonlinear systems, our
analysis is unconventional, and combines tools such as information
percolation (due in the linear setting to Lubetzky and Sly), a novel
coupling of the Ising model with Erdős-Rényi random graphs, and
non-traditional branching processes augmented by a “fragmenta-
tion" process. Our results extend immediately to any spin system
with a �nite number of spins and bounded interactions.
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1 INTRODUCTION

Mass action kinetics is a general framework for studying systems
of interacting entities. The framework emerged in the study of
chemical reaction networks, dating back at least to the seminal work
of Horn and Jackson in the 1970s [11], and has seen a resurgence
of activity in recent years; see the monograph [7]. However, it also
captures a wide range of processes that are of interest in other �elds,
including Boltzmann’s model of an ideal gas [1], classical models
of population genetics [10, 22], genetic algorithms in combinatorial
optimization [9, 14], and random sampling [18, 20].

We describe mass action kinetics in the special case where all
interactions are pairwise and homogeneous; this captures most
of the complexity of general systems while keeping notation and
technicalities to a minimum. Let « denote a �nite set of types. A
(quadratic) mass action system is described by a directed graph
whose vertices are unordered pairs of types (f, f2), and a directed
edge from (f, f2) to (g, g 2) indicates the presence of a reaction in
which types f, f2 combine to produce types g, g 2. Reactions are
governed by a collision kernel Q(f, f2 ; · , · ), where Q(f, f2 ; g, g 2)

is the probability that the outcome of a reaction involving the pair
(f, f2) is the pair (g, g 2).

The state of the system at any time C is fully described by the
vector ?C , where ?C (f) is the mass of type f at time C , normalized
so that

∑
f*« ?C (f) = 1 (i.e., the ?C (f) can be viewed as concen-

trations, or probabilities). According to the so-called “mass action"
principle, each reaction (f, f2) ³ (g, g 2) takes place at a rate de-
termined by the product of the current masses of types f, f2. The
dynamics of the system is now described by the following set of
equations, one for each type g * «:

?C+1 (g) =
∑

f,f 2,g 2

?C (f)?C (f
2)Q(f, f2 ; g, g 2). (1.1)

At this level of generality such systems can be arbitrarily badly
behaved (e.g., chaotic), so it is necessary to impose standard reg-
ularity conditions. A mass action system is said to be reversible1

or detailed balanced if there exists a strictly positive mass vector
` = (` (f)) > 0 such that, for all f, f2, g, g 2,

` (f)` (f2)Q(f, f2 ; g, g 2) = ` (g)` (g 2)Q(g, g 2 ; f, f2). (1.2)

1In the mass action kinetics literature, the term “reversible" has unfortunately been
used to denote the weaker property that Q(f, f 2 ; g, g 2 ) b 0 i� Q(g, g 2 ; f, f 2 ) b 0,
whereas in physics reversibility is synonymous with detailed balance. In this paper,
we shall use the terms “detailed balanced" and “reversible" interchangeably to denote
the stronger condition (1.2).

This work is licensed under a Creative Commons Attribution 4.0 Interna-

tional License.
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It is easy to check that any such ` is necessarily an equilibrium

or stationary point for the dynamics (1.1). A mass action system
may have many positive equilibrium points, but if any one of them
satis�es the detailed balance condition then they all do. We stress
that we do not require the kernel Q to be irreducible (i.e., the
directed graph describing it need not be strongly connected), and
that the dynamics will in general have conserved quantities.

Themass action system de�ned in (1.1) can be viewed as a natural
nonlinear analog of a reversible Markov chain, whose dynamics
takes the form ?C+1 (g) =

∑
f ?C (f)Q(f ; g), where now Q(f ; g) is

the transition matrix of the chain and the reversibility condition is
` (f)Q(f ; g) = ` (g)Q(g ; f) for all f, g . In the linear setting, there
are well known criteria for convergence to stationarity and there is
a vast literature on mixing times of reversible Markov chains and
their algorithmic applications to sampling, approximate counting
and integration, statistical physics, etc. By contrast, in the nonlinear
setting even the most basic questions are still open: for example, the
Global Attractor Conjecture [7] asserts that any detailed balanced2

mass action system converges to a �xed point when started from
any initial point ?0 with full support. (In fact many stationary points
may exist, but only one is consistent with any given ?0.) And even
in particular cases of interest where convergence has been proved,
almost nothing is known about the rate of convergence (the analog
of the mixing time for Markov chains).

In the discrete combinatorial setting, one of very few examples
for which useful bounds on the convergence rate are known is the
classical Hardy-Weinberg model of genetic recombination [10, 22].
Here the types are bit strings « = {0, 1}= (each bit representing an
allele on a chromosome), and a reaction between two strings f, f2

involves picking a “crossover" subset � ¦ {1, . . . , =} of positions
according to some probabilistic rule and exchanging the bits in �

between f and f2 to obtain two new strings g, g 2. (For example,
one classical rule is to pick 8 * {0, . . . , =} u.a.r. and let � consist
of the �rst 8 bits.) It is well known that this dynamics converges
to the distribution ` in which all bits are independent, with the
marginal probabilities of a 1 at each position given by those in the
initial distribution ?0. In [4, 17], the rate of convergence was related
precisely to the rate at which the strings are fragmented by the
repeated random cuts �, thus enabling very precise estimates of
the convergence time for any choice of crossover rule.

The above analysis relies crucially on the fact that in the equi-
librium distribution all bits are independent. When there is even a
small amount of correlation, there appear to be no techniques avail-
able to obtain useful bounds on convergence rates. In this paper,
we address this question for arguably the most natural example
in which correlations arise, namely the Ising model of statistical
physics, a very simple model of nearest-neighbor interactions on

a graph. Here the types are spin con�gurations f * « = {±1}+

which assign one of two possible spin values ±1 to each vertex of a
graph � = (+ , �). The probability of any con�guration f is given
by the Gibbs distribution:

`J,h (f) =
1

/J,h
exp

{
1

2

∑

G,~*+

�G~fGf~ +
∑

G*+

ℎGfG

}
, (1.3)

2Actually, this property is conjectured to hold under the weaker condition known as
“complex balance" [7].

where h = {ℎG }G*+ is a vector of real numbers whose entry ℎG
represents the external �eld at vertex G , and J = {�G~}G,~*+ is a
symmetric real matrix whose entry �G~ represents the interaction
between spins at adjacent vertices G,~. (When there is no edge be-
tween G and ~, �G~ = 0.) The normalizing factor /J,h is the partition
function. Note that we allow the interactions �G~ to be either posi-
tive (favoring neighbors with aligned spins) or negative (favoring
non-aligned spins), and the �elds ℎG to be either positive (favoring
+1 spins) or negative (favoring 21 spins). Setting J = V�, where
V > 0 and � is the adjacency matrix of � , corresponds to the stan-
dard ferromagnetic Ising model on� at inverse temperature V . Note
also that the trivial case J = 0 corresponds to independent spins as
in the Hardy-Weinberg model above. We emphasize that, although
for simplicity we develop our results for the speci�c case of the
Ising model, they hold equally for any spin system with a constant
number of di�erent spins and bounded pairwise interactions (such
as the @-state Potts model); see Section 5 for more detail.

The classical Glauber dynamics for the Ising model picks a ran-
dom vertex G * + at each step and resamples the spin at G according
to the correct conditional distribution given its neighboring spins;
this Markov chain converges to the Gibbs distribution (1.3) from
any initial con�guration. The analogous nonlinear mass action ki-
netics is de�ned by equation (1.1) with the following kernel: Given
two con�gurations f, f2, pick a random vertex G and exchange the
spins fG , f

2
G , obtaining two new con�gurations g, g 2. The transi-

tion probabilities Q(f, f2 ; g, g 2) are chosen to satisfy the detailed
balance condition (1.2), where ` = `J,h is the Gibbs distribution.
We emphasize that, in contrast to Glauber dynamics, here the sys-
tem is evolving endogenously via pairwise interactions between
con�gurations, rather than via exogenously applied spin updates.
Our �rst result shows that this dynamics converges to the Gibbs
distribution (1.3), where the �elds h are determined by the marginal
probabilities of the spins at each vertex in the initial distribution.
(The fact that the marginals determine a unique vector of �elds h
follows from standard convexity arguments; see, e.g., [6].)

Theorem 1.1. Let ?C denote the distribution at time C for the above

mass action kinetics for the Ising model with interactions J starting

from any initial distribution ?0, and let h be the unique choice of

external �elds such that the marginal probabilities at each vertex

G * + in `J,h are the same as those in ?0. Then ?C converges to `J,h
as C ³ >.

Note that, unlike the standard Glauber dynamics, the nonlinear
dynamics has conserved quantities—namely, the marginal probabil-
ities of the spins at each vertex—and the values of these invariants
determine which of the family of stationary points the dynamics
converges to. This phenomenon is typical in mass action kinetics.
The key to our proof of Theorem 1.1 is establishing an irreducibility

property: along any trajectory, the probability of any con�guration
eventually remains uniformly bounded away from zero.

We pause to brie�y mention some features of mass action kinet-
ics that make its analysis much more complex than that of Glauber
dynamics, and which explain the lack of quantitative convergence
results. First, as noted above, there are in general multiple equi-
librium points, which are characterized by conserved quantities.
Second, unlike the linear case, the total variation distance to station-
arity is not monotonically decreasing [2, Remark 2.7] and there are
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no simple coupling arguments to rely upon. Finally, the nonlinear-
ity means that we do not have at our disposal a spectral theory and
other functional analysis tools that have proved so powerful in the
analysis of Markov chains. As usual in kinetic theory, a natural way
to study convergence to stationarity here is to use relative entropy,
which provides a monotonically decreasing functional; however,
quantitative analysis of this quantity is a notoriously di�cult prob-
lem in the nonlinear setting, which has so far been solved only in
the non-interacting case (genetic recombination) [3, 4].

Our main result establishes tight bounds on the rate of conver-
gence for this nonlinear dynamics in the so-called “high-temperature"
regime, when the interactions are non-trivial but relatively weak.
Speci�cally, the condition we require is thatmaxG*+

∑
~*+ |�G~ | f

X0 for some absolute constant X0 > 0, i.e., the aggregated strength of
all interactions at any given vertex is not too large. This condition
mirrors the standard Dobrushin condition for Glauber dynamics,
which gives a non-trivial su�cient condition for rapid mixing (see,
e.g., [23]). We state this result in the following theorem.

Theorem 1.2. In the scenario of Theorem 1.1, with the additional

assumption that maxG*+
∑

~*+ |�G~ | f X0 for an absolute con-

stant X0 > 0, the rate of convergence of ?C to `J,h is given by

'?C 2 `J,h'TV f �=422C/=

for absolute constants �, 2 > 0, where ' · 'TV denotes total variation

distance. Thus in particular the time required to achieve variation

distance Y is C = $ (= log(=/Y)).

We note that this upper bound on convergence time is (up to con-
stants) the same as for the genetic recombination model discussed
above in which just a single allele is exchanged between the strings
at each step [17], and is therefore also tight by virtue of the lower
bound in the same paper. That model is equivalent to the trivial case
of the Ising model in which there are no interactions (�G~ = 0 for all
G,~), with the ℎG determined by the marginal probabilities at each
allele G (and the spins ±1 identi�ed with the bits 1, 0). However,
as we explain in Section 1.1 below, the correlations present in the
Ising model make the analysis much more challenging.

We also consider a “block" version of the nonlinear dynamics,
in which f, f2 exchange spins at a random subset � ¦ + of ver-
tices (rather than just at a single randomly chosen vertex). The
kernel Q(f, f2 ; g, g 2) is again determined by the detailed balance
condition (1.2), and the basic convergence result in Theorem 1.1
still holds. Under the same Dobrushin-type condition on the inter-
actions as in Theorem 1.2, we again obtain a tight bound on the
convergence rate:

Theorem 1.3. With the same notation and assumptions as in

Theorem 1.2, the variation distance of the block version of the mass

action kinetics for the Ising model satis�es

'?C 2 `J,h'TV f �=2422C

for absolute constants �, 2 > 0. Thus in particular the time required

to achieve variation distance Y is C = $ (log(=/Y)).

Note that convergence here is exponentially faster than in the
single-vertex version of Theorem 1.2, re�ecting the fact that this
version is non-local and changes large portions of the con�gurations

at each step. Again, the bound of Theorem 1.3 matches the lower
bound for zero interaction [17].

We stress that the goal of this paper is not to design an e�cient
algorithm for sampling con�gurations of the Ising model. Such
algorithms, based on standard linear Glauber dynamics, are already
known throughout the high-temperature regime. Rather, our goal is
to analyze the rate of convergence of a natural nonlinear dynamics,
for the �rst time in a model with correlations. We view this as a
�rst step towards a better understanding of such dynamics and
the techniques needed to understand them; in addition to their
inherent interest, these techniques may lead to algorithmic appli-
cations in future. Our work can be viewed as an extension of the
successful application of a TCS lens in the analysis of mixing times
of linear dynamics (Markov chains), which, as is well known, has
seen both mathematical and algorithmic applications over many
years. However, we point out that our convergence analysis in
Theorems 1.2 and 1.3 actually does yield polynomial time sampling
algorithms based on simulation of the respective nonlinear dynam-
ics. We outline these algorithms, together with some associated
open questions, in Section 5.

We also point out a further interesting algorithmic aspect of our
results. Recall that our nonlinear processes sample from an Ising
Gibbs measure `J,h, where the �elds h are determined implicitly by
the marginals at each site. It is these marginals (not the �elds) that
are speci�ed by the initial distribution ?0. (As far as we are aware,
all existing sampling algorithms for the Ising model require the
speci�cation of the �elds h rather than the marginals.) Additionally,
our processes can be used to learn the �elds h corresponding to
given marginals, an inverse problem that is also of independent
interest (see [15] for a survey of such inverse problems): given
samples from `J,h produced by the nonlinear dynamics, standard
methods can be used to infer the �eld vector h.

1.1 Techniques

We begin by describing the earlier approach of [17] to analyzing the
rate of convergence of the simpler population genetics dynamics,
which corresponds to the trivial case of the Ising model with no
interactions (J = 0). Since the equilibrium distribution here consists
of independent bits, the analysis is relatively straightforward given
the following insight. The derivation of an individual f at time C can
be viewed as a binary tree going backwards in time, in which each
individual inherits a random subset of its bits from each of its two
parents according to the random crossover subset �. We may there-
fore follow the derivation of the = bits in f back in time, until each
of these bits is derived from a distinct individual at time 0. At that
point we can deduce that the bits of f are independently sampled
from their respective marginal distributions, so f is in equilibrium.
The analysis therefore reduces to the question of how many steps
are needed until all the = bits are separated, or “fragmented", under
the repeated action of partition by the random crossover subset �,
which in turn is a straightforward combinatorial calculation.

In the case where correlations are present in the equilibrium
distribution, as in the Ising model, the above analysis breaks down
because it is no longer su�cient to consider only fragmentation of
the bits: indeed, the process must involve not only the breakdown
of correlations in the initial distribution, but also, crucially, the
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creation of the correct equilibrium correlations as mandated by
the Gibbs distribution (1.3). Moreover, the process by which an
individual inherits bits from its parents is no longer independent
of the parents, but dictated by a complex function of both parents.

To account for this, we appeal to the information percolation

framework developed by Lubetzky and Sly [13] in the context of
Glauber dynamics for the Ising model. This framework suggests
that we keep track of a “dependence cluster" going back in time,
which records the neighboring spins that have in�uenced each spin
in our current con�guration. In the linear setting of [13], it can be
shown (under a similar high-temperature assumption to ours) that
this cluster is dominated by a subcritical branching process and
thus will die out with large probability: the equilibrium correlations
are then implicitly encoded by the history of this process. The time
until the process dies out gives a bound on the mixing time.

In our nonlinear setting, the dependence clusters are no longer
describable in terms of a simple branching process, but rather by a
new type of process that combines branching with fragmentation, a
process we refer to as “fragmentation plus noise." The �rst main in-
gredient of our analysis is the precise construction of such a process
and the proof that it encodes the dependence structure of the nonlin-
ear dynamics. The second main ingredient is the proof that, under
the high-temperature assumption maxG*+

∑
~*+ |�G~ | f X0, the

fragmentation plus noise process is subcritical and therefore dies
out with large probability on a suitable time scale. To establish this
latter fact, we introduce a non-standard form of “high-temperature
expansion" for the dependence structure obtained by a coupling
with non-uniform Erdős-Rényi random graphs. We refer the reader
to Section 3 for a more technical high-level description of these
ideas.

1.2 Related Work

Due to space constraints, we refer the reader to the full version of
the paper [5] for a detailed account of related work, including more
background on mass action kinetics, the Boltzmann equation, and
other classes of nonlinear Monte Carlo processes.

1.3 Organization of the Paper

In Section 2 we formally de�ne both of our nonlinear dynamics
and establish some of their basic properties, including a proof of
our convergence result, Theorem 1.1. In Section 3 we analyze the
convergence rate for the nonlinear block dynamics, culminating
in a proof of Theorem 1.3; prior to embarking on the details, we
provide in Section 3.1 a more technical, high-level sketch of our
approach. In Section 4 we apply a similar approach, though substan-
tially di�erent in detail, to analyze the nonlinear Glauber dynamics
and prove Theorem 1.2. We conclude with some additional observa-
tions, extensions and open problems in Section 5. In light of space
constraints, we defer many proofs and technical details to the full
version [5].

2 PRELIMINARIES

2.1 The Ising Model

We recall from the introduction the de�nition (1.3) of the Ising
model via its Gibbs distribution `J,h. Note that we allow arbitrary
edge-dependent interactions J = {�G~}G,~*+ and arbitrary external

�elds h = {ℎG }G*+ . When all the external �elds are zero we write
simply `J. We identify the set of vertices (or sites) + with [=], and

denote the set of spin con�gurations by « = {±1}[=] .

Remark 2.1. For simplicity we have taken a model with no bound-

ary conditions. However, there is no di�culty in extending our results

to the case of a Gibbs measure with arbitrary boundary conditions, i.e.,

when the spins in some subset +0 ¦ + are pinned to given values ±1.

This generalization is achieved by taking limits ℎG ³ ±> for all

G * +0 that are pinned to the values ±1, respectively.

2.2 The Nonlinear Dynamics

Let P(«) denote the set of probability measures on «. We de�ne
the nonlinear (mass action) dynamics as the dynamical system ? §³

)C (?), where )0 (?) = ? * P(«) is the initial distribution, )C (?) *
P(«) is the distribution after C steps, and)C (?) = )C21 (?) ç)C21 (?).
Here one step of the dynamics is de�ned, as in equation (1.1) of the
introduction, by

? §³ ? ç ? :=
∑

f,f 2,g 2

? (f)? (f2)Q(f, f2 ; g, g 2), (2.1)

where, for each f, f2 * «, Q(f, f2 ; ·, ·) * P(«×«) is a probability
measure satisfying the reversibility condition

` (f)` (f2)Q(f, f2 ; g, g 2) = ` (g)` (g 2)Q(g, g 2 ; f, f2), "f, f2, g, g 2,

(2.2)
for some ` * P(«) with ` > 0. It will be convenient later to
write (2.1) in the equivalent form

? §³ ? ç ? :=
∑

f,f 2

? (f)? (f2)& (· | f, f2), (2.3)

where, for �xed f, f2 * «, the distribution & (· | f, f2) * P(«) is
de�ned by

& (g | f, f2) :=
∑

g 2*«

Q(f, f2 ; g, g 2) . (2.4)

In this paper we take ` = `J,h as the Isingmeasure (1.3) and consider
two natural choices of the kernel Q that satisfy (2.2), which we now
describe.

2.2.1 Nonlinear Block Dynamics. The �rst model, which we refer
to as the nonlinear block dynamics, corresponds to interactions in
which a pair of con�gurations (f, f2) exchange their spins at an
arbitrary, randomly chosen subset � ¦ [=] of sites, i.e.,

(f, f2) §³ (f�f
2
�2 , f

2
�
f�2 ), (2.5)

where f�f
2
�2 denotes the element of « with entries fG for G * �

and f2G for G * �
2
= [=] \ �. Here, to ensure reversibility, the set

� is chosen with probability proportional to ` (f�f
2
�2 )` (f

2
�
f�2 ).

Thus the associated kernel is de�ned as

QJ (f, f
2 ; g, g 2) =

∑
�¦+ ` (f�f

2
�2 )` (f

2
�
f�2 )1g=f�f 2

�2
1g 2=f 2

�
f�2∑

�¦+ ` (f�f
2
�2 )` (f

2
�
f�2 )

.

(2.6)
Note that transitions of the form (2.5) can only produce pairs (g, g 2)
that belong to the equivalence class

C(f, f2) =
{
(f�f

2
�2 , f

2
�
f�2 ), � ¦ +

}
.

Thus the kernel (2.6) de�nes a (linear) Markov chain on the pair
space « × « that is in general not irreducible, and whose commu-
nicating classes are precisely C(f, f2). Note also that the kernel QJ
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depends on ` = `J,h only through the interaction J and is insensi-
tive to the choice of �elds h. Indeed, once f, f2 are given, then for
any (g, g 2) * C(f, f2) and ([, [2) * C(f, f2) one has

`J,h (g)`J,h (g
2)

`J,h ([)`J,h ([
2)

=
`J,h2 (g)`J,h2 (g

2)

`J,h2 ([)`J,h2 ([
2)
, " h, h2 * R= .

Thus, w.l.o.g., we may take h = 0, and ` = `J = `J,0, in the de�nition
of the kernel (2.6). The kernel QJ in (2.6) is an example of a so-called
“folding" transformation [21].

Observe that, for all h * R= , the reversibility condition (2.2)
holds in the form

`J,h (f)`J,h (f
2)QJ (f, f

2 ; g, g 2) = `J,h (g)`J,h (g
2)QJ (g, g

2 ; f, f2),

(2.7)
for all f, f2, g, g 2 * «. Thus, for a �xed interaction J, the kernel
QJ is reversible w.r.t. all measures {`J,h, h * R=}. In particular, all
these measures are stationary for the dynamics (2.1), i.e.,

`J,h ç `J,h = `J,h , " h * R=, (2.8)

as can be easily checked from reversibility.
We note that in the case J = 0, the nonlinear block dynamics

reduces to the uniform crossover model from population genetics
[3, 17]. In this case, the stationary distributions `J,h are just product
measures over spins with marginals determined by h.

2.2.2 Nonlinear Glauber Dynamics. In our second model, the con-
�gurations f, f2 exchange their spins at a single randomly chosen
site G * [=], i.e.,

(f, f2) §³ (fGf
2
[=]\{G } , f

2
Gf[=]\{G } ) .

By analogy with the familiar Glauber dynamics (a Markov chain
that updates the spin at one site in each step), we refer to this as
the nonlinear Glauber dynamics. As usual, to ensure reversibility
w.r.t. `J,h, we need to perform such an exchange with an appropriate
probability UG (f, f

2). Speci�cally, we use the generic dynamics (2.1)
with the kernel

QJ (f, f
2 ; g, g 2) =

1

=

∑

G*+

QJ,G (f, f
2 ; g, g 2), (2.9)

where

QJ,G (f, f
2 ; g, g 2) := UG (f, f

2)1g=fGf 2
[=]\{G }

1g 2=f 2
Gf [=]\{G }

+ (1 2 UG (f, f
2))1g=f1g 2=f 2 ,

and

UG (f, f
2) :=

` (fGf
2
[=]\{G }

)` (f2Gf[=]\{G } )

` (fGf
2
[=]\{G }

)` (f2Gf[=]\{G } ) + ` (f)` (f
2)
.

Once again, the Markov chain on pairs « ×« de�ned by the kernel
(2.9) is not irreducible, and the kernel QJ depends on ` = `J,h
only through the interaction J. As in (2.7)-(2.8), reversibility and
stationarity of all measures `J,h can be easily checked.

2.3 Conservation Laws

In both dynamics de�ned above, the map ? §³ ? ç ? conserves
the marginal probabilities of spins at every vertex, i.e., for every
G * [=], and for any ? * P(«), one has

(? ç ?)G = ?G , (2.10)

where ?G (0) := ? (fG = 0), 0 * {21, 1}, denotes the marginal of ?
at G . It is convenient to state the following stronger property. Let us
de�ne the commutative convolution product of two distributions
?, @ * P(«) by

? ç @ :=
1

2

∑

f,f 2

(
? (f)@(f2) + ? (f2)@(f)

)
& (· | f, f2), (2.11)

where & is de�ned by (2.4) and (2.6) for the nonlinear block dy-
namics and by (2.4) and (2.9) for the nonlinear Glauber dynamics,
respectively. Note that the notation (2.11) is consistent with (2.3).

Lemma 2.2. Both of the above dynamics satisfy

(? ç @)G =
1
2 (?G + @G ).

In particular, the conservation law (2.10) holds.

The proof, which is deferred to the full version, follows easily from
the fact that, in both dynamics, spins are simply exchanged between
f, f2, as well as from the symmetry of QJ w.r.t. f, f

2.

2.4 The Derivation Tree and Fragmentation

Throughout the paper, the following view of the nonlinear dynamics
will be central. By de�nition,)C (?) is the result of repeated pairwise
interactions and can be represented as the distribution at the root
of a binary “derivation" tree, where each leaf is equipped with the
distribution ? * P(«), and recursively, starting from the leaves,
each internal node is assigned the distribution ?1 ç ?2 where ?1, ?2
represent the distributions assigned to the left and right descendants
of that node; see Figure 1 for a schematic picture of the case C = 2.

?1 ?2 ?3 ?4

?1ç?2 ?3ç?4

(?1ç?2 )ç(?3ç?4 )

Figure 1: Graphical representation of the distribution (?1 ç ?2 ) ç

(?3 ç ?4 ) at time C = 2 when each leaf 8 = 1, . . . , 4 is equipped with

distribution ?8 . When ?8 = ? "8, the distribution at the root is)2 (? ) .

We focus now on the simple case J = 0, i.e., no correlations be-
tween spins. Under block dynamics, the con�guration g at the root
of the tree (at time C ) is constructed according to the random parti-
tion (�,�2 ) of+ , which is equivalent to drawing each spin gG from

the con�guration at the left or right child node with probability 1
2 ,

independently for each site G * + . Continuing down the tree in the
same fashion, we see that each spin at the root is drawn from one
of the 2C leaves (at time 0), independently and uniformly at random.
Thus this process induces a partition of the sites + into 2C disjoint
subsets (some of which may be empty), where the ℓth subset con-
sists of those sites that draw their spin from the con�guration at
leaf ℓ .

Now let A denote the event that none of the 2C subsets in this
partition contains more than one site; equivalently, each spin in g is
drawn from a distinct leaf. We call A the “complete fragmentation"
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event. Note that, conditional on A, the distribution of the con�g-
uration g at the root is just the product c := ·G*+ ?G , since there
are no remaining correlations between spins. Hence we may write

)C (?) = a (A) c + a (A2 ) @(C), (2.12)

for some other distribution @(C), where a denotes the uniform dis-
tribution over all 2C 2 1 independent random subsets � occurring
in the tree.

We can use (2.12) to obtain an upper bound on the convergence
time for the nonlinear block dynamics when J = 0, as was done
in [17]. First, we claim that a (A2 ) f

(=
2

)
22C . To see this, note that

for any given pair of distinct sites G,~ * + , the probability that G,~
are not separated after C levels of the successive partitioning process
is 22C , and then take a union bound over pairs. Hence by (2.12),

taking C = $ (log(=/Y)) ensures that ')̃C (?) 2 c 'TV f Y, so the
convergence time is $ (log(=/Y)).

For the nonlinear Glauber dynamics with J = 0 a similar analysis
applies, except that now each node in the tree chooses one random
spin from the left child and the remainder from the right child. The
complete fragmentation eventA now corresponds to isolating each
of the = bits in this process, which is just a coupon-collecting event

for = = |+ | coupons. Thus we have a (A2 ) f =(1 2 1
= )

C f =42C/=

(where now a denotes the uniform distribution over all 2C 2 1

independent choices of random spins occurring in the tree), which
by (2.12) implies a convergence time of $ (= log(=/Y)).

When J b 0, so that correlations are present, it is no longer possi-
ble to reduce the analysis of convergence to the fragmentation event,
because in the stationary distribution spins are not independent.
Thus to prove Theorems 1.2 and 1.3 we will need to augment the
simple derivation process above to obtain a more complex process
that we call “fragmentation with noise" (see Sections 3 and 4).

2.5 Convergence to Stationarity

In this subsection we prove convergence of both nonlinear dynam-
ics to the stationary distribution `J,h, as claimed in Theorem 1.1.

As we have seen, reversibility implies that, for a �xed interaction
matrix J, the Ising measures `J,h de�ned in (1.3) are all stationary,
regardless of the choice of h. In fact, these are the only stationary
distributions, as proved in [4]:

Lemma 2.3. [4, Lemma 3.2] For both the above dynamics, for any

�xed interaction matrix J, a distribution ` * P(«) is stationary for

(2.3) if and only if ` has the form (1.3) for some choice of the �elds h.

We now state a general convergence criterion for reversible mass
action dynamics, based on the notion of irreducibility.

Definition 2.4. We say that an initial distribution ? * P(«) is

irreducible for a given mass action system with kernel Q if there exist

Y > 0 and C0 such that )C (?) (g) g Y for all C g C0 and all g * «.

Thus irreducibility says that the trajectory of the dynamics starting
from ? eventually remains bounded away from the boundary of
the simplex.

Theorem 2.5. Suppose the kernel Q is reversible w.r.t. some distri-

bution ` > 0 and has non-zero diagonals (i.e., Q(f, f2;f, f2) > 0 for

all f, f2). Then for any initial distribution ? that is irreducible, the

general nonlinear dynamics de�ned in (1.1) satis�es )C (?) ³ a as

C ³ >, where a > 0 is stationary.

A continuous time version of this convergence criterion is al-
ready known in the reaction networks literature [19] for the wider
class of “complex balanced" mass action systems. In the full version
of this paper [5], we present a self-contained proof in discrete time
for complex balanced systems. The key idea in the proof is to show
that the relative entropy D()C (?)'a) w.r.t. any stationary a > 0 is
monotonically strictly decreasing unless ? is stationary. Moreover,
by standard compactness and continuity arguments, any trajectory
has a convergent subsequence whose limit a is stationary; and, by
irreducibility, it must be the case that a > 0. Finally, we can deduce
that D()C (?)'a) ³ D(a 'a) = 0, giving the required convergence.

In light of Theorem 2.5, to prove convergence it su�ces to prove
that our particular mass action systems are irreducible.

We say that a measure ? * P(«) has nondegenerate marginals if
there exists X > 0 such that

min
G*+

min
0*{21,+1}

?G (0) g X > 0. (2.13)

In what follows we shall assume that the initial distribution ? satis-
�es this condition. This is actually no loss of generality since one
can restrict to the nondegenerate spins and consider the degenerate
spins as a �xed boundary condition, or pinning; see Remark 2.1.

Lemma 2.6. For any Ising interaction matrix J, any initial distribu-

tion ? * P(«) with nondegenerate marginals is irreducible for both

the nonlinear block dynamics and the nonlinear Glauber dynamics.

We defer the proof of this lemma to the full version. The main
idea of the proof is that every interaction can be decomposed as a
convex combination of a pure product kernel (in which spins are
exchanged between input con�gurations f, f2 independently, i.e.,
according to the J = 0 dynamics) and some other more complex
kernel. Crucially, by virture of the fragmentation analysis in (2.12),
and using (2.13), the product kernel eventually gives rise to a uni-
formly positive distribution, and this property is preserved over all
future times.

We note that Theorem 1.1 provides no quantitative estimate at
all on the rate of convergence to stationarity. In particular, there is
no explicit dependence on the size of the system =. In analogy with
the mixing time analysis for linear Markov chains, in the remainder
of the paper we will study the rate of convergence to equilibrium
under the assumption that the interactions in J are su�ciently weak
(usually referred to as the “high temperature" regime).

3 THE NONLINEAR BLOCK DYNAMICS

Let )C (?), C * N, denote the evolution of the initial distribution ? *

P(«) under the nonlinear block dynamics (2.6). From Theorem 1.1
we know that for any �xed interaction matrix J, and any ? * P(«),
one has the convergence )C (?) ³ `J,h as C ³ >, where h is the
unique vector of external �elds such that `J,h and the initial state
? have the same marginals at G , for all G * + . Our main result for
the nonlinear block dynamics (Theorem 1.3 in the introduction)
establishes a tight bound on the rate of convergence as a function of
the cardinality= = |+ |, under the Dobrushin-type high-temperature
condition on the interaction matrix J, namely

max
G

∑

~*+

|�G~ | f X0 , (3.1)

for an absolute constant X0 > 0.
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3.1 Main Ideas of the Proof

Before embarking on the details of the proof, we give a high level
description of the main steps. By symmetry we may rewrite the
operator (2.11) in the form

(? ç @) (g) =
∑

f,f 2

? (f)@(f2)
∑

�¦+

W (� | f, f2)1g=f�f 2
�2
,

where

W (� | f, f2) =
` (f�f

2
�2 )` (f

2
�
f�2 )

∑
�¦+ ` (f�f

2
�2 )` (f

2
�
f�2 )

. (3.2)

Thus, for each f, f2 * «, W (· | f, f2) is a probability measure over
subsets � ¦ + . It will be convenient to view the distribution
W (· | f, f2) as a spin system, i.e., a probability measure over spin con-
�gurations [ * {21, +1}= , by identifying [G = +1 with G * � and
[G = 21 with G + �. Recall that in the non-interacting case J = 0,
the distribution W (· | f, f2) does not depend on the pair (f, f2), and
is simply the product of Bernoulli measures with parameter 1/2. As
described in Section 2.4, the dynamics is then entirely governed by
the fragmentation process that starts with the set+ and recursively
splits sets of vertices uniformly at random until it reaches a collec-
tion of singletons. The simple argument given in that section then
gives a convergence time of $ (log(=/Y)); see [3, 17] for a detailed
analysis of the non-interacting case.

When there is a nontrivial interaction J b 0, this straightforward
analysis breaks down. Our proof of Theorem 1.3 is based on a cou-
pling argument that allows us to reduce the problem to the analysis
of a more general process in which the fragmentation mechanism
is perturbed by a “local growth" process arising from the correla-
tions inherent in the interactions. The main idea is that if the local
growth is su�ciently sparse, then the underlying fragmentation
dominates and eventually the memory of the initial distribution
(except for the marginals) is lost.

The �rst step in the proof is to couple the above random vari-
able [ with distribution W (· | f, f2) with a random subgraph � of
the complete graph  = having a suitable distribution a , i.e., we shall
write

W (· | f, f2) =
∑

�

a (�) W� (· | f, f2) , (3.3)

where the sum extends over all possible subgraphs � ¦  = , and
W� (· | f, f2) is a probability measure on « for each realization � .
The key features of this coupling are:

" the distribution a does not depend on the pair (f, f2);
" the distribution W� (· | f, f2) depends on the pair (f, f2) only
through the spins

f+� = {fG , G * +� } , f2+� = {f2G , G * +� },

where +� denotes the vertex set of � ; and
" under W� (· | f, f2), the random variables {[~, ~ * + \+� }

are i.i.d. Bernoulli with parameter 1/2.

Actually, it will be crucial that a can be taken to be the inhomoge-
neous Erdős-Rényi random graph with edge weights proportional
to

_G~ := 44 | �G~ | 2 1.

This ensures that, under the assumption (3.1), the graph � will
be su�ciently sparse and the size of the connected components

will satisfy good tail bounds. Note that the expression (3.3) can be
seen as a form of high-temperature expansion [8] for the measure
W (· | f, f2). However, a standard high-temperature expansion would
produce an expression of the form (3.3) with real-valued coe�cients
a (�) which depend on (f, f2), while it is crucial for our coupling
argument that a be a probability measure independent of (f, f2).

Armed with the coupling (3.3), we consider all 2C 2 1 inter-
actions in the derivation tree of Section 2.4 that produce the �-
nal distribution )C (?). For each interaction we use a realization
of the graph � and we specify a realization � of the Bernoulli
random variables with parameter 1/2 which determine [~ for
~ * + \ +� . We then compute the resulting distribution. Letting

( ®�, ®�) = (�1, �1), . . . , (�2C21, �2C21) denote the vector of all such
realizations, we may then write

)C (?) =
∑

( ®�, ®�)

â ( ®�, ®�))C (? | ®�, ®�) , (3.4)

where â is a suitable distribution over the realizations ( ®�, ®�) and

)C (? | ®�, ®�) * P(«) represents the distribution at time C conditional

on the realizations ( ®�, ®�). The important point here is that â is
independent of the initial conditions, and therefore all correlations

in the initial distribution appear only in the measures )C (? | ®�, ®�).
Moreover, the measure â can naturally be interpreted as a stochastic
process that combines fragmentation with local growth.

The second main ingredient in the proof of Theorem 1.3 is the
identi�cation of an event EC for this process, roughly represent-
ing the fact that within time C all fragments have reached their
minimum size, and such that

â (EC ) g 1 2�=2 421 C (3.5)

for some absolute constants �,1 > 0. The nature of the event EC
will be such that

)C (? | ®�, ®�) = )C (?
2 | ®�, ®�) , ( ®�, ®�) * EC (3.6)

for all ?, ?2 * P(«) which have the same marginals at every vertex
G * + . Once these facts are established, (3.4), (3.5) and (3.6) imply
that for any such ?, ?2 * P(«) one has

')C (?) 2)C (?
2)'TV f �=2 421 C .

This implies the result of Theorem 1.3 by taking ?2 = `J,h.
We now turn to proofs of the various claims sketched above.

3.2 Coupling with Inhomogeneous ErdQs-Rényi
Random Graphs

We start by observing that for every �xed f, f2 * «, there is an

interaction matrix J̃ = J̃(f, f2) such that the set of spins to be
exchanged, W (· | f, f2) from (3.2), is itself an Ising Gibbs measure `

J̃

as de�ned in (1.3).

Lemma 3.1. For any f, f2 * «, we have W (· | f, f2) = `
J̃
, i.e.,

W ([ | f, f2) ? exp
{ 1
2

∑

G,~*+

�̃G~[G[~

}
, [ * «, (3.7)

where the interaction matrix J̃ = J̃(f, f2) is given by

�̃G~ := 2�G~fGf~1G*� (f,f 2 )1~*� (f,f 2 )

and � (f, f2) := {I * + : fI b f2I }.
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The proof is an elementary calculation and is deferred.
It follows from Lemma 3.1 that for any �xed pair f, f2 * «, if [ *

« is distributed according to W (· | f, f2), then {[G , G * + \� (f, f2)}

is the Bernoulli measure with parameter 1/2 and, independently,
{fG[G , G * � (f, f2)} is the Ising measure on � (f, f2) with zero
external �elds and interaction 2J.

For our purposes, the problemwith the representation ofW (· | f, f2)
in Lemma 3.1 is that it is structurally highly dependent on the con�g-
urations f, f2 through the set � (f, f2). Our goal in this subsection
is to formulate an alternative representation, in Lemma 3.2 below,
that overcomes this problem.

Let G be the set of all subgraphs of the complete graph  = over
+ ¦ [=] with isolated vertices removed, and write P(G) for the
set of probability measures over G. Thus � * G can be viewed
as a collection of unordered pairs {G,~} for G,~ * + . Note that
� * G need not be connected and can be the empty graph (with
no vertices). We write+� , �� for the vertex and edge set of� * G,
respectively.

Lemma 3.2. Let aJ be the inhomogeneous Erdős-Rényi measure

associated with the weights _G~ = 44 | �G~ | 2 1, i.e.,

aJ (�) ?
∏

{G,~}*��

(44 | �G~ | 2 1) . (3.8)

Then

W (· | f, f2) =
∑

�*G

aJ (�) `� (· | f+� , f
2
+�

) · Be+ \+� ( 12 ) ,

where, for any � * G, `� (· | f+� , f
2
+�

) is a probability measure on

{21, +1}+� that depends on f, f2 only through the spins f+� , f
2
+�

and Be+ \+� ( 12 ) is the Bernoulli probability measure on {21, +1}+ \+� ,

which assigns independently the values ±1 with probability 1/2 to

each G * + \+� . Moreover, the probability measure `� (· | f+� , f
2
+�

)

has the product structure

`� (· | f+� , f
2
+�

) = ·:
8=1 `�8

(· | f+�8
, f2+�8

) ,

where �1, . . . ,�: are the connected components of � .

We defer the rather technical proof of this lemma to the full
version [5].

So far we have not used the weak interaction assumption (3.1),
so Lemma 3.2 holds for arbitrary coe�cients �G~ . Next, we observe
that the condition (3.1) implies a strong sparsity property of the
measure aJ in Lemma 3.2. From the de�nition (3.8), this measure is
the inhomogeneous Erdős-Rényi random graph where each edge
4 = {G,~}, G,~ * + , is included independently with probability

?G~ = 1 2 424 | �G~ | . (3.9)

In particular, using (4I 2 1)42I f I for I g 0, one has ?G~ f 4|�G~ |,
and if (3.1) holds, then for any G * + ,

aJ (+� + G) f
∑

~: ~bG

?G~ f 4X0 .

Moreover, if X0 is su�ciently small in (3.1), then for any given G * +

the size of the connected component of � at G has an exponential
tail. We make this precise in Lemma 3.6 below.

3.3 Fragmentation with Noise

We now develop the main construction behind the convergence
result in Theorem 1.3. It is based on a perturbed fragmentation
process, i.e., a process that combines the random fragmentation of
the non-interacting case (as described in Section 3.1) with some
competing noise represented by the random graphs encoding de-
pendencies.

Given a set� ¦ [=] and a random graph� * G with distribution
aJ as in Lemma 3.2, we de�ne the random set�2 as the vertex set of
the union of all connected components of� that have non-empty
intersection with �. More formally, write� = *ℓ

8=1�8 where�8 are
the connected components of � and let

� (�) =
⋃

8: +�8
+�b'

�8 .

Then we set �2
= +� (�) . We may sample �2 starting from � by a

breadth-�rst search, i.e., by revealing sequentially for each G * �

the neighborhood of G in� , then recursively the neighborhood of
each vertex revealed at the previous step, and so on until there are
no more neighbors to reveal. Clearly, �2 may contain sites that are
not in �. However, if G * � + + 2

�
then G + �2. If � \ �2

b ', for

every G * � \�2, we independently declare G to be in or out by a
fair coin �ip. We thus obtain two random sets �in and �out, such
that

�in *�out = � \�2 , �in +�out = '.

Next, for any � ¦ [=], we de�ne two sets §0 (�),§1 (�) by

§0 (�) = §1 (�) = ' , if |�| f 1 , (3.10)

and

§0 (�) = �
2 *�in , §1 (�) = �

2 *�out , if |�| g 2 . (3.11)

Definition 3.3. The fragmentation plus noise process FC , C =
0, 1, . . . is the random process de�ned as follows. For each C * N,

FC consists of 2C labeled fragments, i.e., (possibly empty) subsets

�
(C )
1 , . . . , �

(C )
2C

, �
(C )
8 ¦ [=], obtained by repeated application of the

following rule. At time zero we have F0 = [=], i.e., �
(0)
1 = [=]. At time

C * N, if FC21 = (�
(C21)
1 , . . . , �

(C21)

2C21
), then for each 8 independently,

we replace �
(C21)
8 by (§0 (�

(C21)
8 ),§1 (�

(C21)
8 )) where §0,§1 are the

random maps de�ned by (3.10)-(3.11), so that

FC = (�
(C )
1 , . . . , �

(C )
2C

)

= (§0 (�
(C21)
1 ),§1 (�

(C21)
1 ), . . . ,§0 (�

(C21)

2C21
),§1 (�

(C21)

2C21
)) .

We say that the process dies out if there is a time C such that all

fragments are empty, i.e., �
(C )
8 = ' for all 8 = 1, . . . , 2C . With slight

abuse of notation, we write FC = ' for the latter event.

Remark 3.4. In the non-interacting case J = 0 one has ?G~ = 0

for all {G,~}, and thus �2
= ', §0 (�) = �in,§1 (�) = �out and

� §³ (§0 (�),§1 (�)) is one step of a pure fragmentation process,

where the set � is partitioned into two subsets using independent

fair coin �ips for each vertex. In this case �
(C )
8 + �

(C )
9 = ' for all

8, 9 = 1, . . . , 2C and for all C * N. In particular, it is not hard to see

that in this case

P(FC b ') f =(= 2 1) 22C , C = 1, 2, . . . (3.12)
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Indeed, by construction FC b ' implies that there exist two vertices

G,~ * [=] that belong to the same fragment up to time C 2 1. Thus

(3.12) follows as in the analysis in Section 2.4. In the interacting case,

there is a �rst stage where the set � grows according to the local

branching at every G * �, and the fragmentation occurs only on those

vertices that have an empty neighborhood in � . Our main technical

result below establishes that the fragmentation plus noise process also

satis�es a bound of the form (3.12), with a slightly weaker exponential
decay rate, provided (3.1) holds for a suitably small X0 > 0.

Lemma 3.5. For any X * (0, 1), there exists X0 > 0, and a constant

�X > 0 such that if (3.1) holds with constant X0 then

P(FC b ') f =2�X (2 2 X)2C , C = 1, 2, . . .

Proof. The event FC b ' implies that there exists a fragment

�
(C21)
8 at time C 2 1 that has cardinality |�

(C21)
8 | g 2. Indeed, by

construction, if all fragments have size at most 1 at time C 2 1, then
FC = '; see (3.10). Since there are 2C21 fragments at time C 2 1, and

since all the �
(C21)
8 have the same distribution, by a union bound it

su�ces to show that for any X * (0, 1),

P( |�
(C21)
1 | g 2) f =2�X (4 2 X)2C , C = 1, 2, . . . , (3.13)

provided (3.1) holds with a su�ciently small X0 > 0. To prove (3.13)
we shall use a stochastic domination argument that bounds the

evolution of the fragment �
(C21)
1 , C g 1 by means of independent

labeled branching processes.

Consider = independent processes - ~ := {-
~
ℓ , ℓ = 0, 1, . . . },

~ * [=], such that for each ~ * [=], - ~ is the labeled branching

process with-
~
0 = {~} and such that, at time C * N, each individual

with label G in the (C 2 1)-th generation independently gives birth
to the set of individuals* ¦ [=] with o�spring distribution

`G (* ) =

{
1
2 (1 2 dG ) * = ' or * = {G};
∑
�*G aJ (�) 1� (G )=* |* | g 2,

(3.14)

where � (G) denotes the connected component of � containing G
and, for any G * [=],

dG := 1 2
∏

I*[=]\{G }

(1 2 ?GI) =
∑

�*G

aJ (�) 1� (G )b'

is the probability that G has a non-empty neighborhood in the
random graph de�ned by (3.9). Notice that by de�nition either
� (G) is empty or |� (G) | g 2, and therefore (3.14), for any G * [=],
de�nes a probability measure on subsets of [=]: a sample * from
`G is obtained by �rst sampling the neighborhood � (G) from aJ; if
|� (G) | g 2 then we set * = � (G); if � (G) = ' then we �ip a fair
coin and set* = ' if heads and* = {G} if tails.

Let # ~ (C) denote the size of the whole population of the labeled
branching process - ~ at time C 2 1, i.e., the total number of indi-
viduals generated up to time C 2 1. The proof of Lemma 3.5 is based
on the following bound on the exponential moment of the random
variable # ~ (C), whose proof is deferred to the full version of the
paper.

Lemma 3.6. For all 0 * (0, 1), there exists X0 > 0 and �0 > 0 such

that if (3.1) holds with constant X0 then, for all ~ * [=] and all C * N,

E[20#
~ (C ) ] f �0 .

Now denote by -
~
ℓ the set of all individuals generated at the ℓ-th

step, i.e., the ℓ-th generation of the process - ~ , and let |-
~
ℓ | denote

its cardinality. With this notation, an inspection of the de�nition of

the fragmentation plus noise process shows that �
(C21)
1 is stochas-

tically dominated by the union of the - ~ ’s, i.e., {�
(ℓ21)
1 , ℓ * N}

and the independent processes {- ~, ~ * [=]} can be coupled so
that, for any ℓ = 1, 2, . . . ,

|�
(ℓ21)
1 | f

∑

~*[=]

|-
~
ℓ21 | . (3.15)

The main observation at this point is that the event |�
(C21)
1 | g 2, by

the de�nition of fragmentation plus noise, implies that |�
(ℓ21)
1 | g 2

for all 1 f ℓ f C , which by the domination (3.15) implies that at all
times 1 f ℓ f C 2 1 one has∑

~*[=]

|-
~
ℓ | g 2.

For this to happen there must be two processes - ~, -I and a
time B < C such that both - ~, -I are alive up to time B and such
that - ~ has at least two individuals in each generation from time
B + 1 to time C 2 1. For example, taking B = C 2 1, this includes the
case where both- ~, -I are alive up to time C 21, while taking B = 0

it includes the case where all processes die at the �rst time step,

except for - ~ which has |-
~
ℓ | g 2 for all 1 f ℓ f C 2 1. We refer to

Figure 2 for an illustrative example.

~ I

Figure 2: Illustration of the event in (3.16). The dashed line repre-

sents a time B up to which both processes- ~ and-I have cardinality

at least 1 and after which the process - ~ has cardinality at least 2.

Using the independence of - ~, -I and the union bound, one has
the estimate

P( |�
(C21)
1 | g 2) (3.16)

f
∑

~,I*[=]

C21∑

B=0

P
(
|-

~
ℓ | g 1 , " 0 f ℓ f B , |-

~
ℓ | g 2 , "B < ℓ < C

)

× P
(
|-I

ℓ | g 1 , " 0 f ℓ f B
)
.

Letting # ~ (C) denote the size of the whole population of - ~ up to
time C 2 1, one has

# ~ (C) =

C∑

ℓ=1

|-
~
ℓ21 | = 1 +

C21∑

ℓ=1

|-
~
ℓ |.

We note that for any B g 0, the event {|-
~
ℓ | g 1 , " 0 f ℓ f B}

implies # ~ (B + 1) g B + 1, and the events {|-
~
ℓ | g 1 , " 0 f ℓ f B}
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and {|-
~
ℓ | g 2 , "B < ℓ < C} together imply

# ~ (C) g 2(C 2 B 2 1) + B + 1 = 2C 2 B 2 1.

Therefore, for any �xed 0 * (0, 1), from Lemma 3.6 and Markov’s
inequality, we obtain that each term in the sum in (3.16) is bounded
by �2

0 2
220C . In conclusion, we deduce that

P( |�
(C21)
1 | g 2) f =2C �2

0 2
220C .

Since 0 can be taken arbitrarily close to 1, this proves the desired
estimate (3.13) by taking C2220C f (4 2 X)2C for all C large enough
and adjusting the value of the constant �X in order to cover all
values of C * N. This completes the proof of Lemma 3.5. ¥

3.4 Proof of Theorem 1.3

We now have the tools to conclude the proof of Theorem 1.3, our
main result for nonlinear block dynamics. Recall the construction
of )C (?) in terms of the binary derivation treein Section 2.4.

By the invariance property (2.8), the target measure `J,h can be
obtained at the root by taking the distribution `J,h on each leaf.
Thus, Theorem 1.3 says that when each leaf is given a distribution ?
with the same marginals as `J,h, the two distributions)C (?) and `J,h
can be coupled with an error at most �=2422C for any C . We shall
actually prove the following stronger result. Let ®? = (?1, . . . , ?2C )

and ®@ = (@1, . . . , @2C ) be arbitrary vectors of distributions in P(«)

whose marginals on fG at all sites G agree, i.e., ?8 , @8 * P(«) satisfy

(?8 )G = (? 9 )G = (@8 )G = (@ 9 )G , 8, 9 = 1, . . . , 2C , G * + . (3.17)

Let )C ( ®?) (resp., )C ( ®@)) denote the distribution at the root of the
binary tree of depth C , where the leaf labeled 8 = 1, . . . , 2C is equipped
with the distribution ?8 (resp., @8 ); recall Figure 1 for the case C = 2.

Theorem 3.7. There exist absolute constants X0 > 0, 2 > 0 and

� > 0 such that, if (3.1) holds with constant X0 then for any choice of

initial distributions ®?, ®@ as in (3.17),

')C ( ®?) 2)C ( ®@)'TV f �=2422 C , C * N. (3.18)

Clearly, Theorem 3.7 implies Theorem 1.3 since we may take
?8 c ? * P(«) and @8 c `J,h, where the external �elds h are chosen
in such a way that ? and `J,h have the same marginals.

We shall prove Theorem 3.7 by analyzing the interaction history
backwards in time, i.e., from the root to the leaves. This is remi-
niscent of the coupling from the past approach for linear Markov
chains [16], and to some extent our proof is inspired by ideas that
have been developed in that context. In particular, our proof is
related to the information percolation framework developed by
Lubetzky and Sly in [13].

Each internal node of the tree is associated with an interaction.
For each such interaction we reveal the realization of the graph �
and of the Bernoulli variables � in+ \+� that are used in sampling
the random set � with distribution W (· | f, f2); see Lemma 3.2. In
this way, starting from the root, we have a pair (�, �), � * G and
a subset � ¦ + \ +� is identi�ed with the set where [G = +1 for
G * + \+� . Suppose the descendants of the root have distributions
? and @ respectively, as in Figure 3. Then, according to Lemma 3.2,
the distribution at the root is given by

? ç @ =

∑

(�,�)

a (�, �)) (?, @ |�, �) ,

where a (�, �) = 22|+ \+� |aJ (�), and, for every realization (�, �),
) (?, @ |�, �) * P(«) is the distribution

) (?, @ |�, �) (g) = (3.19)
∑

f,f 2

? (f)@(f2)
∑

[+�

`� ([+� | f+� , f
2
+�

) 1g>(f,f 2,[+� ,�) .

Here, for g * «, the notation g > (f, f2, [+� , �) is shorthand for

g > (f, f2, [+� , �) õ

{
gG = fG , G * + : [G = +1

gG = f2G , G * + : [G = 21
(3.20)

with the understanding that the value of [ on + \+� is speci�ed
by � ¦ + \+� , i.e., [~ = +1 for ~ * � and [~ = 21 for ~ + �.

For every� * G, `� (· | f+� , f
2
+�

) depends on (f, f2) only through

(f+� , f
2
+�

), and for every [+� * {21, 1}+� , g * {21, 1}= and

� ¦ + \+� , the condition (3.20) depends on (f, f2) only through

{fG , G * +� * �} , {f2G , G * +� * ((+ \+� ) \ �)} .

Therefore, to compute the distribution ) (?, @ |�, �) we only need
the marginals ?+�*� and @+�*�2 , where �2 = (+ \+� ) \ �. Note
that we may identity +� * � with the set §0 ( [=]) and +� * �2

with the set §1 ( [=]), where §0,§1 are the maps de�ned in (3.11).
Indeed, by de�nition of the measure aJ, these random sets have
the same distribution since, when � = [=], +� is equivalent to
�2 and � is equivalent to �in. One way to rephrase this is to say
that, as far as the distribution ) (?, @ |�, �) is concerned, the only
relevant information about the distribution ? is contained in the set
§0 ( [=]) and the only relevant information about the distribution @
is contained in the set §1 ( [=]).

?2 @2 ?22 @22

?2ç@2
(� 2,�2 )

?22ç@22
(� 22,�22 )

? ç@ (�,�)

Figure 3: Graphical representation of the distribution at the

root, when C = 2 and the leaves are equipped with distributions

?2, @2, ?22, @22. Each internal node is equipped with a realization of the

random pair (�, �) , where� * G and � ¦ + \+� .

Next, we move one step backwards in time and consider the
interaction which produced the distribution ? from the previous
computation. Suppose that ?2, @2 are the distributions at the two
descendants of ? respectively, so that ? = ?2 ç@2, as in Figure 3. Sup-
pose we revealed the realization (� 2, �2) of the graph and Bernoulli
variables associated with this interaction. Note that we can use
the same expressions (3.19)-(3.20) to compute) (?2, @2 |� 2, �2), pro-
vided we replace (?, @) by (?2, @2) and (�, �) by (� 2, �2). However,
the key point is that we now only need the marginal of ? on the
set §0 ( [=]), and therefore when we compute ) (?2, @2 |� 2, �2) (g)

as above we can sum away all g~ , ~ + §0 ( [=]) so that the indicator
function (3.20) is relevant only for sites G * §0 ( [=]), and the dis-
tribution of [G , G * +� 2 +§0 ( [=]), under `� 2 (· | f+� 2 , f

2
+� 2

) is only

in�uenced by the spins f~, f
2
~ for~ * � 2 (§0 ( [=])), where we recall

that� 2 (�) is the union of all connected components of� 2 that have
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nonempty intersection with a set�. The latter property is a key con-
sequence of the product structure of the measure `� 2 (· | f+� 2 , f

2
+� 2

),

see Lemma 3.2. Hence we can neglect all connected components
of � 2 that do not intersect §0 ( [=]) and we can discard the infor-
mation about all Bernoulli variables at sites ~ * + \+� 2 such that
~ + §0 ( [=]). A close inspection of our de�nition of the maps §0 and
§1 then reveals that the only information about the distributions
?2, @2 that is needed to compute) (?2, @2 |� 2, �2) is contained in the
marginals ?2

§0 (§0 ( [=] ) )
and @2

§1 (§0 ( [=] ) )
.

Similarly, considering the interaction which produced the distri-
bution @ = ?22 ç@22 (see Figure 3), we may �x a realization (� 22, �22)

of the graph and Bernoulli variables and, repeating the above rea-
soning, one has that the only information about the distributions
?22, @22 that is needed to compute) (?22, @22 |� 22, �22) is contained in
the marginals ?22

§0 (§1 ( [=] ) )
and @22

§1 (§1 ( [=] ) )
. Thus after two steps

of the evolution, conditional on the realizations of the variables
(�, �), (� 2, �2), (� 22, �22), we have obtained a probability measure
at the root depending only on (�, �), (� 2, �2), (� 22, �22)

?2
§0 (§0 ( [=] ) ) )

, @2
§1 (§0 ( [=] ) )

, ?22
§0 (§1 ( [=] ) )

, @22
§1 (§1 ( [=] ) )

.

Equivalently, using the notation introduced in De�nition 3.3, after
two steps we have that correlations of the initial distributions at
the leaves are entirely contained in the fragments

F2 = (�
(2)
1 , �

(2)
2 , �

(2)
3 , �

(2)
4 )

= (§0 (§0 ( [=])),§1 (§0 ( [=])),§0 (§1 ( [=])),§1 (§1 ( [=]))) .

Example 3.8. Consider the following simple example with = = 4.

Suppose � = {{1, 2}}, i.e., � consists of the single edge {1, 2} and

suppose that � = ', i.e., both 3 and 4 are out. This gives �
(1)
1 =

§0 ( [=]) = {1, 2}, �
(1)
2 = §1 ( [=]) = {1, 2, 3, 4}. Suppose also that

� 2
= {{3, 4}}, and �2 = {1}. Thus �

(2)
1 = {1}, and �

(2)
2 = {2}.

Suppose �nally that � 22
= ', �22 = {1, 2}. Then �

(2)
3 = {1, 2}, and

�
(2)
4 = {3, 4}. Thus, one has the following fragmentation after two

steps
F0 = {1, 2, 3, 4} ,

F1 = ({1, 2}, {1, 2, 3, 4}) ,

F2 = ({1}, {2}, {1, 2}, {3, 4}).

Note that in this example, conditional on the given realizations of the

variables (�, �), (� 2, �2), and (� 22, �22), the distribution ? ç @ at the

root in Figure 3 can be computed only using the marginals

(?2){1} , (@
2){2} , (?

22){1,2} , (@
22){3,4}

of the input distributions ?2, @2, ?22, @22.

Repeating the above procedure one has that, after C steps, con-
ditional on the realizations of all graphs and Bernoulli variables
involved in all 2C 21 interactions, the only information needed from
leaf 8 is contained in the marginal of the distribution at that leaf on

the fragment �
(C )
8 , for each 8 = 1, . . . , 2C , as de�ned in De�nition

3.3. The crucial observation is that, as soon as a fragment becomes
either empty or contains one site only, then the information carried
by the corresponding leaf is irrelevant. Indeed, if it is empty this
is obvious, while if it contains one site only then the marginal at
that site is irrelevant since all marginals are �xed. This explains
why we introduced the killing step (3.10) in our de�nition of the

fragmentation plus noise process FC , which in turn is crucial to the
probability of extinction we are able to establish in Lemma 3.5.

The above discussion shows that, if we denote by

( ®�, ®�) = (� (1) , � (1) , . . . ,� (2C21) , � (2C21) )

the vector of realizations of the random graphs and Bernoulli vari-
ables involved in each interaction at the 2C 2 1 internal nodes of
the binary tree of depth C , one can write

)C ( ®?) =
∑

( ®�, ®�)

â ( ®�, ®�))C ( ®? | ®�, ®�)

where

â ( ®�, ®�) =

2C21∏

8=1

aJ (�
(8 ) ) 22|+ \+

� (8 ) | (3.21)

is the distribution of the random graphs and Bernoulli variables,

while )C ( ®? | ®�, ®�) is some probability measure that may depend on

( ®�, ®�) and on ®? = (?1, . . . , ?2C ) in a complicated way but has the
property that its dependence on the distribution ?8 from the 8-th

leaf occurs only through the marginal of ?8 on the fragment �
(C )
8 .

In particular, if FC = ', i.e., �
(C )
8 = ' for all 8 , then )C ( ®? | ®�, ®�) =

)C ( ®@ | ®�, ®�). Thus we have

')C ( ®?) 2)C ( ®@)'TV f
∑

( ®�, ®�)+{FC='}

â ( ®�, ®�) .

Next, we note that
∑

( ®�, ®�)+{FC='}

â ( ®�, ®�) = P(FC b ') , C * N , (3.22)

where the latter is the probability estimated in Lemma 3.5. Indeed,
(3.22) is a consequence of our de�nition of the fragmentation plus
noise process: we have already observed that each step of the frag-
mentation

�
(C21)
8 2³ (§0 (�

(C21)
8 ),§1 (�

(C21)
8 ))

is produced with the correct distribution, and the product structure

(3.21) of the measure â ( ®�, ®�) guarantees that all such steps are
performed independently. From Lemma 3.5 we thus conclude that,
for any X * (0, 1), there exists a constant X0 > 0 in (3.1), and a
constant �X > 0 such that

')C ( ®?) 2)C ( ®@)'TV f =2�X (2 2 X)2C , C = 1, 2, . . .

This implies (3.18) (and in fact shows that we can take the constant
2 as close as we wish to log 2 provided X0 is taken suitably small).
This ends the proof of Theorem 3.7 and thus also of Theorem 1.3. ¥

4 NONLINEAR GLAUBER DYNAMICS

In this section we prove Theorem 1.2, a $ (= log=) bound on the
convergence time for the nonlinear Glauber dynamics. The proof
follows a similar overall strategy to that of Theorem 1.3, but with
some signi�cant technical di�erences. Due to lack of space, we defer
the proof to the full version and list here only the main di�erences.

First, the coupling of the spin exchange process with inhomoge-
neous Erdös-Rényi graphs in Section 3.2 is replaced by a coupling
with inhomogeneous random star graphs centered at a site G . This
re�ects the fact that only a single spin is updated at each step, so
the dependencies in the dynamics are restricted to its neighbors.
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Second, in the single-site dynamics, the fragmentation event
becomes the event that every site is hit at least once (i.e., all spins
have been updated), which is just coupon collecting. Thus the
“fragmentation with noise" process of Section 3.3 is replaced by
“coupon collecting with noise", where the noise again models the
growth of dependencies, governed now by the random star graphs.

Finally, as in Section 3, if (3.1) holds with su�ciently small X0,
the resulting branching process can be shown to be subcritical. The
proof of this fact is again quite technical and involves a detour into
continuous time branching processes.

5 REMARKS AND OPEN QUESTIONS

We conclude by brie�y mentioning some interesting directions for
further research, along with some additional observations.

(1) Can we prove exponential decay (even with an exponentially
bad dependence on =) for the nonlinear Ising dynamics for arbitrary
interactions J, without the high-temperature condition? Recall that
we did prove convergence for arbitrary J in Theorem 1.1, but unlike
its analogs for linear Markov chains our proof apparently gives
no useful rate information. It is in fact possible that the rate of
convergence is polynomial for arbitrary J, though of course the
high-temperature methods we use, based on limiting the spread of
dependencies, will not work there.

(2) Can our high-temperature condition maxG
∑

~*+ |�G~ | f X0
be relaxed to an optimal value for X0, in particular in the case of
the complete graph (mean-�eld or Curie-Weiss model)? Here all
interactions �G~ = V/=, and V = 1 marks the phase transition. Thus
one might hope to sharpen our results to require only X0 < 1 in
this case. One might also hope to replace the ℓ1 condition on J by a
spectral condition, as in recent work by Chen and Eldan [6].

(3) Asmentioned in the introduction, our results for the Isingmodel
generalize to any spin system with a constant number of spins at
each vertex and bounded pairwise interactions, including the@-state
Potts model, under an analogous Dobrushin-type condition (3.1). (In
that condition, the sum is now over the maximum absolute values
of all interactions involving any given site G .) This follows from
the fact that, as can readily be checked, the representation of the
measure W (· | f, f2) in terms of a two-spin system as described in
Lemma 3.1 still holds in this more general setting, and beyond that
point the rest of the analysis depends only on that representation.

(4) In contrast to linear Markov chains, nonlinear dynamics do not
immediately provide an e�cient algorithm for sampling from the
stationary distribution, even when the convergence time is short:
to obtain a single sample from the time-C distribution )C (?), we
would naively need to simulate the entire derivation tree of depth C ,
beginningwith 2C independent random samples from ? at the leaves.
However, for both of the dynamics we consider here, our analysis
does in fact provide a polynomial time algorithm for sampling from
the stationary distribution `J,h. This is immediately obvious for
the nonlinear block dynamics: since Theorem 1.3 establishes that
C = $ (log=) steps are enough for convergence, the entire tree is of
polynomial size and thus can be constructed in polynomial time.
(A detail here is that each interaction in the tree requires sampling
the set of sites � to be exchanged according to the distribution (3.7).
However, this itself is a high-temperature Ising Gibbs measure, and
thus can be sampled from e�ciently by other means.)

An interesting related question is whether a more explicit simu-
lation is possible: namely, starting with a �nite population of size
# = poly(=) sampled independently from the initial distribution ? ,
evolve it via interactions between randomly chosen pairs. The �nite
population introduces statistical deviations from )C (?) that need
to be controlled. (This process, which is actually a Markov chain
on a very large state space, is known as the “Kac model" in kinetic
theory [12], and the convergence to the true population is referred
to as “propagation of chaos".) In the non-interacting (population ge-
netics) case, it was shown that a low-degree polynomial population
size does in fact su�ce [3, 17]. It would be interesting to see if this
argument can be extended to the Ising model at high temperatures.
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