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Care Layering: 
Complicating 

Design Patterns

Over the past two decades, discussions of design patterns have 
turned from encouragement (what to do) toward discouragement 
(what to avoid). Termed dark, deceptive, or otherwise harmful, 
user experience (UX) patterns that serve to monetize engagement 
while reproducing and sedimenting structural inequities are 
prevalent, which calls for a shifting conversation around UX 
development and learning. This pictorial uses a visual case study 
of a childcare worker platform to help critically contextualize 
largely abstracted or universalizing UX patterns. Developing a 
form of critical documentation we call Care Layering, we show 
how approaching UX patterns as embodied and culturally-situated 
resources sheds light on both limitations and opportunities around 
gig work platform engagement. We end with a discussion of how 
Care Layering helps designers work towards greater accountability 
in UX design.
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Introduction

With a growing awareness of technological harms, design fields 
have turned to patterns that help identify and address problematic 
user experience (UX) design. Termed “dark” or “deceptive,” these 
patterns document common UX decisions that reinforce harms, 
such as a binary gender toggle that excludes non-binary users or a 
racial demographic menu that excludes mixed race identifications. 
Deceptive patterns can ‘trick’ users into performing certain 
actions, such as subscribing to ongoing communications from 
a company, paying more for a product, or sharing data with a 
company unknowingly. Recent scholarship has acknowledged 
limits to this documentation, observing that it focuses on interface 
issues that do not address wider structural concerns (e.g. fixing a 
demographic check box does not fix structural racism) [2,20,22]. 

Approaching UX decisions through these wider social and 
structural effects, this pictorial offers a reading of patterns in 
expanded context. Informed by an interview study with childcare 
workers [16], we use a visual analysis of a popular childcare worker 
matching platform to illustrate how exposing the structural 
conditions of UX harms — inequities that get reinforced and 
exacerbated by interface design decisions — requires additional 
translation beyond mock-up images, a form of modeling that we 
term Care Layering.

To illustrate this layering, we use abstract yet simple digital 
transparencies to make visible the often ignored structural 
context in which deceptive patterns occur. Most illustrations offer 
additional layers through which we can look at deceptive patterns: 
some show what is missing directly on an individual screen, some 
offer views into broader systems, and some put visual elements 
back into the temporal flow of navigating an app. We use these 
illustrations to zoom in or out from the app screen, as a strategy 
for showing this expanded context. Alongside traditional visual 
representations such as sketches or annotations, we include Care 
Layering collages in the form of imaginary abstracts. According 
to Mark Blythe [4], imaginary abstracts are summaries of fictional 

Care Layering grows from efforts to put our investigative context 
(childcare) in conversation with critical care scholarship [13,30]. For 
us, care does not refer to childcare labor, but instead to an analytic 
strategy of reciprocity that emphasizes acts of feeling with another 
while grappling with existing power structures. By Care Layering, we 
refer to the work of bringing this concern of mutuality to inequitable 
dynamics supported by common interaction design decisions.

design research findings about prototypes that do not exist. Our 
analysis of Care Layering uses this fictional but empirically-
grounded context to situate, and make visible common UX design 
techniques in relationship to users’ positionings, perspectives, 
and wider structural conditions. We utilize imaginary abstracts to 
bridge between industry UX decisions and academic discourse, and 
further suggest how this link can be developed. This approach to 
visual analysis helps designers call out the multi-layered potential 
harms of UX design if left unaccounted for.

In this pictorial, we turn to a case study of the popular digital labor 
platform Care.com that specializes in matching care workers with 
potential employers. Platforms like this have been considered 
part of the “care economy” [33] which is estimated to be a $648B 
market in America [34]. A key part of this economy is childcare 
work, which we define as the supervision and tending of children 
by someone other than the child’s legal guardians. We draw from 
the complexities of “care” as a site of intertwined relations [13,18], 
balancing love (for the child, for the family, for the role) with 
extraction (of emotional labor, of physical labor, of psychological 
space) to frame the very methodological tools we use to 
understand it. Mimicking the isomorphism of our visual analysis, 
care serves as an embodied act of inquiry and a topic of study. 

This pictorial contributes the following: 
1.	 Close visual analysis of the childcare 

work platform Care.com, revealing 
structural inequities potentially 
perpetuated by UX design decisions.

2.	 Conceptual shift from decontextualized 
deceptive patterns to culturally situated, 
structurally-conditioned Care Layering. 
This analysis reveals the importance of 
providing additional context on patterns 
that an analysis of visual diagrams 
alone might miss.

3.	 Expansion of imaginary abstracts 
as a technique for broadening and 
reworking how designers build 
accountability into UX pattern tools.



Background

‘Pattern’ traces back to the Latin word “paternus,” meaning “of a 
father,” referring to the act of serving as a model or an example. 
This Latin root evolved through Old French as “patron,” meaning 
“a model or form.” The term was used to describe the original 
model from which copies were made. Within design fields, the 
term pattern refers to frequently encountered design techniques 
that aim to ensure that a designer’s work is inclusive, robust, 
reusable, and/or maintainable. The term grows in large part from 
Christopher Alexander’s book A Pattern Language [1] where he 
defined patterns as a rule or guideline for how to solve urban 
design issues, which were often based on the impacts of past 
design challenges. Design patterns in UX are sometimes thought 
of as good ‘rules of thumb’ or ways in which designers can create 
efficient user interfaces (UI) without ‘reinventing the wheel’ for 
each project. These patterns are often supported by years of user 
research or marketing psychology which indicate that people 
(users) are able to find what they are looking for quickly and 
without much friction [35]. 

With the rise of common UX patterns, recent scholarship has 
highlighted that these patterns can be used deceptively to mislead 
and force users into taking unintended actions [11]. The ‘dark’ 
patterns we analyze are often described as “tricks used in websites 
and apps that make you do things that you didn’t mean to, like 
buying or signing up for something” [36], and will be referred to 
as “deceptive patterns” in this pictorial in solidarity with critiques 
of using racialized connotations associated with darkness within a 
technology industry infused with whiteness [21]. Other works have 
pointed to the fact that UX design patterns are typically reactive 
rather than proactive and thus have limited influence over new 
pattern developments [29,31], tending to leave underlying issues 
(i.e. systemic inequities) largely unaddressed [2]. To emphasize 
this wider embodied context, our work draws from the metaphor 
of layering (as a digital design tool, as a lens to apply, as an added 
complexity), appending annotations and illustrations to the crisp 
edges of UI design. 

Over the past few decades, childcare labor has taken on new and 
varied forms with emerging digital tools. Digital labor platforms 
such as Care.com have enabled the formalization of informal 
childcare work by augmenting and often displacing organic word-
of-mouth recommendations with algorithmic sorting and matching 
between workers and employers [18,25]. Care.com, founded in 
2006 [37], is one of the largest care platforms in America with over 
11 million care worker profiles registered as of 2020 [27], and was 
acquired by IAC in 2019 for around $500 million [32]. Care.com is 
known for its “on demand” marketplace where employers can find 
available care workers in a short amount of time [5]. In the past 
decade, more platforms have been created in a similar vein—Urban 
Sitter, Parent Village, and more. In addition, some childcare 
workers also use platforms that are not designed just for care 
workers or for finding employers, such as Facebook groups [16,26].

We see ourselves as in conversation with Julia Ticona and 
colleagues’ work on care platforms, which centers around 
the relationships between the features of the platforms, the 
algorithmic visibility of childcare workers, the formalization 
of care work through the platform (also see Flanagan [9] for 
histories of this formalization), and the commodification of trust 
between employers and childcare workers [28]. Building upon 
this work, Fetterolf [7] examines the metrics that Care.com 
tracks that may make workers more visible, such as connectivity, 
response time, and positive reviews—metrics that are not applied 
to employers. Digital labor platforms exacerbate power and 
information asymmetries by providing workers and employers 
with different interfaces and features [12,14,17]. Our visual and 
conceptual approach in this pictorial further expands on this 
work and deconstructs what is embedded within an app’s UX. 

Design Patterns Design for Childcare Work



Cross examining and comparing both ‘sides’ of a 
dual-sided platform.

Methods

Interviews with 16 childcare workers. The 
interviews focused on workers’ experiences 
using online matching platforms. Participants 
interviewed were distributed across the USA 
and were recruited from a large subreddit, 
word of mouth, and Facebook groups for 
nannies. Each interview was remote, lasted 
45-90 minutes and covered topics such as 
the process of finding work, advocating 
for themselves, and discrimination and/or 
microaggressions they have faced at work. 
These interviews are analyzed and discussed in 
our other work (see Lustig et al. [16]).

1

Self directed cognitive walkthroughs of 
three platforms. We conducted self-directed 
cognitive walkthroughs of the registration 
process for Care.com iOS application, Parent 
Village iOS application, and Urban Sitter 
website. This walkthrough was conducted 
in the spring of 2023, and therefore, the 
screens themselves may have changed since 
then (as platform design often undergoes 
ongoing adjustments). We argue that while 
the UI elements may change more rapidly, 
the underlying asymmetry between childcare 
worker and employer sides of the platform 
may be slower to change.

2

Each screen in the registration flow was 
documented in an online whiteboarding 
tool. While we conducted an analysis of three 
platforms, we chose to use Care.com as our 
main case study for this pictorial because it 
surfaced as one of the most used platforms 
with our interview study participants, and 
is overall one of the most widely known 
childcare work platforms, paving the way for 
similar platforms. 

Flows were evaluated and individual 
screens were annotated and discussed with 
our research group. Annotations called out 
points of discussion and documented what we 
were feeling during the registration process. 
We paid particular attention to issues of 
asymmetry, discrimination, lack of agency, and 
extractive practices. We also included findings 
from the interviews to confirm and augment 
our observations.

3 4

In the following pages, we share Care Layering on top of deceptive 
patterns that we found in our analysis. We use the visual language 
of layered pattern pieces (the individual sections of a textile 
design, often rendered using tracing paper) to illustrate our 
proposed approach: working with colored blocks, hand-drawn 
sketches and imaginary abstracts in superposition. We chose to 
use screenshots of the mobile platform in order to illustrate the 
‘real’ user interface, and use handmade layers of analysis, allowing 
us to not only be in conversation with the designs, but reflect 
our sensemaking process in our group discussions [10]. While we 
are unable to see the entirety of the flows (following consentful 
research procedures [8]), we hope to complicate and make sense 
of specific design decisions through the layers, gesturing toward  
a future where designers acknowledge and reimagine deceptive 
patterns that remain otherwise unchecked. Through analyzing 
the platform ‘vertically,’ ‘across’, and ‘temporally’ we present the 
following analysis:

Documenting user experience in context of the 
entire flow and larger journey.

We turn to imaginary abstracts as a technique for examining 
“prototypes that do not exist and studies that never took place” 
[4]. Recently, scholars have adapted the technique to examine the 
ethical consequences of particular methodological techniques 
such as participatory inquiry with hate groups [23]. The two 
imaginary abstracts (that we present on pages 10 and 11) help 
intensify our critical engagement with design decisions and their 
effects, and illustrate a future where these deceptive patterns 
remain unchecked in corporate settings and academia.

Care Layering in Practice

Vertically evaluating what’s ‘underneath’ the 
specific user interface elements. 



Making Visible Invisibilized Structures

Through analyzing the individual screens 
‘vertically,’ we understand that elements 
are the visible components of larger 
socio-technical constraints, assumptions, 
and power relations that are baked into 
a system’s design in ways that may not 
always be readily apparent to users.

We cannot know for certain to what 
extent the visible elements of the UI 
correspond to how data are stored or 
operated on in the backend. But even 
without knowing the internals of a system, 
a visual analysis of a UI can point to what 
is portrayed as meaningful and what is 
portrayed as unimportant for the system 
to function, and what is opaque and what 
is transparent to users.

Child care workers are required to specify 
if they identify as either male or female in 
the account registration process. While this 
piece of UI is one element of many in the 
larger registration process, its presence 
signifies a lack of algorithmic and database 
capacity to hold data that better represents 
a wider range of identities [3], such as those 
of nonbinary childcare workers.

We also saw invisibilized structures play 
out in how tracking was incentivized for 
childcare workers. The first page of the 
childcare worker registration screen, which 
is shown prior to the operating system 
pop-asking to allow tracking, does not 
provide further information about which 
kinds of online data are collected or why 
these data would help Care.com provide 
better matches. This screen points to the 
ways that users more broadly are subjected 
to surveillance in algorithmic systems and 
the societal structures that normalize the 
surveillance of workers.

Gender Toggle

Tracking online activity
The toggle is a common UI 
pattern, sometimes used for 
‘on and off’ switches. The app 
states: “For the time being, we 
are able to provide these two 
options. We acknowledge that 
there are many more identities 
and are actively investigating 
ways to accommodate the full 
range of gender identity” [39]

The database is the 
collection of possible 
entries that the system 
can hold

The algorithm dictates how the 
database is parsed and made 
sense of

Care.com outlines the various ways in which 
data is used, but it is behind the ‘learn more’ 
link and within an extensive webpage [38].

Vertically evaluating 
what’s ‘underneath’ 
the specific UI 
elements. 

Fig.1: Toggle [39]

Fig.2: Pop-up [39]



Adding the childcare 
worker and employer 
dynamic, we see that 
these asymmetries 
can have an 
exaggerated impact.

Attending to Amplified Asymmetries

Care.com CEO Tim Allen stresses the 
importance of background checks for 
childcare workers, emphasizing that safety 
is the top priority for the company [5]. These 
background checks, though, are required 
on the childcare worker side of the platform 
and not on the employer side of the 
platform. While this is not a new observation 
[27,28], we find it necessary to additionally 
highlight the lack of information provided in 
the UI about what personal information will 
be required of the childcare worker.

Background Checks

As a childcare worker progresses through 
the registration flow, they are highly 
encouraged to upload a profile photo. The 
platform messages that they are more 
likely to be hired with a photo. Employers 
are not as heavily incentivized to upload 
a photo, as we did not encounter similar 
messaging when registering as an employer. 
By encouraging a profile photo from 
childcare workers, the platform seems to be 
attempting to increase feelings of trust from 
employers but not childcare workers. 

Profile Photos

While the background 
screening is a hard stop, here 
a childcare worker can skip

Fewer incentives 
for employers to 
upload photos

“Most households are not background 
checked, and I wish they were…There was 
one family I worked with for two years, 
that was absolutely traumatizing, horrible. 
I actually just testified against the dad in 
court.”—Emma, Nanny

Adding a photo is 
incentivized by hiring 
metrics

Fig.3: Background Screening, Childcare 
Worker Registration [39]

Fig.4: Add Profile Photo, Childcare 
Worker Registration [39]

Lacks information 
about what the 
screening consists of

No required screening 
for employers 



Documenting user 
experience in context 
of not only the flow, 
but the larger journey.
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Childcare workers 
we interviewed 
mentioned that 
the monthly fee of 
~$20 felt expensive 
to maintain their 
Premium profiles

Interrupting Coercive Flow Traps

While deceptive patterns have mostly been 
referred to as “pieces” or elements of an 
interface (e.g., a pre-checked checkbox, a 
hidden back button), it is also crucial where 
these elements appear on screens, within a 
flow. We think of ‘flow traps’ as a series of 
screens that users must complete (or are 
highly encouraged to) which have deceptive 
patterns within them. In effort to interrupt 
these flow traps, we must first identify parts 
of flows through the interface where users 
may not have the agency or full information 
to make decisions. In the following, we 
describe two parts of the registration flow 
that are coercive.

The paywall also includes an option to 
upgrade to Premium. Premium is advertised 
as boosting childcare workers profiles in 
the search rankings, but childcare workers, 
in our interviews, expressed uncertainty 
about this claim as they still felt they did not 
get many jobs even after they upgraded. 
Given the poor explainability of the ranking 
algorithm, it was difficult for childcare 
workers to make sense of where they 
ranked in the search results. 

Childcare workers are required to pay after 
they have almost completed the sign-up 
flow (i.e., added their profile photo, pay rate, 
schedule availability), but before they are 
able to see the jobs available. The placement 
of this ‘paywall’ within the flow is coercive; 
childcare workers have already spent time 
and effort into creating a profile by the time 
they realize that they must pay to continue.

Paywalls

Opaque Algorithms

“The sign-up isn’t clear—it’s not clear that 
you have to pay for it until you get, like, 
90% of the way through...like I had already 
added pictures...”—Alex, Nanny

Fig.5: Premium Membership, Childcare 
Worker Registration [39]

If childcare workers don’t opt into 
screening or upgrading to Premium, 
they are stuck—unable to go forward 
or backward

It is unclear what 
“boosting” a profile 
looks like within the 
app itself, as the 
Childcare worker 
has not been able 
to see the matching 
interface yet

Childcare workers have little 
insight into what comes next 
in the registration process, 
specifically, the types of jobs that 
are available for them 



Complicating Extractive Metrics

Childcare workers are quantified explicitly by star ratings and 
tracking metrics related to their response rates. Although we 
do not know how the ranking algorithm orders search results, 
childcare workers we spoke to assumed that these metrics were 
correlated to their search ranking, which lists “best matches” 
with a childcare worker’s rates and number of reviews—without 
any additional information about how the ranking is determined. 
Tracking childcare workers in these ways normalizes the 
surveillance of workers and extracts unpaid labor from childcare 
workers who put time and labor into both maintaining their image 
on the site (profiles, pictures, etc.) and a high response rate so 
that they show up in search results and can be seen as “hireable” 
[7,26]. Complicating extractive metrics means examining not 
only the metrics themselves but the ways they flatten people’s 
lived experiences and the ways they perpetuate existing power 
imbalances. In this case, the quantification of childcare worker’s 
labor flattens a type of work that is so intimate and individualized 
into a standardized system, which suggests that childcare workers 
can be easily compared with one another.

Employers are able to rate childcare 
workers, while childcare workers are not 
able to rate their employers, resulting in 
uneven accountability for childcare workers 
and employers. This rating system can 
result in childcare workers needing to 
be “on” at all times [28], extending time 
on the job to outside the confines of a 
workspace or traditional work hours [9]. 
Because employers metrics are not tracked 
in this way, childcare workers do not have 
the same access to information, possibly 
making it difficult for them to gauge their 
physical safety if they were to take the job. 
Furthermore, childcare workers we spoke 
to mentioned that they can receive ratings 
if they respond to even just one message 
from an employer—regardless of whether 
they were hired or interviewed. They said 
that if they converse with a employer, they 
must respond to every message or their 
response rate metric will go down, with one 
of our interview participants mentioning 
they felt as if they had to get the “last 
word” in, leading to some awkward and 
tiresome back and forth. 

Star ratings and response rates

Together, analyzing 
the platform vertically 
and side-by-side can 
reveal additional 
insights.

Stars may be a quick way for 
employers to understand 
if a childcare worker is 
‘trustworthy,’ but they also 
oversimplify the complexity of 
care work

Profile photos in combination 
with star ratings mesh 
quantification with personhood

“I used to be ranked really high. And now I’m not even on the 
first or second [search results] page. And I can’t make sense of 
that…I’m very active. I log in a lot. I have great reviews. I pay for 
Premium. I’m doing all the things that Care wants you to do. So 
I’m like, why am I not ranked higher?”—Sam, Nanny

(Left) Fig.6: UI inspired by Care.com website, 
created by the first author to protect childcare 
worker confidentiality



Surfacing Unequitable Decision Capacity

Employers are offered the opportunity 
to specify the qualities they desire in a 
childcare worker (e.g. loving, energetic) 
in the registration process, but childcare 
workers are not able to specify the 
qualities of an employer or family they 
would like to work for. Throughout our 
interviews, childcare workers often 
stressed the importance of finding 
employers with similar child rearing 
philosophies as themselves, as this is core 
to the work and the relationships that 
are built. When analyzing the platforms, 
we found that there are not many 
straightforward ways for childcare workers 
to specify what they desire in an employer 
and what their personal preferences are 
when it comes to child rearing. Instead, 
they are offered a way to specify what 
kind of role they would like, within their 
profile settings which is less up-front than 
the employer’s process. We reiterate that 
choice in this context is in itself a privilege 
that is given to employers, and withheld 
from childcare workers. 

“On Care.com, if your hours and your 
location are a good enough match that’s 
enough...but there’s so much more to 
it: your lifestyle and your ethics and 
your morals and what you believe in. 
I think that there’s space there where 
families and providers could get matched 
in a more meaningful way than just 
geographically.”—Avery, Nanny

Specifying Preferences

By analyzing entire 
flows side-by-side in a 
multi-sided platform, 
we can see larger 
patterns of inequality.

Fig.7: Profile Options, Childcare 
Worker Profile [39]

Fig.8: Ideal Caregiver, Employer 
Registration [39]

Traits are listed for 
employers to choose from, 
while childcare workers are 
not surfaced a screen with 
these choices to describe 
their employer

Childcare workers are not 
specifically asked about 
their “ideal” employer in 
registration

Childcare workers’ job 
preferences are within the 
childcare profile, not within 
registration (like employers)



Imaginary Abstracts as 
Synthesis

After our visual analysis, we turned 
to imaginary abstracts to recompose 
these patterns into application spaces 
and to explore how they might play out 
in near-future scenarios, with the hope 
that the imaginary abstracts can be 
used as tools for reflection on potential 
impacts. The process of developing 
and reflecting on imaginary abstracts 
can help researchers and designers 
proactively take accountability before a 
technology is designed (see Kozubaev et 
al. [15] for potential reflection prompts). 
The following imaginary abstracts also 
provide a critique of research practices; 
as seen in the following examples, these 
practices include overly focusing on 
positive results, and only engaging with 
stakeholders who have more power. 
These abstracts point to areas where 
researchers and designers can reevaluate 
their practices and examine how their 
design choices extend beyond the UI and 
into less visible flows and structures.

The PARENT Ranking Algorithm for Maximizing 

Child Safety

Ranking algorithms typically use the number of reviews and time 

to respond to rank childcare workers. However, prior work has 

shown that parents feel anxiety about using these platforms to find 

childcare workers who are responsible and trustworthy, especially if 

the childcare worker has few reviews. In this paper, we operationalize 

trustworthiness through a ranking algorithm for childcare online labor 

markets: Parent-centered Algorithmic Ranking for Evaluating Nanny 

Trustworthiness (PARENT). Using PARENT, we determine childcare 

workers’ trustworthiness based on sensors in the home, personal 

informatics, and social media activity. To assess this technique, we 

compare perceptions of PARENT with the currently used ranking 

algorithm using a within-subjects experiment with 20 parents (18 

mothers and two fathers), finding that all parents unanimously 

preferred PARENT. 

Safety of the child and 
worries of the employers 
are prioritized, but there is 
no mention of the childcare 
worker safety

Surveilling childcare workers 
emphasizes the underlying 
algorithm and database 
that need to be fed highly 
personal data, which are 
irrelevant to childcare work

Highlighting the employers/
parents feedback and 
not mentioning childcare 
workers, reinforces the 
parent-focused design and 
literature contributions

IMAGINARY STUDY



Research has shown that childcare workers prefer to be matched with families that align with their values and personalities. However, the design of matching platforms for childcare workers do not take these factors into account when ranking matches. To address this gap, we turn to the design of dating applications and identify design patterns that support matching users based on shared values and personalities. Drawing on these patterns, we developed a new matching application and conducted field trials with 15 childcare workers to solicit feedback on our application. In order to create accurate matches, the application requires that before proceeding with registration, both childcare workers and parents choose 4 words from a drop-down list of 16 
choices to specify their personal child-rearing philosophy. As 
childcare workers and parents had the same list of words to choose from, sometimes the philosophies were interpreted differently (e.g. a careworker who described themselves as ‘regimented’ was viewed as strict, while parents who were ‘regimented’ were viewed as organized). The application had varied success, but will be refined in future testing.

Drawing Inspiration from Dating Applications to 
Design an Interface for Childcare Workers

Dating applications 
(like Tinder, Hinge) may 
attempt for two users to 
have mutual choice, but 
this abstract highlights 
that there are still power 
dynamics at play even 
when the interface may 
be ‘equal’

The interface requires 
the 4 words before 
knowing how this will 
impact the rest of their 
registration or matching 
experience 

Distilling child-rearing 
philosophy into 4 words is 
arbitrary, and may result in 
surface-level matching

IMAGINARY STUDY

Discussion
We have so far seen how pulling apart 
deceptive design elements that might 
seem obvious reveal multiple layers of 
structural inequity reanimated by UX 
decisions. By focusing on childcare work 
with the lens of radical care [13], we 
expose the importance of relationships 
which are at the heart of UX interactions 
and how those relationships are deeply 
embedded in power asymmetries that 
manifest in patterns. Below we reflect 
on the implications of our approach for 
design scholarship on childcare, design 
patterns, and imaginary abstracts.

Expanding the Deceptive Pattern with 
Care Layering 

Throughout our visual analysis, we noted 
important structural inequities and 
asymmetries potentially perpetuated by 
UX design decisions. On a surface level, 
our Care Layering approach could signal an 
affective change in how we, as a community, 
talk about design patterns: we might shift 
from focusing on what not to do (e.g., not 
creating deceptive patterns)—towards 
focusing on caring about the conditions 
reflective of and impacted by the design 
work being done. The expansion of the 
concept of the deceptive pattern can take 
place vertically (examining the databases 
and algorithms: what is “underneath” the 
UX), side-by-side (comparing workers 
and employer) or temporally (examining 
the flow or journey). We view much of the 
framing around deceptive patterns to be 
reactive in part because UX designers are 
under pressure to move quickly and build 
tools—and then change them in reaction 



to user feedback [24]. We would like to add 
to the discourse around proactive methods 
of identifying and addressing places where 
technologies contribute to inequities 
[6]—which means that when possible, Care 
Layering should be done early in the design 
process before deployment. However, we 
see Care Layering less as a toolkit and more 
as a series of customizable provocations 
that can be used with different platforms 
and industries. 

Looking closer, we also find that this 
expansion resulted in a deeper shift in 
epistemic commitments. In the process of 
both creating and interpreting an expanded 
context, we noticed that Care Layering 
invites a sensitivity to questions of access, 
power, and knowledge. Does a particular 
UX decision affect whose access comes to 
matter? Does it shape what information 
is known and to whom? Does it shape 
how power gets distributed, challenged, 
or maintained? And conversely, how does 
power shape UX patterns? With these 
questions, the layering opens analytic sight 
lines otherwise under-acknowledged by 
the design process. We see the creation 
and examination of imaginary abstracts as 
complementary to Care Layering because 
they help us to move beyond imagining 
how we might avoid deceptive patterns 
to critically reinterpreting how patterns 
are created, deployed, and used in wider 
systems, including academia and industry.

Limits of Care Layering 

We faced several logistical challenges 
when conducting our visual analysis 
of the childcare work platform Care.

com. For one, we were required to input 
a social security number and consent to 
a background check for our account to 
be created, which put members of our 
research team in a vulnerable position. 
We similarly felt at risk when creating 
accounts with our personal or institutional 
email addresses. We put text in our profiles 
to make it transparent that we were 
researchers and not care workers, which 
we suspect ultimately led to our account 
being removed—however, the platform 
did not provide us with a reason for the 
suspension. When taking screenshots of 
the platform, we had to be careful that we 
did not include any unobfuscated personal 
information (e.g., photos) of other users. 

Bringing these concerns to the Care 
Layering process, we wondered whether 
there were layers we didn’t see? Or 
layers we couldn’t access? We had an 
intuition for how the algorithm works, 
but we did not know for sure. There are 
circumstances in which researchers will 
not have access to, or have insight into, 
algorithmic technicalities which shape 
the nature of the analysis. We ask—how 
does the knowability of ‘the algorithm’ 
impact the depth of analysis? To what 
extent does knowability matter when 
examining discursive aspects of interface 
design (e.g., the elements are shown to be 
important)?  Furthermore, the patterns 
and layering that we identified were from 
one part of one platform, and we foresee 
that others will be uncovered in research 
of different platforms. When we start to 
put these additional present and absent 
layers into context, we begin to identify 

their implications based on what we 
know of the interface and participants’ 
perspectives. Together these challenges led 
to important questions around the limits 
of Care Layering and to what extent design 
researchers might need to pause, step back, 
or introduce forms of self-care.

Adaptive Imaginary Abstracts

Our approach uses imaginary abstracts 
as an additional Care Layer, a process 
that broadens and reworks how we build 
accountability into design pattern tools. 
This version of adaptive imaginary 
abstracts shifts the focus of the abstract 
itself. Rather than orient the fictional 
study design toward the process of 
prototyping, we emphasize the work of 
accountability. Taken in context, our visual 
analysis decomposes an interface while the 
imaginary abstracts work to reconstruct 
it, reframing it in an academic research 
context. The process of reconstruction can 
help researchers reflect on the through 
line between academic research and 
commercial applications. Through Care 
Layering, imaginary abstracts show how 
design patterns relate to one another and 
create compounded effects—exposing 
patterns as part of larger ecosystems of 
research and design. They can illustrate 
how design patterns circulate through 
these larger ecosystems,are adapted 
over time and  show how patterns from 
commercial products and from academic 
research persist, or are perpetuated, from 
one context to the other. Furthermore, 
they can help us to reflect on current and 
future impacts—part of the necessary 
work of taking accountability.

Conclusion
This pictorial introduces Care Layering 
as a technique for complicating and 
contextualizing  deceptive patterns by 
integrating an analysis of their wider 
conditions of development and use, 
including the positionality of the users 
and their relationships to each other. 
We illustrate how taking apart and 
decomposing UX patterns can help design 
scholars make sense of the embedded 
decisions and reimagined possibilities tied 
to platform design. 
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