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Abstract— Designing traffic-smoothing cruise controllers that
can be deployed onto autonomous vehicles is a key step towards
improving traffic flow, reducing congestion, and enhancing fuel
efficiency in mixed autonomy traffic. We bypass the common
issue of having to carefully fine-tune a large traffic micro-
simulator by leveraging real-world trajectory data from the
I-24 highway in Tennessee, replayed in a one-lane simulation.
Using standard deep reinforcement learning methods, we train
energy-reducing wave-smoothing policies. As an input to the
agent, we observe the speed and distance of only the vehicle in
front, which are local states readily available on most recent
vehicles, as well as non-local observations about the downstream
state of the traffic. We show that at a low 4% autonomous
vehicle penetration rate, we achieve significant fuel savings of
over 15% on trajectories exhibiting many stop-and-go waves.
Finally, we analyze the smoothing effect of the controllers
and demonstrate robustness to adding lane-changing into the
simulation as well as the removal of downstream information.

I. INTRODUCTION
Transportation accounts for a large share of energy usage

worldwide, with the U.S. alone attributing 28% of its total
energy consumption in 2021 to moving people and goods [1].
It is the single largest sector of energy consumption, ranking
over other major contributors such as the industrial sector [2].
Advances in technology have paved the way for improve-
ments in CO2 emissions and fuel economy via consumer
shifts toward hybrid and electric vehicles (EVs), as well
as innovation in vehicle technology such as turbocharged
engines or cylinder deactivation [3]. Meanwhile, as au-
tonomous vehicles (AVs) become increasingly more available
in roadways, with the Insurance Institute for Highway Safety
predicting there to be 3.5 million vehicles with autonomous
capabilities on U.S. roads by 2025 [4], so too do their
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potential to yield a pronounced effect on the state of traffic,
addressing the problem of energy usage from another angle.

This paper focuses on the problem of energy usage in
transportation and explores the potential of AVs to alleviate
this issue. In this era of mixed autonomy traffic, in which a
percentage of vehicles are AVs with special control capabil-
ities, a rich amount of work has been produced that shows
that even a small percentage of intelligent agents in traffic
are capable of achieving energy savings and traffic reduction
via wave dampening or jam-absorption driving of stop-
and-go waves and bottlenecks [5]–[8]. Many studies have
shown how longitudinal control of an AV can significantly
impact global and local metrics such as total velocity or
fuel economy; for instance, controlled vehicles are capable
of completely dissipating traffic waves in a ring setting [9],
[10]. To our knowledge, there have no been no large-scale
tests conducted with the goal of smoothing traffic flow.

However, finding an effective way to design controllers
for these settings remains an open question due to the
partially observed, hybrid, multi-agent nature of traffic flow.
In recent years, reinforcement learning (RL) has emerged
as a powerful approach for traffic control, leveraging its
ability to capture patterns from unstructured data. RL is
responsible for producing quality controllers across a wide
range of domains, from robotics [11] to mastering gameplay
over human experts such as with Starcraft or Go [12], [13].
Within the domain of traffic, RL has been used to derive
a variety of state-of-the-art controllers for improving traffic
flow metrics such as throughput and energy efficiency [7],
[14], [15].

With a particular focus on the real-world impacts of RL
on traffic, we discuss the RL-based controller we developed
for a stretch of the I-24 highway near Nashville, Tennessee.
Our controllers take into account the requirements of real-
world deployment, utilizing observations that are accessible
via radar and cameras. Despite limited access to the full state
space, our RL-based approach achieves notable fuel savings
even with low penetration rates.

The contributions of this article are:

• The introduction of a single-agent RL-based controller
developed using real traffic trajectories with advanced
telemetry-enabled downstream information,

• Numerical results of the controller’s performance
demonstrating significant fuel savings of over 15% in
scenarios exhibiting large-amplitude stop-and-go waves.
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II. PROBLEM FORMULATION
In this paper, we consider the problem of decreasing

energy consumption in highway traffic by attempting to
smooth out stop-and-go waves. These waves are a phe-
nomenon where high vehicle density causes vehicles to start
and stop intermittently, creating a wave-like pattern that can
propagate upstream and be highly energy-inefficient due to
frequent accelerating and braking [16]. We insert a small
percentage of autonomous vehicles (AVs) equipped with
reinforcement learning-based controllers into the flux of traf-
fic. Leveraging a data-driven, one-lane simulator previously
introduced in [17], we simulate real-world highway trajec-
tories. This approach is considerably more time-efficient
than comprehensive traffic micro-simulations and is able to
partially model the intricate stop-and-go behaviors that occur
in traffic, although it overlooks complex dynamics such as
lane-changing, which we rectify by incorporating a lane-
changing model that we calibrate on data. The following
subsections introduce the simulation as well as the different
modules that it integrates.

A. Dataset and Simulation
We use the I-24 Trajectory Dataset [18] introduced in [17]

along with a one-lane simulator that replays collected trajec-
tory data. A vehicle, which we call the trajectory leader, is
placed at the front of the platoon and replays the real-world
I-24 trajectory. Behind it, we place an arbitrary number of
AVs and human vehicles (introduced in Sec. II-D). Typically
during training, the platoon behind the trajectory leader
consists of one RL-controlled AV, followed by 24 human
vehicles. The goal of the AV is to absorb the perturbations
in the leader trajectory, so that the energy consumption of
the following human vehicles improves compared to the case
where the AV is not present.

Instead of training on the whole dataset, we only train
on a selected set of four trajectories containing different
patterns of waves alternating between low and high speeds.
This allows us to optimize directly on the dynamics we are
interested in improving, without having training diluted by
free-flow trajectories containing no waves for the controller
to smooth. We observed that this made training faster while
still yielding a controller able to generalize to unseen tra-
jectories. As the trajectories are quite long (between 5000
and 12000 time steps, where a time step is 0.1s), each
simulation randomly samples a chunk of size 500 (or 50s)
within a trajectory. At evaluation time, we consider a set
of six trajectories distinct from the training trajectories and
simulate the whole trajectories.

B. Speed planner
We use real-time data about the state of traffic all along the

I-24 in order to equip the RL control with some knowledge
about the downstream state of traffic. The data is provided
to us by INRIX, which broadcasts it in real time with
an approximately 1-minute update interval and a 3-minute
delay. The highway is divided into segments of 0.5 miles on
average (with significant variance), and the data consists of

the average speed of traffic in each segment. For training,
we retrieved the INRIX data matching the time when the
trajectories were collected on the highway (which includes
delay). In the absence of such historical data, one could also
generate synthetic traffic data for each dataset trajectory by
artificially and averaging the trajectory speeds accordingly.

On top of this raw INRIX data, we use a speed planner
developed in [19] that provides a profile that the controller
should approximately track. The speed planner takes in the
data and interpolates on the individual data points to create
a continuous and less noisy speed profile of the whole
highway. It then uses kernel smoothing to create a target
speed profile, which is intended as an estimate of the speed
to drive at in order to smooth out the traffic waves. However,
due to delay and noisy estimates, driving exactly at this
speed is insufficient to guarantee smoothing or reasonable
gaps. This target speed profile, sampled at different points,
is finally fed as an input to our controller, which can be used
as an indication of where the free-flow and the congested
regions might be.

C. Energy function

Since we aim to optimize energy consumption, we need
a model that can be used to compute consumed energy
in our cost functions. We use a model of instantaneous
fuel consumption, a polynomial fitted on a Toyota RAV4
model that is similar to the model in [20], but with updated
coefficients. The function depends on the speed of the AV
and its instantaneous acceleration, as well as road grade,
which we assume to be zero in this work.

D. Human Driver Behavior

To model human drivers in simulation, we use the In-
telligent Driver Model (IDM) [21], a time-continuous car-
following model which is widely used in traffic applica-
tions. We pick the IDM parameters such that the model is
unstable below 18m

s , meaning that stop-and-go waves will
propagate backward in the flux of traffic and grow instead
of just dissipating. Numerous results demonstrate the string-
unstable qualities of human-driver behavior, both via real
human drivers in real life and via models such as IDM in
simulation [10].

E. Lane-changing model

We use a lane-changing model to enable more complex
multi-lane dynamics for evaluation only. The model consists
of a cut-in probability function Pin(h, vlead) and a cut-out
probability function Pout(vlead), where h is the space gap and
vlead is the speed of the leading vehicle. Both are piecewise
second-order polynomials whose coefficients were calibrated
using data collected on the I-24 highway, which has not been
published yet. At each time step t, and for each ego vehicle in
the simulation, Pin gives the probability that a vehicle cuts in
front of the ego vehicle, while Pout gives the probability that
the leading vehicle cuts out. If a cut-in happens, a vehicle
is inserted such that the ratio between the space gap of the
inserted vehicle and the space gap of the ego vehicle after the
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cut-in follows a normal distribution (also fit to data), clipped
to ensure safety after insertion. This model lets us measure
the robustness of the control, allowing human vehicles to cut
in front of the AV as it tries to open larger gaps to smooth
out traffic waves.

III. CONTROLLER DESIGN
In this section, we formally define the problem in the

context of reinforcement learning and discuss the structure
and design of the controller.

A. Defining the POMDP
We use the standard RL formalism of maximizing the

discounted sum of rewards for a finite-horizon partially-
observed Markov decision process (POMDP). We can for-
mally define this POMDP as the tuple (S,A, T, R, ω,!,O)
where S is a set of states, A represents the set of actions,
T : S → A → S ↑ R represents the conditional probability
distribution of transitioning to state s→ given state s and action
a, R : S → A ↑ R is the reward function, and ω ↓ (0, 1]
is the discount factor used when calculating the sum of
rewards. The final two terms are included since the state
is hidden: ! is the set of observations of the hidden state,
and O : S → ! ↑ R represents the conditional observation
probability distribution.

1) Observation space: The primary observation space (at
time t) consists of the ego vehicle speed v

av
t , the leader

vehicle speed v
lead
t , and the space gap (bumper-to-bumper

distance) ht between the two vehicles. (Note that all dis-
tances are in m, velocities in m

s , and accelerations in m
s2 .)

Two gap thresholds are also included: h
min
t , which is the

failsafe threshold below which the vehicle will always brake,
and h

max
t , the gap-closing threshold above which the vehicle

will always accelerate. We also include the history of the
ego vehicle’s speed over the last 0.5 seconds. Finally, the
observation space includes traffic information from the speed
planner. This consists of the current target speed v

sp
t , as well

as the target speeds 200m, 500m, and 1km downstream of the
vehicle’s current position. Note that the AV only observes its
leading vehicle and that there is no explicit communication
between AVs. All observations provided to the RL agent are
rescaled to the range [↔1, 1].

2) Action space: The action space consists of an instanta-
neous acceleration at ↓ [↔3, 1.5]. After the RL output, gap-
closing and failsafe wrappers are then enforced. We define
the gap-closing wrapper such that h

max
t = max(120, 6vav

t ),
meaning that the AV will be forced to accelerate if its space
gap becomes larger than 120m or its time gap larger than 6s.
This result is then wrapped within a failsafe, which enforces
safe following distances and prevents collisions. We define
the time to collision ”TTC

t of the ego and lead vehicles as:

”TTC
t =






ht

v
diff
t

if vdiff
t > 0

+↗ otherwise

v
diff
t =

[
v

av
t

(
1 +

4

30

)
+ 1

]
↔ v

lead
t

where the AV velocity is slightly exaggerated to ensure
robustness at both low and high speeds. The actual numbers
are chosen heuristically: for instance, if both AV and leader
drive at 30 m

s , the failsafe will ensure a minimum gap of 30m.
The failsafe triggers if the time to collision ever goes below
6 seconds, in which case the RL output is overridden and the
vehicle will brake at its maximum allowed deceleration. We
thus have h

min
t = 6vdiff

t . The final RL acceleration is given
by:

a
out
t =






↔3 if ”TTC
t ↘ 6 (≃ ht ↘ h

min
t )

1.5 if ”TTC
t > 6 and ht ⇐ h

max
t

at otherwise

which is further clipped to ensure that the speed v
av
t remains

within the boundaries [0, 35]m
s . Note that the free-flow be-

havior due to the gap-closing wrapper will be to drive at the
speed limit in the absence of a leader.

3) Optimization criterion: At the core, we aim to mini-
mize the overall energy consumption of the traffic. However,
as sparse rewards are harder to optimize, we employ proxies
that can be minimized at each time step. We mainly aim
to minimize the instantaneous energy consumption of the
AV and a platoon of vehicles behind it. For comfort, and
as another proxy for energy savings, we also minimize
squared acceleration amplitudes. Since optimizing for energy
and acceleration can be done by stopping or maintaining
unreasonably large or small gaps for comfort, we penalize
gaps outside of a certain range; this also penalizes the use of
failsafe and gap-closing interventions. To further discourage
large gaps within this allowed range, the final term adds a
penalty proportional to the time gap (space gap divided by
ego speed). This is formalized as the reward function rt,
which is given by:

rt =↔ c1
1

n

n∑

i=1

E
i
t ↔ c2(a

out
t )2 ↔ c31

[
ht /↓ [hmin

t , h
max
t ]

]

↔ c4
ht

v
av
t

1 [ht > 10 ⇒ v
av
t > 1]

where E
i
t is the instantaneous energy consumption of

vehicle i at time t, where index i = 1 corresponds to
the AV, and indexes i = 2 to i = n correspond to the
following n↔1 IDM vehicles. 1 is defined such that 1 [P] =
1 if P is true, 0 otherwise.

B. Training algorithm
We use single-agent Proximal Policy Optimization [22]

(PPO) with an augmented value function as our training
algorithm. PPO is a policy gradient algorithm, a class of RL
techniques that optimize for cumulative, discounted reward
via shifting the parameters of the neural net directly. More
explicitly, policy gradient methods represent the policy as
εω(a|s), where ϑ are the parameters of the neural net.

During training, we give additional observations that are
available in simulation as an input to the value network.
This includes the cumulative miles traveled and gallons of
gas consumed, which allows for estimating energy efficiency.
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Fig. 1. Evolution of the speed of the trajectory leader and the AVs in a platoon of 200 vehicles. The 8 AVs are equally spaced at a 4% penetration
rate. The first AV in the platoon is shown in blue, the following ones are displayed by decreasing opacity and the last one is in green, demonstrating the
smoothing effect of the AVs on the leader trajectory. In particular, one can see how the first AV (in blue) already smoothes the trajectory leader (in red),
doesn’t slow down as much or accelerate as fast, and thus saves energy.

Fig. 2. Trajectories used for evaluation, numbered from 1 to 6. The first
one corresponds to free flow, while the five others contain both low and
high speeds, including sharp breaking, sharp accelerating or stop-and-go
behaviors.

This augmented observation space also includes the follow-
ing metadata: the size of the finite horizon, an identifier
for the specific trajectory chunk being trained on, and the
vehicle’s progress (in space and time) within this chunk.
The additional information removes some of the partial
observability from the system, allowing the value function
to more accurately predict the factors that influence reward.

C. Experiment details
We run the PPO experiments using the implementation

provided in Stable Baselines 31 version 1.6.2. We train the
model for 2500 iterations, which takes about 6 hours on 90
CPUs. We use a training batch size of 9000, a batch size of
3000, a learning rate of 3·10↑4 and do 5 epochs per iteration.
The simulation horizon is set to 500, and we do 10 simulation
steps per environment step, ie. each action is repeated 10
times. Given that the simulation time step is dt = 0.1s,
this means that the action changes only every second during
training. This allows us to artificially reduce the horizon so
that it only is 50, meaning that each training batch contains
100 simulation rollouts. The agent’s policy is modeled as a
fully-connected neural network with 4 hidden layers of 64
neurons each and tanh linearities, with continuous actions.
The value network has the same architecture as the policy
network. We set the discount factor ω to 0.999, the GAE
value ϖ to 0.99, and the other training and PPO parameters
are left to their default values.

We train with a platoon of n = 25 vehicles (not including
the leading trajectory vehicle) consisting of one AV followed
by 24 IDM vehicles. For our reward function, we used
coefficients c1 = 0.06, c2 = 0.02, c3 = 0.6, c4 = 0.005.
Both the model parameters and training hyperparameters
are determined through grid search, with each experiment
conducted using 4 to 8 distinct random seeds to overcome
instances of the agent getting trapped in local optima.

IV. RESULTS
In this section, we analyze the performances of our RL

controller in simulation, in terms of energy savings, wave-
smoothing, behavior and robustness.

The smoothing effect of the AVs is illustrated in Fig. 1,
where one can see the speeds of all the AVs in a platoon of
200 vehicles as a function of time on trajectory 6 (see Fig. 2).
One can observe how the speed profiles become smoother
and smoother after each AV.

Fig. 3 illustrates the smoothing performed by the RL
agents on trajectory 6 in a different way. The top-left

1https://github.com/DLR-RM/stable-baselines3
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Fig. 3. Time-space diagrams, each representing a simulation of 200 vehicles. Each vehicle trajectory is plotted as a line in position-by-time space, with
color representing the speed of that vehicle. One can observe the wave-smoothing effect of the RL-controlled AVs over time. Horizontal lines display the
throughput of the traffic flow at that particular position. Also note that as a warm-up, all AVs behave as humans when their position is negative. Top left:
all 200 vehicles are IDMs. Traffic waves are illustrated by the red and black colors, while bright green represents free flow. Top right: 20 equally-spaced
RL-controlled AVs (10% penetration rate, 1 AV every 10 vehicles). One can see the larger gaps opened by the AVs as the white lines between platoons.
Bottom left: 8 equally-spaced RL-controlled AVs (4% penetration rate, 1 AV every 25 vehicles). Bottom right: 8 equally-spaced RL-controlled AVs
(4% penetration rate) with the lane-changing model enabled (note that it is disabled in all 3 other subfigures).

time-space diagram shows that the humans don’t smooth
any waves; on the contrary, they even create some due to
the string-unstable nature of the IDM we use. At a 10%
penetration rate, most of the waves get smoothed out, less
at 4%, and even less with lane-changing. However, in all
3 cases, the diagrams clearly demonstrate the improvement
over the baseline. As expected, AVs opening larger gaps
also leads to decreased throughput, and the best throughput
is achieved when the lane-changing model is enabled and
human vehicles fill in the gaps. This comes down to a trade-
off between throughput reduction and energy savings, which
can be tuned by varying the penetration rate.

Table I shows the energy savings that our controller
achieves on the evaluation trajectories (shown in Fig. 2) when
deployed on AVs at two different penetration rates, with and
without lane-changing enabled. The percentages correspond
to how much the average system miles-per-gallon (MPG)
value increases when AVs use our RL controller, compared to
when they all behave as humans. The average MPG is defined
as the sum of the distances traveled by all the vehicles in the
simulation, divided by the sum of their energy consumptions.

We can observe the energy savings varying a lot depending
on the trajectories, which is expected since trajectories that
are mostly free flow (like trajectory 1) cannot be improved
much, while one with a lot of stop-and-go waves (like
trajectory 6) has a lot of potential to be smoothed. As one can
expect, energy savings decrease as the AV penetration rate
decreases or as lane-changing is enabled, but even at 4%
penetration and with lane-changing, the controller reduces

Index 10% w/o LC 10% w/ LC 4% w/o LC 4% w/ LC
1 +7.33% +8.39% +4.29% +6.12%
2 +10.87% +12.63% +7.04% +9.42%
3 +14.65% +14.48% +9.02% +7.23%
4 +15.02% +13.19% +9.23% +8.54%
5 +22.58% +15.77% +17.05% +8.37%
6 +28.98% +18.55% +19.96% +15.40%

TABLE I
WE RUN SIMULATIONS WITH 200 VEHICLES, AND SHOW THE

IMPROVEMENT IN SYSTEM MPG WHEN WE CONTROL 10% (LEFT) OR

4% (RIGHT) OF THE VEHICLES, COMPARED TO WHEN ALL VEHICLES

BEHAVE AS IDMS, WITH AND WITHOUT LANE-CHANGING IN BOTH

CASES. THE TRAJECTORIES USED FOR EVALUATION CAN BE SEEN IN

FIG. 2, WITH CORRESPONDING INDEXES.

the energy consumption on trajectory 6 by over 15%, while
only reducing throughput by 5%.

We also note that the controller appears robust to not
having access to the speed planner. For example at a 4% pen-
etration rate and without lane-changing, the control achieves
+16.87% energy improvement on trajectory 6 without the
speed planner (compared to +19.96% with the speed plan-
ner), and the trend is similar on the other trajectories.

Finally, in Fig. 4, we illustrate the gaps opened by the
AV on trajectory 6, along with the failsafe and gap-closing
thresholds. The gap-closing threshold allows the AV to open
larger gaps and consequently absorb abrupt braking from its
leader while ensuring that these gaps are not overly large.
As can be expected, we have observed that the larger the
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Fig. 4. Space gap of the first AV in the platoon (in blue) by time, on the
same scenario as in Fig. 1. The orange line shows the gap-closing threshold
hmax
t and the green line shows the failsafe threshold hmin

t , introduced in
Sec. III-A.2.

maximum gap we allow, the better the AV performs in terms
of energy savings. However, a larger maximum gap is usually
accompanied by a decrease in throughput, which is again a
trade-off. The failsafe threshold mostly ensures safety and
comfort for the driver, although it is worth noting that when
deploying the controller, we integrate an additional explicit
safety wrapper, as detailed in [17].

V. CONCLUSION
In this work, we developed RL policies that incorporate

both accessible local observations and downstream traffic
information, achieving substantial energy savings in simu-
lation. There are several avenues for future research. Given
that all the training is conducted in a simulated environment,
it would be beneficial to train the agent with more realistic
dynamics by enhancing the accuracy of the various models
that make up this simulation, like human driving behavior,
lane-changing dynamics, and energy consumption metrics.
Additionally, it would be interesting to explore multi-agent
RL to help the model be robust to interactions between AVs
and potentially enable cooperation between them.

While our simulation process has a distinct speed advan-
tage over large micro-simulators, it could benefit significantly
from vectorization. Moreover, despite our technical capacity
to deploy our controller safely onto a real-world vehicle,
gathering results is challenging and necessitates further field
tests. Another direction of research we are exploring consists
of training and deploying adaptive cruise control (ACC)-
based controllers, where the policy outputs a desired set-
speed instead of an acceleration. By design of the ACC, the
control would be safe and smooth, and easily deployable
at a large scale simply by augmenting the onboard ACC
algorithm to use the RL control as a set-speed actuator.
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[17] N. Lichtlé, E. Vinitsky, M. Nice, B. Seibold, D. Work, and A. M.
Bayen, “Deploying traffic smoothing cruise controllers learned from
trajectory data,” in 2022 International Conference on Robotics and
Automation (ICRA). IEEE, 2022, pp. 2884–2890.
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