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ABSTRACT

The effect of underrepresentation on the performance of minority groups is known
to be a serious problem in supervised learning settings; however, it has been
underexplored so far in the context of self-supervised learning (SSL). In this paper,
we demonstrate that contrastive learning (CL), a popular variant of SSL, tends
to collapse representations of minority groups with certain majority groups. We
refer to this phenomenon as representation harm and demonstrate it on image
and text datasets using the corresponding popular CL methods. Furthermore, our
causal mediation analysis of allocation harm on a downstream classification task
reveals that representation harm is partly responsible for it, thus emphasizing the
importance of studying and mitigating representation harm. Finally, we provide a
theoretical explanation for representation harm using a stochastic block model that
leads to a representational neural collapse in a contrastive learning setting.

1 INTRODUCTION

Most prior studies of algorithmic bias focus on allocation &
harms: objectionable demographic disparities in the allo- Sope
cation of resources (Angwin et al., 2016; O’Neil, 2017; %
Dastin, 2018). They are widely studied because they are "

easy to measure (simply measure disparities in resource Q

allocation), and they can be tied to common performance
metrics in supervised learning (e.g. misclassification rates).
For example, consider a credit default risk assessment
model that classifies potential borrowers as high-risk and
low-risk. Any disparities in the misclassification rate be- _ . o
tween borrowers from different demographic groups lead Figure 1: tSNE visualization of CL
to disparities in lending rates. This focus on allocation Tepresentations for balanced (left) and
harms is reflected in the plethora of methods for mitigating 2utomobile under-represented (right)
such harms, including methods based on resampling and CIFARIO data.

reweighting (He et al., 2008; Ando & Huang, 2017; Byrd & Lipton, 2019), enforcing invariance
constraints (Agarwal et al., 2018), re-calibrating the logits (Tian et al., 2020).

% automobile ship
®  horse ®  truck

In contrast to the voluminous literature on allocative harms, representation harms have received
less attention. This is because representation harms are harder to measure and their effects are

*Corresponding author. Accompanying codes can be found in https:/github.com/smaityumich/CL-
representation-harm.


https://github.com/smaityumich/CL-representation-harm
https://github.com/smaityumich/CL-representation-harm

Published as a conference paper at ICLR 2024

more diffuse and longer-term (O’Neil, 2017). For example, Google Photos mistakenly tags black
people as gorillas (Barr, 2015). There are no resources that are being misallocated here; rather, the
harm is inflicted by perpetuating historical biases against black people. Despite recent advances
in representation learning (Bengio et al., 2013), there is a lack of research on algorithmic biases
in this area, especially studies that look into representation harms they may cause. In this paper,
we seek to fill this gap in the literature by investigating the effects of group underrepresentation in
contrastive learning (CL) algorithms (Chen et al., 2020; Chen & He, 2021; He et al., 2020). CL is a
popular instance of self-supervised learning (SSL), an approach for learning representations that can
effectively leverage unlabeled samples to improve (downstream) model performances (Wang et al.,
2021; Babu et al., 2021). However, these datasets often exhibit inherent imbalances (De-Arteaga et al.,
2019) and it is important to know whether training a CL model on such datasets may detrimentally
affect the quality of representations and cause downstream allocative and representation harms.

Here is a preview of the results of our controlled study of underrepresentation with the CIFAR10
dataset. In Figure 1 we plot 2D t-SNE embeddings (Van der Maaten & Hinton, 2008) of CL
representations of vehicles in the dataset. We see that underrepresentation of aut omobile images
in CL training causes their representation to cluster with those of t rucks. This is an instance of
stereotyping (Abbasi et al., 2019) because samples from an underrepresented group are lumped
together with those of a similar majority group; thus erasing the unique characteristics of the
underrepresented. This is a form of representation harm (Crawford, 2017), which can lead to
downstream allocation harms (e.g. missclassifications between automobiles and trucks). In
this paper, we show that this mechanism of representation to downstream allocation harms is general.
This complements prior works, which show that underrepresentation leads to allocation harms without
identifying the underlying mechanism. The rest of the paper is organized as follows.

1. In Section 2 we empirically show that underrepresentation leads to representation harms, as the CL.
representations of underrepresented groups collapse to semantically similar groups.

2. In Section 3 we develop a simple model of CL on graphs that exhibits a collapse of (the learned
representations of) underrepresented groups to (those of) semantically similar groups. This suggests
that the representation harms we measured are intrinsic to CL representations.

3. In Section 4 we show via a (causal) mediation analysis that some of the allocation harms from a
linear head/probe (trained on top of the CL representations) can be attributed to the representation
harms in the CL representations. Thus, in order to mitigate the allocation harms from ML models
built on top of CL representations, we must mitigate the harms in the learned representations.

1.1 RELATED WORKS

The paradigm of self-supervised learning (SSL) allows the use of large-scale unsupervised datasets
to train useful representations and has drawn significant attention in modern machine learning (ML)
research (Misra & Maaten, 2020; Jing & Tian, 2020). It has found applications in a broad spectrum
of areas, such as computer vision (Chen et al., 2020; He et al., 2020), natural language processing
(Fang et al., 2020; Liu et al., 2021a; Hsu et al., 2021), and many more. In this paper, we investigate
the effect of underrepresentation in contrastive learning (CL) (Chen et al., 2020; Chen & He, 2021;
He et al., 2020), which is a popular variant for SSL, that uses similar samples to learn representations.
A more extensive discussion of previous work can be found in the surveys Schiappa et al. (2023); Yu
et al. (2023); Liu et al. (2022) for SSL and Le-Khac et al. (2020); Kumar et al. (2022) for CL. In this
paper, we use SImCLR (Chen et al., 2020) and SimSiam (Chen & He, 2021) for CIFAR10 dataset
and SimCSE (Gao et al., 2021) for BIASB10S dataset to learn CL representations.

Several works have theoretically studied the success of self-supervised learning (Arora et al.,
2019; HaoChen et al., 2021; Lee et al., 2020; Tian et al., 2021; Tosh et al., 2021). Our theoretical
analysis of CL loss is partly motivated by Fang et al. (2021b), who showed that CL representations
of a group collapse to a single vector. This phenomenon is known as neural collapse, and it also
occurs in supervised learning (Papyan et al., 2020; Zhu et al., 2021; Fang et al., 2021a;b; Hui et al.,
2022; Han et al., 2021) and transfer learning (Galanti et al., 2021). Our analysis differs from Fang
et al. (2021b) because they study neural collapse when the dataset is balanced, while we focus on
imbalanced datasets. This is crucial for studying allocation and representation harms caused by
underrepresentation. We show that when the dataset is imbalanced, neural collapse still occurs, but
the collapsed points no longer possess a symmetric simplex structure. Instead, the relative positions of
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the collapsed points depend on the degree of underrepresentation in an intricate manner; we explore
the resulting structure in Section 3.2.

Liu et al. (2021c) showed that under group imbalance, predictive models based on SSL representations
cause less allocation harm than models trained in a supervised end-to-end manner. However, their
work does not preclude allocation harms by SSL. We build on their work by studying the allocation
and representation harms caused by SSL.

Previous work on mitigating representation harm is discussed in Section 5.

2 UNDER-REPRESENTATION CAUSES STEREOTYPING

In Figure 1 we observe that underrepresentation of automobiles causes its CL representations to
collapse with t rucks. To delve deeper into this phenomenon, in this section, we consider two cases
of underrepresentation: (i) a controlled study with CIFAR 10 dataset, where we emulate the effect of
underrepresentation by systemically subsampling a class, and (ii)) on BIASB10S dataset, which is
naturally imbalanced.

2.1 CONTROLLED STUDY OF CLASS UNDERREPRESENTATION

2.1.1 EXPERIMENTAL SETUP airplane - 004 0974 0962 0073 0975
p £0.01 +0.01 +0.008 4-0.007 +0.007

. 1 H IRETR 0.945 0.952 1.004 1.007
Dataset: For our controlled study, we consider CIFAR10 ship 1y IRl Cos oo o2 Looa. Loor

(Krizhevsky et al., 2009), a well-known visual benchmark bie. 053 0914 1001 JEREN 1012 1oos
dataset that has 10 classes (airplane, cars,etc.) and both %P 0006 £0.011 0.01 EIOH-+0.008 £0.009

ini 095 0916 MVEEPN 1.001 1.001 0.982

thq training and the test datagets are balanced (equal r}umber truck -,0% . 0016 JKESR 1001 1001 0082
of images in all classes). To simulate underrepresentation, we

. deer - 0.99 1.0 1.01 1.006 miR{@ 0.953

randomly subsample 1% of the images for one of the classes 0,008 £0.008 £0.009 -£0.006 EZUKB] +0.009

0.99 1.001 1.01 0.993 NE:LPH 1.068

when training our CL models. We denote this dataset as Dy, horse-,0%9, 1001 Lo 0053 RECRL0E

where k is the class that is undersampled. Furthermore, we
train a CL model on the balanced dataset (Dy,) as a baseline.

Models and representations: We use the ResNet-34 back-
bone and train on both balanced and underrepresented train-
ing datasets using two well-known CL approaches: SimCLR
(Chen et al., 2020) and SimSiam (Chen & He, 2021). We will refer to the model trained with a
balanced (resp. underrepresented) dataset as a balanced (resp. underrepresented) model. In the main
text, we present results for SimCLR. The results for SimSiam are deferred to Appendix A.2 and are
quite similar to the SImCLR results. Further details and results of the SimCLR implementation can
be found in Appendix A.1.

Figure 2: Representation harms in CI-
FAR10 over 10 repetitions.

2.1.2 REPRESENTATION HARM

In Figure 1 we see that the underrepresentation in aut omobile class causes its CL representations
to merge with those of t rucks, erasing the distinction between automobiles and trucks. We suspect
a similar phenomenon occurred when Google mistakenly tagged black people are Gorillas: the
embeddings of black people merged with those of Gorillas, erasing the distinction between the two
classes. Here, we further investigate this behavior, i.e., whether this phenomenon persists among
other semantically similar pairs.

Metric: We measure the representation harm between a pair of classes (I, m) when the k-th class is
underrepresented as

RH(lvmvk) = %a D(lvmvfk) = nl+m Zie[m], {1 — COs (fk(*xl,i)vfk(l'm,j))}v (21)

JE[Mm]

where fi, (resp. fi) is the balanced (resp. underrepresented) CL model trained on Dy, (resp. D).
RH(l,m;1) < 1 implies that underrepresentation in class [ causes its CL representation to collapse
with class m. In Figure 2 we plot the representation harm metrics, where the (I,m)-th entry is
RH(I, m;1). We present RH metrics for the four vehical classes (airplane, ship, automoble
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and truck), and two animal classes (deer and horse). The other RH metrics can be found in
Appendix A.1.1.

Results: In Figure 2 we observe the worst case of representation harm between automobile
and truck classes. The RH metric for this pair is the lowest (0.78 £ 0.009) when automobile is
undersampled, and second lowest (0.832 4 0.012) when t ruck is undersampled. This means un-
derrepresentation in either aut omobile or t ruck results in a collapse in their CL representations
with each other. Similar behavior is also observed between pairs (airplane, ships) (RH metrics
are 0.887 4+ 0.008 and 0.94 + 0.01) and (deers, horses) (RH metrics are 0.852 + 0.008 and
0.953 £ 0.009). Since (automobiles, trucks) are vehicles on road , (ships, airplanes)
are vehicles with blue (water/sky) backgrounds, and (deers, horses) are mammals with green
backgrounds, these pairs are semantically similar pairs, which affirms our intuition that CL rep-
resentations of an underrepresented class collapse with the representations of a similar class. We
shall see later in Section 4.2 that these representation harms cause allocation harm, i.e. reduction in
downstream classification accuracies.

2.2  EFFECTS OF UNDER-REPRESENTATION IN THE WILD

An important premise of self-supervised learning is the ability to train on large amounts of data from
the Internet with little or no data curation. Such data will inevitably contain many underrepresented
groups. In this experiment, we study the potential harms of CL applied to data obtained from Common
Crawl, a popular source of text data for self-supervised learning.

2.2.1 EXPERIMENTAL SETUP

Dataset: We consider BIASB10S dataset (De-Arteaga et al., 2019) which consists of around 400k
online biographies in English extracted from the Common Crawl data. These biographies represent 28
occupations appearing at different frequencies (professor being the most common, and rapper
the least common). In addition, many occupations are dominated by biographies of either male
or female gender (identified using the pronouns in the biographies), mimicking societal gender
stereotypes. Please see Appendix B for additional details.

Model and representations: We obtain CL representations by fine-tuning BERT (Devlin et al.,
2018) with SimCSE loss (Gao et al., 2021), an analog of SImCLR for text data, that uses dropout
in the representation space instead of image augmentations. We use a random 75% of samples for
training the SimCSE representations and the remaining data for computing all metrics reported in
the experiments. SimCSE representations are trained using the source code from the authors in the
unsupervised mode and with the MLP projection layer (Gao et al., 2021).

professor (F)- 0.96 1.00 1.01 0.98 0.98 1.00 1.00 1.02 0.98 1.02

2.2.2 REPRESENTATION HARM

attorney (F)- 1.02 0.95 0.94 1.00 0.98 1.01 1.02 1.03 1.02 1.03

As discussed previously, we expect the representa-  puraegai - 105 098 088 102 099 100 100 101 104 102
tions of underrepresented groups to collapse towards
the groups that are most similar to them. For exam-
ple’ COIlSldCI' th€ ClaSS Surgeon Wthh COHSiStS Of dentist (F)- 1.09 1.06 1.05 1.00 0.92 1.04 1.05 1.06 1.05 1.05
85% male and 15% female biographies. Will the bi- physician (M)- 1.02 1.02 1.00 0.96 097 095 1.02 1.02 1.02 1.02
ographies of underrepresented female surgeons be
assigned representations similar to male surgeons

surgeon (F)- 1.03 1.03 102 096 095 1.00 1.03 1.04 1.02 1.03

dj (F) 1.09 1.09

or to female biographies of a different but related oc- " .
cupation such as dentist? Although none of these  composer (7110 v B 103 [ 0o [
outcomes are desirable, the latter can cause represen- model i) T oo B o RO o I

tation harms associated with gender stereotyping.

attorney- ¢
paralegal- ¢
surgeon -
dentist
physician -
omposer-
model- &

51

Metric: To measure the representation harm and ) :
Figure 3: Gender RH in BIASBIOS dataset.

answer the aforementioned question we consider a
variant of the metric based on the average cosine distance used in the CIFAR 10 experiment. Let
D(l4, mg ) be the average cosine distance between the representations of gender g biographies from
occupation [ and gender g’ biographies from occupation m (analogous to equation 2.1 where we
omit the dependency on the model f since we have a single CL model in this experiment). Let g
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be the underrepresented gender for occupation /, we define gender representation harm (GRH) for
occupations [ and m as:

GRH(l,m) = % (2.2)

GRH(l,m) < 1implies that the learned representations for the underrepresented gender in occupation
l are closer to representations of occupations m for the same gender than they are to the representations
for the different gender within the same occupation. GRH(I,m) < 1 for I # m can be interpreted as
a warning sign of gender stereotyping in representations.

Results: We present the GRH results for a subset of occupations in Figure 3 (F and M in the row
names indicate the underrepresented gender for the corresponding occupation; complete results are in
Appendix B.3). We focus on the off-diagonal entries which should be >1 when there is no representa-
tion harm. We observe several deviations from this rule, especially for occupation pairs (attorney,
paralegal) and (surgeon, dentist). Specifically, GRH(attorney,paralegal) of 0.94
suggests that representations of female attorneys are closer to representations of female paralegals
than they are to that of male attorneys. The two occupations are highly related and such representation
harm can result in disadvantaging female attorneys. Analogously, GRH(surgeon, dentist) of
0.95 corresponds to a similar problem for a pair of occupations in the medical domain.

3 ASYMPTOTIC ANALYSIS OF CL REPRESENTATIONS

In this section, we show theoretically that the representation harms in contrastively learned represen-
tations are generic and are not specific to certain datasets. Here, we focus on a generic contrastive
learning loss (Chen et al., 2020; Wang & Isola, 2020):

ming, y_,g¢-1 Lep (®(X)),
L (V) 2 =3 i) sy Siep (i) log { =22l 3.1
CL T n Lvi€n] o e(g) 4<i€ln] ,J)10g 3k

)
I3 ey exp (47 /7

where S?~1 is the unit sphere in RY, the rows of ®(X) € R™*¢ are the learned representations of the
samples X;, and v; € R? is the (learned) representation of the i-th sample. Note that the loss depends
on the raw inputs X;’s only through their similarities (%, j). We shall exploit this fact to simplify the
subsequent theoretical developments. In practice, ® is usually parameterized as a neural network.

To isolate the effects of the loss (from other inductive biases encoded in the architecture of ® and the
training algorithm), we make the layer-peeled assumption (Fang et al., 2021a;b) that ® can produce
any point in S4~!. This assumption simplifies the problem to optimizing directly on the outputs of ®
(instead of the parameters of ®).

min,, cgi-1 Lep (V), (3.2)

where the optimizers v; corresponds to the learned representation of X;. Since the CL loss depends
only on the similarities between samples, we directly impose a probabilistic model on the similarities
(instead of imposing assumptions on the distribution of samples). This simplifies the theoretical
developments.

Stochastic block model: We formalize similarities between samples as a similarity graph on the
samples and impose a stochastic block model (SBM) (Holland et al., 1983) on the similarity graph.
Typically, an SBM with K blocks is described by two parameters: (1) IT = [ry,...,7x]  the
probabilities of a data point or node belonging to each of the blocks, and (2) A = [[ox &/]]k k(K] @
matrix that describes connectivity between blocks, where vy, 4/ is the probability that a node from
block k is connected to a node from block &’. The 7" s controls the size of k-th block and v, /s
determines the similarity between blocks. A sample of size n is drawn from SBM(II, A) as:

1. We generate n nodes from a multinomial distribution with probability vector II. Let us denote
{Y;}?, C [K] as the block annotations, i.e. the i-th node belongs to the Y;-th block. Note that Y;
are i.i.d. categorical(II).

2. For each pair of nodes, we generate e(i, ') | Y3, Y; ~ Bernoulli(avy; y,, ), where e(i, ') indicates
whether the nodes i and 4" are connected by an undirected edge. In the context of CL from images,
such edges imply that neighboring nodes ¢ and 7’ are augmentations of the same or similar images.
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The SBM has two desirable properties:

1. An inherent group structure that is often associated with downstream classification tasks. For
example, the classes in CIFAR 10 dataset can be considered as groups.

2. A notion of connectivity among groups that explains which of them are similar. As we shall
see later, this is a key factor in identifying the majority groups to which representations of an
underrepresented group can collapse. Recall, in the example of CIFAR10 (Section 4) we see that
the automobile and truck classes are connected to each other, and underrepresentation of
either of them results in the collapse of their CL representations.

3.1 SIMULATIONS WITH THE STOCHASTIC BLOCK MODEL

To understand how underrepresentation may cause representation harm in CL representations, we
conduct a simple experiment on SBM data. We consider an SBM with three blocks. The connectivity
probabilities are provided in the left plot of Figure 4, where only the first two groups are connected
with each other. Additional details are provided in Appendix D.

In our experiment, we
underrepresent the first
block by factors of
272 and 24 (the sam- .
ple size for the first
group is reduced from
26 to 2% and 2?) and in-
vestigate its represen-
tation harm. For this
purpose, we obtained
the CL representations from equation 3.2. Note that the generic CL cost function is exactly the
popular node2vec cost function (Grover & Leskovec, 2016) for graph representation learning, so our
results also have implications in graph representation learning. In Figure 4 we present the means
and standard deviations for the cosines of the CL representations between groups. Some notable
observations are described below.

n= (26) 261 26) n= (2:17 2(5y 26) n= (22" 267 2(;)
I 0.99 U - 1.0 0.7 -0.82 . 1.0 0.83 -0.85
+0.01 gE=NEN +0.04 +0.0 [£0.03 +0.02

0.83 1.0 -1.0
+0.03° +0.0 0.0

connectivity (Otz.])

i 10 -087
SN £00 | +0.03

0.7 0.99 -0.98
+0.07 +001 =+0.01

o~

-0.87  -0.87 1.0 -0.82 -0.98 1.0

£0.03 +0.01 0.0

-085 -1.0 1.0

+0.04 +0.03 0.0 +0.02 +0.0  +0.0

2 3 1 3 1 2 3
Figure 4: Left: connectivity across groups, middle-left, middle-right and
right: average cosines and their standard deviations across groups.

» The diagonals in Figure 4 demonstrate that all v} vectors within a block collapse into a single
vector, as they have cosines very close to one. This phenomenon is known as neural collapse
(Papyan et al., 2020) and has been observed by Fang et al. (2021b) in analyzing CL representation
with balanced data. Further related discussions are deferred to Section 3.2.

* The same plots suggest that the CL representations of the first two groups get closer when the
first group is underrepresented, as seen in their increased cosine similarity (it increases from
0.52(£0.08) to 0.7(£0.07) in the middle right and 0.83(£0.03) in the right plot). This is a
form of representation harm, as the representations of the first two groups, which are similar to
each other, partially collapse in terms of their CL representations (RH metric in equation 2.1 are
RH(1,2;1) = 0.48 and 0.35). Additionally, the second and third groups become further apart as
their cosines decrease from —0.87(+0.03) to —0.99(+£0.0) and —1(=£0.0).

3.2 ASYMPTOTIC ANALYSIS OF CL REPRESENTATIONS FOR STOCHASTIC BLOCK MODELS

Here, we verify the two phenomena that we observe in our simulation with the SBM dataset: (1)
the collapse of CL representations within a block and (2) the representation harm between blocks
with high connectivity. For this purpose, we perform an asymptotic analysis on the optimal CL
representations v at n going to infinity. We require the following assumption in our analysis.

Nk

Assumption 3.1. Denoting the representation variables of the k-th block as {vy, }]:1,
n, = #{Y; = k} and for each k we assume that 1/n,, 2721 Vg, j converges as ny — oo.

where

The above assumption simply requires that the representation variables in the optimization of equa-
tion 3.2 that belong to the same block do not fluctuate too much, which is a rather minimal assumption.
With this assumption, we state our main result.
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Theorem 3.2. Assume that Zk,E[K] T o ) > 0 for each k. Then at n — oo the optimum CL
representations obtained from the minimization of problem in equation 3.2 satisfy the following:

% @.S.

a.s. . . o . .
vy =" hy., where =" denotes almost sure equality and {h} Y reik) is a minimizer for

. K k=1 Tk Choy oy (PR Mg /) K 1 K hp Ry /r 33
min _Zk1:1 Ty +Zk1:1 Tk, 108 Zk3:1 Tgs€ ™1 - (3.3)

K
hyeSd—1 2 ko=1 Tk Oky ko

Note that the objective in equation 3.3 is a weighted version of the generic CL objective in equation 3.2
applied to common group-wise representations hy;.

This theorem shows that all samples from the same block have the same representation as n — oo; i.e.
all v;’s converge to their corresponding /3. s. This phenomenon is known as neural collapse. It has
been studied in the context of layer peeled model for supervised learning (Papyan et al., 2020; Zhu
et al., 2021; Mixon et al., 2020; Lu & Steinerberger, 2020), and in CL representations with balanced
data (Fang et al., 2021b). Fang et al. (2021b)’s results are most similar to ours, but they do not elicit
the effects of dataset imbalance on the geometry of the collapsed representations.

—0.6

Representation harm: To un- ' a=01
derstand the representation harm / 2707 e a2

we reconsider the setup of the —— a=01 08} = a=04_
synthetic experiment in Section _—— a=02 g _oglaL T e
3.1. The SBM has three blocks, —— a=04- \\\\‘__(
where for a given 7; we set my = A e S _1'072‘72 o1 96 o'
73 = (1 —m1)/2. In the leftmost ™ m

plot of Figure 5 we present the
connectivity matrix, and as be-
fore, only the first two blocks are
connected with probability a. In this setup, we obtain representations h}, from equation 3.3 and plot
their cosine similarities for pairs (1, 2) and (2, 3) in Figure 5. The harm in representation becomes
more prominent between the first two groups with the severity of the underrepresentation of the
minority group, as their cosine increases in the middle plot of Figure 5. In fact, their representations
become identical for m; < 276 when there is sufficient connectivity between the first two groups
(o = 0.4). Additionally, the two disconnected majority groups (second and third groups) get further
apart, and at the extreme (71 > 279) they become exactly opposite (cosine is —1).

Figure 5: Left: connectivity, and middle and right: cosine similar-
ities between groups (1, 2) and (2, 3).

Finally, when the first two groups are less connected (o = 0.1), their representations do not collapse,
even for a severe underrepresentation of the first group (cosine is less than zero when m; < 279),
This relates to an observation in CIFAR10 case-study in Figure 8a in Appendix A.1.1, that the dog
class, which is arguably disconnected from other classes, suffers the least allocation harm when it is
underrepresented.

Practical implications: Reiterating our previous discussions, our analysis suggests that harm in
representation occurs between two semantically similar groups when either of them is underrepre-
sented. Therefore, to mitigate the issue, practitioners should consider a combination of the following
strategies; 1) reweighing the loss to counteract underrepresentation, an approach considered in Liu
et al. (2021c¢); Zhou et al. (2022), and 2) a "surgery" on connectivity, similar to the approach in Ma
et al. (2021). We defer our further discussion of the mitigation of harm to Section 5.

4 HARMS IN CL REPRESENTATIONS CAUSE ALLOCATION HARMS

In Section 2 we observed that underrepresentation of a group causes its
CL representation to collapse with symantically similar groups. Through
a causal mediation analysis (CMA) (Pearl, 2022), in this section, we show
that this is partly responsible for allocation harm (AH) in downstream
classification tasks. Thus, to fully mitigate downstream allocation harm,
practitioners must address this representation harm. Figure 6: Basic model for

causal mediation analysis
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4.1 BACKGROUND ON CAUSAL MEDIATION ANALYSIS

The goal of CMA is to decompose the causal effect of a treatment on an outcome into a direct (causal)
effect that goes directly from the treatment to the outcome and an indirect effect that goes through
other variables in the causal graph. In this section, we consider the basic CMA graph shown in Figure
6. Here, treatment 7" is whether the dataset is undersampled, M is the CL representations, and Y is a
measure of downstream allocation harm (e.g. misclassification rate). To introduce our decomposition
we require the following notation. The outcome under treatement 7" = ¢ is denoted as Yqo(7—¢), and
the same under treatment 7' = ¢ and mediation M = m is denoted as Yqo(7=¢,p=m)- Similarly,
mediation under treatment ¢ is denoted as My = Myo(7=¢). Note that Yao(r—¢) = Yao(r=¢t,M=1,)-

The two effects that we evaluate are the natural indirect effect (NIE) and the reverse natural direct
effect ('NDE). It is easily seen that they add up to the total effect TE £ E [Ydo(Tzl)] —-E [YdO(T:O)] :

TE = E[Yao(r=1,m=m)] — E[Yao(r=0,0=11,)] +E[Yao(r=0.m1=11)] = E[Yao(r=0,m=n1)]

—rNDE NIE
“.1)

Here, the NIE is the downstream allocation that can be attributed to (representation harms) in the CL.
representation, while -rNDE is the downstream allocation harms directly caused by undersampling.

4.2 MEDIATION ANALYSIS ON CONTROLLED STUDY

In our controlled study with CIFAR 10 dataset in Section 2.1 we observed that semantically similar
pairs such as (automobiles, trucks), (airplanes, ships), and (deers, horses) suffer
from representation harm when one of the classes is underrepresented. Following this, using mediation
analysis, we show that it may cause allocation harm in a downstream classification, thus emphasizing
its importance in mitigating allocation harm.

Setup: Suppose that treatment 7' = TE NIE

1 is the underrepresentation of class k. airplane B8 50> 001 0001 0001 £0.001 0001 %00 100 L0001 %00

We train a linear head with a randomly ship JOARER 0052 0421 0003 0005 0016 0019 0002 0.001
.| 40.001 £0.002 +0.0 +0.0 ESUOORE +00 +0.0 +00 +0.0

Chosen 75% Of the teSt data’ ConSIder- automobile - 0.057 0.097 EUKeI# CUN 0.002 0.0 0.01 0.015 [Pl 0.002 0.0
ing tWO SCCDaI'IOSZ (1) lt is tralned on +0.002 +0.002 EZH) 2 +0.0 +0.001 +0.001 B +0.0 +0.0
a balanced dataset (I' = 0), and (2) truck-%00s 2600 MYUSREON 50 %00 %00 o001 PYsREO 001 <00 %00
it is trained on an imbalanced dataset
where the class k is subsampled to 1%

0.023 0.004 0.001
+0.001 0.0 +0.0

deer- 0.012 0.002 0.001 0.001 EUNELENNLY
+0.0 +0.0 +00 0.0 EWNVZESIIE

0.034 0.003 0.001 0.007 NULTPREIEELY] 0.004 0.001 0.001 0.001 WVNUIENPI]

of its original size (T = 1) Recall- horse- 5001 400 400 00 PRNHEENY +£00 £00 +0.0 +0.0 FRIUNIENIIE
ing that fi, (resp. fx) denotes the CL & &8 & &
model trained on balanced (resp. class # & B &

> >

k underrepresented) training dataset, gioyre 7: TE (leff), —tNDE (middle) and NIE (right) for

we denote foar as Mao(r—0) and fx 3 CTEAR10 dataset over 10 repetitions
Mgo(7=1)- A CL model coupled with P ’

a linear head builds the final image classifier, which we always evaluate on the remaining 25% of the
test dataset.

Metrics: We consider three classifiers, where a linear head is trained on top of: (1) fya using
balanced data (T = 0, M = Mgo(7—0)), which we denote as §jo 0, (2) fi using balanced data
(' =0, M = Mgyo(r=1)), denoted as go,1, and finally (3) fj using imbalanced data (7' = 1, M =
Mgo(r=1)), denoted as ;1. With all the notations in hand, the total effect (resp. natural indirect
effect) due to the underrepresentation of the class k in classifying a sample = with the true class
y=kasy=1is

lly=k)—P(joolz)=1|y=k)

) (4.2)
1(@) =1ly="k) —Poo(z) =1y =Fk).

Finally, the corresponding reverse natural direct effect is calculated as —tINDE(k,[) = TE(k,[) —
NIE(k, ). For k # [ the TE(k,1) > 0 indicates how much more often the class k is mistaken for the
class [ when k is underrepresented and NIE(k, ) is the part that is caused by representation harm.
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We present the TE, —rNDE and NIE as heatmap plots in Figure 7, where TE(k;, {) is the entry of the
(k,1)-th cell and similarly for —tNDE and NIE. As in Section 2.1.2, we present the metrics for only
six classes (four vehicles and two animals). The remaining ones are provided in Appendix A.1.1.

Results: In Figure 7 we mainly focus on the NIE, as this part of allocation harm caused by harm
in CL representation. When underrepresented, aut omobiles are mistaken as t ruck most often
(off-diagonal TE is highest at 0.798 4+ 0.002). Additionally, the allocation harm caused by harm in CL
representations is the highest in this case (highest observed value of the NIE metric at 0.062 4= 0.001),
which is related to the highest representation harm observed between them (RH metric is 0.7840.009).
Furthermore, the harm in CL representations causes a significant allocation harm for semantically
similar pairs (automobiles, trucks), (airplanes, ships), and (deers, horses) as their
NIE metrics are significantly higher. This aligns with our observations in Section 2.1, as these pairs
suffer significant representation harm due to their underrepresentation.

Additionally, representation harm causes a significant reduction in downstream accuracy for these
classes. This is observed in the diagonal NIE metrics in Figure 7, which is the highest for deer
(15.5 + 0.2%) and is at least 7.9 4= 0.1%. This emphasizes that one cannot completely mitigate
allocation harm without addressing the harm in CL representations.

For the BIASBI10S case study performing mediation analysis is challenging due to the existing natural
imbalance, which makes it infeasible to create a balanced dataset and thus train a balanced CL model.
It is, however, possible to quantify allocation harm, which we investigate in Appendix B.4.

5 SUMMARY AND DISCUSSION

We studied the effects of underrepresentations on contrastive learning algorithms empirically on
the CIFAR10 and B1ASB10S datasets and theoretically in a stochastic block model. We find (both
theoretically and empirically) that the CL representations of an underrepresented group collapse
to a semantically similar group. Although prior work shows that classifiers trained on top of CL
representations is more robust to underrepresentation than supervised learning (Liu et al., 2021c¢) in
terms of downstream allocation harms, we show that the CL representations themselves suffer from
representation harms: the CL representations of an underrepresented group collapse to a semantically
similar group. To reconcile our results with prior work, we decompose the downstream allocation
harms in classifiers trained on top of CL representations into a direct effect and an indirect effect
mediated by the CL representations via a causal mediation analysis. Our results show that it is
necessary to address the representation harms in CL representations in order to eliminate allocation
harms in classifiers built on top of CL representations.

Attempts to mitigate representation harms in CL: Broadly speaking, the issue of underrepresen-
tation is in conflict with one of the key advantages of CL or SSL: their ability to use large uncurated
datasets from the Internet. Our results suggest that broad adoption of SSL can lead to representations
harms to underpriviledged groups. This corroborates recent empirical results on algorithmic biases
(Johnson, 2022; Naik & Nushi, 2023) in prompt-guided generative models powered by CLIP (Radford
etal., 2021) (e.g., DALL-E 2), which uses a variant of CL loss. To address these issues, we need SSL
methods that can account for underrepresentation without requiring group annotations. Prior works
have proposed several such methods (Liu et al., 2021c; Zhou et al., 2022; Assran et al., 2022), but
their evaluation metrics are limited to downstream accuracy, and thus their effectiveness in mitigating
representation harms remains unexplored. In Appendix A.3 we investigate the representations learned
with one of these methods, boosted contrastive learning (BCL) (Zhou et al., 2022), which turns out
not to be sufficiently effective to completely mitigate the representation harm. Thus, the elimination
of representation harms in CL remains a pressing open problem.

Our theoretical analysis suggests that practitioners should consider a combination of the following
strategies to mitigate harm in representation; (1) reweighing the loss to counteract underrepresentation
and (2) a “surgery” on connectivity, both of which require group annotations. Since they are not
available in most CL applications, it would be interesting to attempt to combine the two using a proxy
for group annotations. There have been many efforts to improve performance in minority groups
without group annotations in the supervised learning setting (Hashimoto et al., 2018; Liu et al., 2021b;
Zeng et al., 2022), but it remains to be seen whether these techniques can be transferred to SSL.
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A SUPPLEMENTARY DETAILS FOR UNDER-REPRESENTATION STUDY WITH
CIFARI10

A.1 SUPPLEMENTARY DETAILS FOR SIMCLR

We use the implementation in simclr . py file of https://github.com/p3i0t/SimCLR-CIFAR10 for
the training of contrastive learning (CL) models with the SimCLR training protocol. Please see
simclr.py in supplementary codes for parameter values. We use the same parameters in both
training cases with balanced and imbalanced datasets.

A.1.1 REPRESENTATION AND ALLOCATION HARM

The representation and allocation harms for all 10 classes are provided in Figures 8a and 8b. Here,
each row corresponds to an underrepresentation to 1% for the corresponding class. Additionally, in
Figures 9a and 9b we present similar plots when classes are underrepresented at 5% of their original
sizes.
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Figure 8: Representation harm and total effect and natural indirect effect for allocation harm for
SimCLR representations in CIFAR10 where the classes are undersampled to 1%.
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Figure 9: Representation harm and total effect and natural indirect effect for allocation harm for
SimCLR representations in CIFAR10 where the classes are undersampled to 5%.

A.2 SUPPLEMENTARY DETAILS FOR SIMSIAM

We use the implementation in main . py file of https://github.com/Reza-Safdari/SimSiam-91.9-top1-
acc-on-CIFAR10 for the training of CL models with the SimSIAM protocol. Please see our jobs.py
and main.py for the specification of hyperparameters, which are kept the same in both training
cases with balanced and imbalanced datasets. We use 3 repetitions of each setting with three different
seed values. The rest of the details are the same as in SImCLR training.
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Figure 10: Representation harm and total effect and natural indirect effect for allocation harm for
SimSTAM representations in CIFAR 10 over three repetitions.
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A.2.1 REPRESENTATION AND ALLOCATION HARM

Representation harm: We plot the representation harm metrics equation 2.1 in Figure 10a. Similar
to SimCLR representations in Section 2.1.2, representation harm is observed between semantically
similar pairs (automobiles, trucks) (RH between them are 0.834 £ 0.025 and 0.882 + 0.0),
(airplanes, ships) (RHis 0.878 + 0.0) and (deer, horse) (RH is 0.827 4+ 0.003).

Allocation harm: In Figure 10b we plot the TE and NIE metrics equation 4.2, where we observe
that representation harm causes allocation harm in a downstream classification. This is evident from
the NIE metrics in Figure 10b, as the NIE between pairs (airplane, ship)are 0.111 4+ 0.001 and
0.072 + 0.001, between (automobile, truck) are 0.145 £ 0.002 and 0.061 & 0.002, and finally
between (deer, horse) are 0.075 £ 0.0 and 0.039 £ 0.001. Additionally, these classes suffer a
non-trivial reduction in their prediction accuracies due to harm in representation. These observations
are similar to our findings regarding allocation harm for SimCLR representation (Section 4).

A.3 BOOSTED CONTRASTIVE LEARNING WITH SIMCLR

We implement the boosted contrastive learning (BCL) algorithm (Zhou et al., 2022) on SimCLR
protocol using the implementation in t rain . py file in https://github.com/MediaBrain-SJTU/BCL.
Specifically, we use the BCL_T version of the algorithm, whose hyperparameter values can be found
in the files jobs.py and train.py in the codes/cifar/BCL/ folder of our supplementary
materials. Each setup is training for three repetitions with different seed values. The representation
and allocation harm metrics for 10 CIFAR10 classes are provided in Figure 11.
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Figure 11: Representation harm and total effect and natural indirect effect for allocation harm for
BCL representations in CIFAR 10 over three repetitions.

Attempts to mitigate representation harms in CL with boosted CL (Zhou et al., 2022): In
our case study on CIFAR10 dataset in Figure 11, we find that BCL may not be sufficiently ef-
fective to completely mitigate the representation harm. Although the RH metrics between the
pairs (automobiles, trucks) increase from 0.78 + 0.009 and 0.832 £ 0.012 (in Figure 2) to
0.829 £ 0.001 and 0.897 £ 0.001 (in Figure 11a), BCL does not completely mitigate the harm in
representations. As a result, accuracies for these classes still suffer non-trivial reductions, as observed
in the diagonal NIE metrics in Figure 11b (the reduction in accuracy is 5.3+0.2% (resp. 3.7+0.01%)
for automobiles (resp. trucks)). These results show that the elimination of representation
harms in CL remains a pressing open problem.
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B SUPPLEMENTARY DETAILS FOR UNDER-REPRESENTATION STUDY WITH
BIASBIOS

B.1 BIASBIOS DATASET DETAILS

In Figure 12, we provide the sample counts and frequencies for the 28 occupations and 2 genders (Male
and Female) along with Total counts. We note that the dataset is imbalanced both in the occupation di-
mension as well as the gender dimension within a particular occupation. Particularly, the Professor
occupation is the most occurring, while the Rapper occupation is the least occurring. Within each
occupation, the proportion of samples of the two genders also varies mimicking societal gender stereo-
types. For example, the occupations dietician, interior designer, model, nurse,
etc. are dominated by Female samples, while the occupations composer, DJ, pastor,
rapper, software engineer, surgeon, etc. are dominated by Male samples.
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Figure 12: BIASBIOS dataset counts (above) and frequencies (below) by occupation and gender. The
Y-axis labels are genders (M)ale, (F)emale, and (T)otal counts.

B.2  SIMCSE EXPERIMENTAL SETUP Table 1: Training parameters for

We randomly divide the ~400k BIASBIOS dataset into the SimCSE.

following three splits: 65% as training set, 10% as validation
set, and 25% as test set. We use the official SimCSE imple-
mentation' to train the embedding model, with the optimal =~ model parameters  value
parameters used in the reported experiments listed in Table 1. batch size 64
To find these optimal parameters, we perform a grid search over
the following parameters: training epochs € {1, 3,5}, learning
rate € {3e°,1e7® 5e75}, batch size € {64,128,256, 512},
and sequence lengths € {32, 64, 128,256, 512}, and then train
a Logistic Regression model on top of each these embedding models. We select the parameters which
result in the best occupation prediction accuracy on the validation set.

sequence length 512
learning rate le™®
training epochs 1

B.3 REPRESENTATION HARM

We present the GRH results for all occupation in the BIASBIOS dataset in Figure 13 (the F and M in the
row labels indicate the under-represented gender for the corresponding occupation). We focus on the
off-diagonal entries which should be >1 when there is no representation harm. We observe several de-
viations from this rule, broadly classifying into two types of deviations: (1) when representations of the
under-represented group for an occupation collapse with a similar occupation, and (2) when represen-
tations of the under-represented group for an occupation collapses with several occupations. For the
first type of deviation, we especially note GRH (architect (F), interior_designer) =
0.95, GRH(chiropractor (F), personal_trainer) = 0.96, GRH(nurse (M),

"https://github.com/princeton-nlp/SimCSE
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Figure 13: Gender RH for all occupations in BIASBIOS dataset.
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dentist) = 0.97, GRH(physician (M), surgeon) = 0.96, and GRH (surgeon
(F), dentist) = 0.95 among others. These mentioned deviant groups are of occupations that
are highly related. For the second type of deviation, we note that the GRH of Models (M), Journalists
(F), and Teachers (M) have values < 1 for many occupations in the dataset.

B.4 ALLOCATION HARM

We consider the task of occupation prediction from the SimCSE representations we learned on the
B1asBI10S dataset using a logistic regression model trained on the same data as we used to learn
the representations. Such a decision-making system may be used to assist in recruiting or hiring,
applications where allocation harm can exacerbate gender disparity. To counteract the effect of
under-representation at the supervised learning stage (thus focusing our attention on the effect of
under-representation on CL), we reweigh the samples to achieve gender parity within each occupation
when training the logistic regression following prior work (Idrissi et al., 2022; Sagawa et al., 2020).
See Appendix B.5 for results with other weighting strategies.

Metric: We define gender allocation harm (GAH) similarly to Equalized Odds, a popular group
fairness criteria in the algorithmic fairness literature (Hardt et al., 2016):

GAH(l,m) = P(§ =m |y =,female) — P(g = m | y = [, male). (B.1)

GAH can be understood as the difference of confusion matrices corresponding to each gender with
entries far from 0 implying allocation harm. The average of the absolute values of the GAH diagonal
is a common way to quantify violations of Equalized Odds.

Results: In Figure 14 we present the  professor- 0.01 -0.00 000 -0.00 0.00 -0.01 -0.00 -0.00 -0.00 -0.00
GAH results for a subset of occupations.
The complete set of GAH results is pro-
vided in Appendix B.5. Inspecting the di-
agonal entries, we see large performance
gaps between genders for occupations such surgeon- 0.03 -0.00 -0.00 -0.01 0.09 -0.12 000 000 0.00 0.00
as rapper, DJ, and model (within each
of these occupations the majority gender
corresponds to at least 85% of the sam- physician--0.03 -0.00 0.00 -0.01 -0.01 0.04 0.00 -0.00 -0.00 -0.00
ples; these occupations are also underrepre-

sented in the data with representation rang- dj--0.02 -0.00 0.00 0.00 0.00 -0.01 0.04 012 -0.01
ing from 0.4% for rapper to 1.9% for
model). These results demonstrate that
reweighing for gender parity when train-  composer- o.
ing the predictor may be insufficient to re-

pair harms due to underrepresentation at model - -
the CL stage of the pipeline (it does, how-
ever, help to mitigate some of the biases of
the unweighted model, as we show in the
Appendix B.5). We also note the mistake
patterns for related occupations: female
DIJs are predicted as composers a lot more often than male ones, and female surgeons tend to be
mistaken for dentists while male surgeons for physicians, despite similar performance on surgeons
across genders. The surgeon example demonstrates that it may be insufficient to compare only
class accuracies across genders (as is often done to measure group fairness violations via Equalized
Odds) when quantifying allocations harms.
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Figure 14: Gender AH in BIASBIOS dataset.

Compared to gender representation harms, we note that while the two have some overlap in terms
of genders and occupations they are affecting, there are also differences, e.g., representations for
female attorneys are closer to female paralegals than to male attorneys, but it does not manifest in
the allocation harm analysis. We hypothesize that differences in which groups were affected by
allocation and representation harms in our experiments might be due to the logistic regression model
used for prediction utilizing only a subset (or subspace) of features most relevant to the task, while
representation harm analysis takes into account all features.

18



Published as a conference paper at ICLR 2024

The allocation harm does not have to be gender-specific. Similar to our CIFAR10 case study, samples
from an underrepresented occupation can also be mistaken for a related occupation at a similar rate
between genders. We observe this for the paralegal occupation which corresponds to about 0.4%
of the training samples. Despite the gender imbalance (85% of paralegals in the data are female), both
male and female class accuracy is the worst across occupations (14% for females and 11% for males)
and the majority of them (66% for females and 61% for males) is predicted as attorneys, which is a
more frequent class (8.3% of the samples are attorneys; see Appendix B for extended allocation harm
analysis for occupations).

Overall, similar to the CIFAR 10experiment, underrepresentation leads to the allocation harms of
mistaking underrepresented groups for a related group. In some cases, the related group may be
the same for both genders (e.g., in the case of paralegals), but in others, it can differ across genders
(e.g., in the case of surgeons and DJs). Both cases can cause allocation harms for people from
underrepresented occupations, whereas the latter additionally exacerbates gender stereotypes.

B.5 OTHER DETAILS FOR ALLOCATION HARM

We experiment with three weighting strategies to counter the gender imbalance in the BIASBIOS
dataset, namely: (1) Each sample is equally weighted, (2) We balance for gender imbalance within

each class by weighting each sample as W = ﬁ where N is the total number of samples in the
dataset, N, is the number of samples within a class and N/ is the number of samples of gender g
in class y, and (3) We balance for gender and class imbalance within the dataset by weighting each
sample as W = m where |y| is the number of classes and N is the number of samples of
gender g in class y.

In Figure 15 we provide the Gender Allocation Harms for all occupations in the BIASBIOS dataset
and for the three weighting strategies. Similar to our observations in Section 2.2, inspecting the
diagonal entries, we see large performance gaps between genders of the same occupation across all
three weighting strategies. We do, however, see that reweighing for gender parity (Figure 15b) does
mitigate gender bias to a certain extent. For example, for the occupation nurse the GAH is mitigated,
but it is merely reduced for DJ and model. Balancing for class frequencies in addition to gender
(Figure 15¢) has little effect on the GAH.

In Figure 16 we present confusion matrices for the three weighting strategies to quantify allocation
harms (AH) for occupations (irrespective of gender). For occupations such as paralegal and
interior designer we observed a small amount of GAH, however, we see that performance
on these occupations is poor for the unweighted and gender-balanced weighting strategies (Figures
16a and 16b), as they are often confused with the related occupations (attorney and architect
respectively). In this case, the representation harm is due to the under-representation of these
occupations as opposed to the gender imbalance within occupations that we observed in the GAH
experiments. Accounting for class imbalance in the weighting strategy helps to mitigate some of
these biases (Figure 16¢), e.g., the AH for interior designer is largely mitigated, while AH
for paralegal is reduced.

Overall, we conclude that allocation harms due to under-representation in the contrastive learning
stage can be partially mitigated during the supervised learning stage by curating/reweighing the data
to have equal representation of classes and groups.

C A PROOF OF THEOREM 3.2

We recall the CL loss equation 3.2 and restate the theorem 3.2 for the reader’s convenience. The
minimization problem in a layer-peeled setting is

minviesda LCL(V),
Lau(V) 2~ Yy s argy Sye i) log { o2l (GD
cL T T n Zei€ln] 5,0 o) eieln] € ) 108 L5 ny P (%4 v1/7)

where S%1 is the unit sphere in RY.

Theorem C.1. At n — oo the optimum representations obtained from the minimization of CL loss in
a.s.

equation 3.2 satisfy the following: vy =" hy,, where 2" denotes almost sure equality and {hi ke
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(a) Equal weight for each sample (b) Gender-balanced (c) Gender and class-balanced

Figure 15: Gender AH for all occupations in BIASBIOS across the three weighting strategies.

(a) Equal weight for each sample (b) Gender-balanced (c) Gender and class-balanced

Figure 16: AH for all occupations in BIASBIOS across the three weighting strategies.

is a minimizer for

-
iy kg

K
. K Zk =1 Tkg ®kq ko T K K ) hy. -
min - — >, A + D k=1 Ty 108 Dok g€ ™ kit (C2)

K
hpESd—1 Zk2=1 Tho Qky ko

Note that the objective in equation 3.3 is a weighted version of the node2vec objective in equation 3.2
applied to common group-wise representations hy;,.

For our convenience, we index the i-th node in k-th block as (k,¢) where ¢ € [ng] and k € [K]. We
start with a simplification of the CL loss.

C.1 A SIMPLIFICATION OF THE LOSS

We divide the loss into two parts: a linear and a logarithmic sum exponential part.

’UT ;U i
k1, ko,i
exp(41 HT 2 2) }

T
Yky,ip "k3i3
——)

A1 1
LCL(V) = Ez(khil) d(k1,i1) Z(kz,ig) T €(k1,i1),(k2yiz) log {
1
7 2 (kg i) XP(

T
_ 1 1 i . Vkq,iq Yk2sia
- n Z(kl,h) d(k1,i1) Z(kz,iz) 6(]6177'1)7(]‘5%22){ T }

(C.3)
2 Ljnear (V)

-
vkl ,ilvk377"3 ) }

+ Z(kl,n) d(lcll,il) Z(lm,iz) log {%Z(ks,is)exp( ps

ALise(V)
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We simplify the log-sum exponential part as

v i1 Vkg,i
LLSE(V): Z(kl i1) d(k1, Zl)Z(kMQ) g{ Z(kd zj)eXP(Ll — 3)}

%Z(klﬂl g{ Z (ks, ZS) XP(M)} .

(C4)

For k-th group, we define 7, £ ~k as the sample proportion and Ay, £ L >k Uk, as the sample

Nk
average of the representation vectors. We further define

N( A1 A Ek'E[K] Wk’ak k’h hk’
leear(v) T ZkE[K] Tk Z}J CIK] gt Qg o/

and a modified loss: N
LCL(V) £ _Llinear(v) + LLSE(V) . (CS)

According to Lemma C.3 the linear part of the loss has the following ¢5 -convergence: as n — oo
m‘?x ‘Llinear(v) - ilinear(v)| E; 07 (C6)

and thus N
m‘iiX {LCL(V) — LCL(V)‘

= IH‘E}X |Llinear(v) + LLSE(V) - f‘linear(v) - LLSE(V)’ (C7)
= Hl‘é/%X |Llinear(v) - ij‘linear(‘/)| LQ) 0.

In Sections C.2, C.3, and C.4 we perform a finite sample analysis on the modified CL loss in eq.
equation C.5 and establish its neural collapse property.

C.2 A LOWER BOUND

For studying the minimization of modified CL loss in equation C.5 we derive an achievable lower
bound for Ly, (V). We expand the log-sum exponential part

Lise(V) = Z(klﬂl) Og{ Z(k:@ is)€ XP(M)}
i, hig Uiy Vks iz iy g
Ez(kl’il)log{ﬁz(ksyis)exp( T )exp( T )}

hl kg
_ 1 Z lo I 2 (hy.ig) eXp( Lkl -3 ) (
= 0 2e(krin) 08 L Ty
E(k3 ig) OXP ( )

hl h
Y ki 108 {5 2k, ) XD(2) )

T T
1 " 2 Viy,iq Vkg,ig kg Pha
— 1y lo L5 iy 50 ( R Jep (Hrts Mate i ke )
= 2a(kryin) 08 Rl kg
S e ()

« . Ry, B
+ 3ok, Ty log { 2 kselK] fpgexp (42 }
and provide a Jensen’s inequality-based lower bound for

T T T
h h v v io —h h
1 ky k3 ky,iq "k3.i3 "k k3
W (kg )eXP( T exp =
3,13
- .
- g
Ek‘g kg €XP T

By.ip ks, 13 hklhks)

(C.8)

%Z(kl,il) log{

Since log is a strictly concave function, we apply Jensen’s inequality that log(E[X]) > E[log X] to
each summand of (k1,4,) with respect to the probability measure

k3,i3

lz exp(hgl hkg/,.)
n£(ksiz) =

o exp(h A s /1)
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where &, is the Dirac-delta measure at a, (i.e. X = eXp(%)) and obtain

-
L W Ry ol i Vkais — P P
log{nz(ksvia)e k1 M3 /T oy (haaiy Rais Tk ks }
hT hk
3
b T g i exp (=42

> lz EXp(h’kl hkg/7) v;1>i1vk3v7737h;r1 hig
= n La(ks,iz) 5 T T

Z’“s “kgeXp(h’kl hkg/T)

(C.9)

which we combine over (k1, ;) to obtain the following

T vl wp. s.—h) h
1 hl hy ky,iq Vkg,iz Py Pkg
iy lo w X (kgiz) © L 3/T9XP( L ! )
n 2u(ky,iy) 08

-
h h
1 k1 k3/T
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% Zk1,11 nZkg,zg{ eXp( hkS/T) } (U;Lil ka,?—hle hkS ) (CIO)

S TPy )

1 1 T T
_Z A Z A cxp(hk-rl’lkg/r) WZH Wzisvkl»ilvk?ﬂ@ by By -0
= D kg Tk 2 gy Ths ST = ) p- =0.

3

Frg oxp(y g7

v

The above simplification implies

Lise(V) > Y, Ty 1og{2k Fopgexp (—L—2 ’°1 )} 2 Lisk, (C.11)
and thus

LeL (V) = —Linear(V) + Lise(V) > —Linear(V) + Lise (V) 2 Lep (V). (C.12)
C.3 EQUALITY CONDITION OF LOWER BOUND

Under what condition equality is achieved in the inequality equation C.12? To answer that we look at
the Jensen’s inequality applied in equation C.9. Since log is a strictly concave function, equality is
achieved when for any (ks, i3) it holds

T T
Uk iy Vksis — Py Py = Chy iy (C.13)

where ¢y, 4, € Ris the constant associated with the equality constraint for Jensen’s inequality for
(k1,141). Next, we establish that these constants cg, ;, must be exactly equal to zero. For this purpose,
we average over both ¢; and i3 in equation C.13

S T e = e S L S 0 ks — B, T}
= hi, " hig —hi, "hig =0
A further simplification of the above equation leads to
o 2y Ok =0 (C.15)
Then, we let k; = ks = k and ¢; = ¢3 = ¢ in equation C.13 and average over ¢ to obtain
0= i D iy Chii
= i > U;Iivk,z' — hy " hy, (C.16)
= = (e = hie) T (kg — i) = 7= 30, ok — hae3
which finally concludes that at the equality
Vg = P . (C.17)
We further notice that vy ; € S~ which implies hy, € S¢~1.

(C.14)

C.4 MINIMIZATION OF EQ. EQUATION C.5

Further developing on eq. equation C.12 we provide a final lower bound for eq. equation C.5.

LeL(V) > Le (V)
W Sweir) Trt Cp o hy By
— Xkerk] TS e T ok T log { X rgexp (M) ) (C.18)

A Z 7 T /iLTiL ’ h
> =1 Ykelx) T kizq et Doy Tk log { 30, Fkaexp( iy ks)}

€[K] wk/ak k!
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where .
1 Zk o Dne(x) ﬁk’?‘k,k’hk hyr
T €[K] Dok e[K] TR/ Okt

. . hy hy.
+ Zk}l 7Tk1 log { Zk?S ﬂ-k3exp(%}cs)}

The lower bound in eq. equation C.18 does not involve any optimization variables (vj, ; or hj) and
according to eq. equation C.17 the equality achieved when

Ve = h - (C.20)

{hy} € argmin,, cga (C.19)

Thus, at the minimum of fJCL(V) it holds vy, ; = h.

C.5 FINAL CONCLUSION OF THEOREM 3.2

In Sections C.2, C.3, and C.4 we have established neural collapse for minimization of f,CL(V). It
remains to see how that translates to the minimization of L¢y, (V). In eq. equation C.7 we argued that

max |LeL(V) = Len (V)| %3 0. (C.21)

Since both Lcp (V) and Ly (V) are continuous, we use a continuous mapping theorem to conclude
that
d(arg miny, Ley (V), arg ming, Leg (V) 230 (C.22)

in any metric d for measuring set difference, or, alternatively speaking
arg miny Lep (V) %3 arg miny, Lep (V) . (C.23)
Since, the loss in eq. equation C.19 convergences almost surely to the loss in eq. equation 3.3 we

conclude the Theorem 3.2.

C.6 ADDITIONAL LEMMA
Lemma C.2. Consider a generic sequence of vectors {&.i}ke[K],icin,) C SP~! and define the
group mean &, = quk > i€k, and

€(2) 2 £ 2 (hnin) €lkn,in) (ko) Ehasiz = Doy Tha Cky ko (C.24)

Then ,
maxz [[¢(Z)[]2 £ 0. (C.25)

—_
—

Proof of the lemma C.2. Indexing the dependence of €(Z) as €, (=) we notice that
EH(E) = %Z(kQ,'L—Q) e(klail)v(kQ’iZ)gkz’iQ o Zkz ﬁk2ak1,kzgk:2

(C.26)
%Z(kz,iz) {e(kl,il),(kz,iz) = Ok ko }gk%i?

and
Elen(Z)') = B{% Sihasia) {00k thaia) ~ Wb ko } bt}
= 0T 2 (kaia) B0, (B2 i) — O ea }]
T D0 (ki) (ki) B C (R 1), (Raaiz) — Qe oo S TEI{ €0y ). (s ) — Qhr ks 1)
= O(%) + O(#) = O(#) )

(C.27)
Thus, for any § > 0 we have
54 Zn21 P(Hen(E)Hg > 6) < 27@1 Ele, ()4 < 0o (C.28)
Next, we use the first Borel-Cantelli lemma to conclude that for any = we have
len(E)]2 %3 0. (C.29)

Finally, we use the continuity of €, (Z) and separability of SP~! to conclude the statement of the
lemma.

O
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Lemma C.3. Assume 3.1. Then as n — oo the following convergence holds.

HlélX |Llinear(v) - j:-:linear(‘/)| (Q) O . (C30)

Proof of the Lemma C.3. We start with an expansion of Ljjes (V) — Eunear(v)-
Llinear(v) - f‘linear(v)

1 Vka i }

T
_ 1 1 Vky i
“n Z(k’l,il) d(k1,i1) Z(k‘e,lé) e(klﬂll)v(kbﬁ){ - T

D S hy, hi
_Zkl 7Tlc1 Zk/kz Tko Ok, ko { k1 kz}

€[K] frk’akl‘k' T
. (C.31)
1 1 ) . Yky iy Vk2.io
T n Z(kl,il) d(k‘l,il) Z(kz,iz) e(k1711)7(k2’7’2){ T }
. T
_ 1 S 2y ko Ok by {”(kl,il)hkz }
n (Kk1,i1) Zk’e[l{] Tt Oy 1ot T
_ 1 Z ol {E(kz.iz) €(k1,i1),(ka,in) Yk ip Ekg Ty Qhey ko Py }
— nr (k1,31) “(k1,41) d(k1,i1) Zk’e[K] T pt Qg gt .
Following the expansion we define
_ 1 A ~
€1 <V> iy Z(k2,i2) €(k1,i1),(k2,iz) Vka,iz Zkz 7Tk2ak?1;k2hk2 (C32)
_ d(k1,i1) A ’
€9 = TR — N M Qe ks

and note that e(V') = €;(V') and €(1) = eq, where €(+) is defined in lemma C.2. As a conclusion of
the lemma we have

a.s. a.s.
maxy |leg (V)]|2 =5 0, and |e2| = 0. (C.33)
Next, we notice that
m\%X }Llinear(v) - Llinear(v)|
1 ~ . E(kQ,iQ)e(klyil)’(kzyi2)vk2,i2 _ Ekz Ty U ko Pkeo
< m‘z}x T Z(kl,il) | 2 H d(k1,i1) Dok e k) Rl Qe k! (C.34)
N .
1 I n Z(k,z,iQ) €(ky1,i1),(ka,ia) Yk ip Zkz Thg Ok kg Piy
<2 D (ki) Tha - IOAXY QT > et T ||y
where we focus on each term within the sum
max = Z(kQ,iQ) €(k1,i1). (ko in) Vho,in Ekz Ty Qhy ko Py
1% d(khﬂl) k' €[K] ﬁk/o‘kl,k’ 2
— max Dky Thy kg ky iy e (V) . Doy Tho Ok ko kg
Vv Zk’e[K]‘ﬁ'k’o‘kl,k’J’_eQ Zkle[K]ﬁ'k/akl,k/ 2
. < ||62{Ek2 Tl Qkeq ko hk2}+61(V){Zk/€[K] gt aklvk'}Hfz (C35)
14 |{Zk’€[1{] Tty e {0 e ) Frr ey ok

|e2|-maxy H Zkg Moo Oy ko Pko ||2+{ maxy HGl(V)HQ}{ Zk’E[K] ’frk/Oékl,k-’}

Zk’e[}(] Wk’akl,k’+€2|'| Zk’e[K] gt Qg !

Here, both |e2[ and maxy [ (V')||2 convergence almost surely to zero. Since } -y ¢ ) Thr Qg k7 > 0
both Zk’e[K] T g, i > 0 and Zk/e[K] T ok, i + €2 > 0 for sufficiently large n. Finally,

m‘%x H Ekz ﬁ-kzakthhkz H2 < Zkz ﬁ-kf2ak1;k72 { maxy Hth ||2} < Zkz ﬁ-’%akl,kz : (C.36)
Thus we have
1 N
n Z(kQ,iQ) €(k1,i1),(kg,ig) Vka,ig Zkz Thg Oy ko Pikey a.s.
m‘gx 2010 b S vl | N =0 (C.37)
which proves the lemma that
I a.s.
m‘gx }Llinear(v) - Llinear(v)| -0 (C38)
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D SUPPLEMENT FOR SBM SIMULATION IN SECTION 3.1

We generate an SBM dataset using graspologic.simulations. sbm function. We obtain the
representation by optimizing the node2vec loss in eq. equation 3.1 using a gradient descend algorithm
that has step size for ¢-th step as Ir; = 0.1 x t~%2 and T' = 30000 as the number of iterations.
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