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Abstract—Trusted execution environments (TEEs) enable effi-
cient protection of integrity and confidentiality for applications
running on untrusted platforms. They have been deployed in
cloud servers to attract users who have concerns on exporting
data and computation. However, recent studies show that TEEs’
side channels, including memory, cache, and micro-architectural
features, are still vulnerable to adversarial exploitation. As many
such attacks utilize program access patterns to infer secret infor-
mation, data oblivious programs have been considered a practical
defensive solution. However, they are often difficult to develop and
optimize via either manual or automated approaches. We present
the oblivious TEE with MapReduce (TEE-MR) approach that uses
application frameworks, an approach between fully manual and
fully automated, to hide the details of access-pattern protection to
significantly minimize developers’ efforts. We have implemented
the approach with the MapReduce application framework for
data-intensive applications. It can regulate application dataflows
and hide application-agnostic access-pattern protection measures
from developers. Compared to manual composition approaches,
it demands much less effort for developers to identify access
patterns and to write code. Our approach is also easy to
implement, less complicated than fully automated approaches,
for which we have not seen a working prototype yet. Our
experimental results show that TEE-MR-based applications have
good performance, comparable to those carefully developed with
time-consuming manual composition approaches.
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I. INTRODUCTION

With the development of resource-starving distributed ap-
plications in big data, artificial intelligence, and the Inter-
net of Things (IoT), public clouds and edge devices have
become common platforms for hosting data and compute-
intensive tasks, which significantly expand the attack surface
for potential adversaries. While encryption and secure data
transmission protocols can ensure data security in transit
and at rest, data in computing is still a big concern. For
many years, researchers have been experimenting with novel
crypto approaches based on secure software primitives, such
as homomorphic encryption (HE) [10] and secure multi-party
computation (SMC) [32], [47]. However, for complex data-
intensive tasks like machine learning [58], these approaches
are too expensive to be practical. More recently, the concept
of hardware-assisted trusted execution environments (TEEs)
has emerged as a more efficient and cost-effective approach,
compared to the pure software-based cryptographic solutions
[58].
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TEEs depend on CPUs that provide hardware support to cre-
ate an isolated environment within a potentially compromised
computing environment, where a strong assumption holds: the
entire system software stack, including the operating system
and hypervisor, can be compromised. TEEs enable the concept
of secure enclaves, which depends on hardware mechanisms
to preserve the confidentiality and integrity of the enclave.
Users can pass encrypted data into the enclave, decrypt it,
compute with plaintext data, encrypt the result, and return it to
the trusted client, avoiding expensive software primitives like
HE and SMC. TEEs have been available on many commodity
CPUs and supported by public clouds — for example, Microsoft
Azure [44] and Alibaba [4] provide Intel Software Guard
Extension (SGX) enabled servers, and Google has adopted
AMD Secure Encrypted Virtualization (SEV) for confidential
computing.

Although TEE enclaves cannot be directly breached, side
channels are still there. The enclave interacts with untrusted
memories and file systems, and the CPU cache is still shared
among processes and virtual machines owned by different
users. Recent studies have shown that side-channel attacks
remain main threats to TEEs [27], [38]. Attackers can control
and manipulate these channels via compromised operating
systems or hypervisors, e.g., manipulating page faults and
page-table entries and exploiting the flaws of modern CPU’s
micro-architecture execution optimization. Powerful attacks
like Foreshadow [13] and Load Value Injection [68] can com-
bine memory and cache access patterns and modern CPUs’
speculative execution mechanisms to extract secrets during
TEE execution.

While systematic approaches on side-channel attack defense
are still missing, data oblivious programming appears an
attractive and promising one. Data oblivious programs expose
invariant dataflow and execution path patterns regardless of
the input values. This unique feature can potentially address
many side-channel attacks (details in Section II). Normal
programs’ data flow and execution paths vary according to
different input data, and thus a specific input value may trigger
unique steps to execute. Many attacks utilize the specific
execution pattern to infer the input value [27], [38], to which
data oblivious programs are immune.

Nevertheless, it is challenging for users to develop an
oblivious solution for the following reasons. First, it’s often
time-consuming and error-prone to compose an oblivious
data program manually. Some TEE-related studies [50], [59],
[20] have utilized oblivious primitives, e.g., oblivious RAM
[59] and oblivious branching [50], to compose an oblivious
solution. However, manually composing an oblivious program
for an arbitrary application is not a practical option for most



developers. It requires careful analysis of application dataflow
and skillful uses of the primitives to achieve performant solu-
tions as naive transformation may have significant performance
impact [9]. Developers can also use oblivious programming
languages [41], [73]. However, it requires developers to learn
a new language and completely re-write existing programs.
Theoretically, the manual approach can also be automated via
compiler techniques, e.g., static analysis and randomization
[54]. However, it’s difficult to automatically determine the
best transformations [9], and we have not witnessed mature
solutions yet.

A. Scope of Our Research

We hypothesize that, between the manual approach and
the fully automated approaches, a semi-automated framework-
based approach can significantly simplify developers’ efforts
and avoid the complexity of implementing fully automated and
optimized conversion. The specific idea is to use an application
framework to regulate application dataflow and implement
the major access-pattern protection methods at the framework
level, which will be transparent to the developers. By doing
so, all algorithms that can be cast to the framework can benefit
from the framework-level protection, and the developers only
need to handle much smaller pieces of code with simpler ac-
cess patterns. Following this idea, we developed the oblivious
TEE with MapReduce (TEE-MR) approach. While the current
approach has been implemented' on Intel SGX, it can be easily
extended to other TEEs.

The framework approach hides the details of access pattern
protection and their optimization within the framework. In the
current implementation, we have taken the MapReduce (MR)
framework and targeted data-intensive applications for several
reasons. First, researchers and practitioners have accumulated
extensive experience [19], [45], [43] on MapReduce solutions
over the past decade, and thus it’s also easy to learn and use
TEE-MR. Second, the MR framework significantly reduces
the developers’ work in coding and access-pattern protections:
only the user-defined mapper and reducer functions need to be
handled. We have shown the significant workload reduction
brought by this approach in experiments.

Specifically, our research has the following contributions.

o TEE-MR is the first framework approach for developing
data-intensive data oblivious programs for TEEs. With
a tiny framework core around a few megabytes, it can
significantly reduce the developer’s workload in coping
with access-pattern protection.

o We have carefully studied the access patterns during each
stage of the TEE-MR framework and designed robust
and optimized framework-level access-pattern protection
methods.

+ We have conducted extensive experiments to understand
the benefits of the TEE-MR framework. The result shows
that TEE-MR can significantly reduce developers’ efforts,
and TEE-MR applications can achieve satisfactory per-

The preliminary version is SGX-MR [3], designed specifically for Intel
SGX.

formance comparable to manually composed oblivious
programs.

In the remaining sections, we will first present the back-
ground knowledge for our approach (Section II) and the threat
model (Section III), and then describe the components in the
proposed approach (Section IV), focus on the details of access-
pattern analysis and protection (Section V), and discuss the
evaluation result (Section VI). Finally, we examine the closely
related work (Section VII) and conclude our work (Section
VIID).

II. PRELIMINARIES

We will present the necessary background knowledge before
we dive into our approach. In the following, we will introduce
the two main server-side TEE architectures, and the access-
pattern based attacks in TEE applications.

A. Mainstream TEE Architectures

After the past ten years of development, so far the most
well-known server-side TEE architectures are Intel SGX [21]
and AMD SEV [5]. ARM TrustZone [67] is also available for
most ARM processors. Since we focus on cloud-based appli-
cations, we will ignore TrustZone in the following discussion.

Intel Software Guard Extensions (SGX) promotes the
idea of minimal trust computing base (TCB), i.e., the enclave.
An enclave uses only the enclave page cache (EPC), a subset
of processor reserved memory area (PRM) that cannot be
accessed by other software, including operating systems and
hypervisors. Enclave pages are encrypted in the EPC and only
decrypted inside the processor with hardware AES support.
This architecture requires the developer to carefully design the
application program into two separated parts: the secret part
of the program that needs to run inside the enclave, and the
remaining parts running in untrusted areas out of the enclave.

Since Intel SGX is the earliest one available in commodity
processors, researchers have conducted extensive studies on
its security during the past few years. So far, a number of
side channel attacks [27] have been discovered, most of which
heavily depend on exploring access patterns of the victim
program [27].

AMD Secure Encrypted Virtualization (SEV) takes an
entirely different approach [5]. The memory encryption is done
at the virtual machine (VM) level. It utilizes a CPU builtin
secure co-processor to handle memory encryption operations.
Each virtual machine will get a randomly generated fresh VM-
specific AES key. All the VM pages are encrypted with this
key in the main memory and only decrypted inside the CPU.
SEV also includes the SEV-Encrypted State (SEV-ES) and the
SEV-Secure Nested Page (SEV-SNP) techniques to address the
security weaknesses associated with the early versions of SEV
in virtual machine management and page table operations,
respectively.

SEV does not require the application code to be rewritten,
which was considered a huge benefit compared to SGX.
For this reason, Intel also adopted the SEV approach and
developed Intel Trust Domain Extensions (TDX) for virtual
machine level protection. However, this convenience comes



at a cost. The whole VM becomes a large trust computing
base in this architecture, which potentially exposes even more
weaknesses [38], including most of the side-channel attacks
reported on SGX.

B. Access Patterns Used in Side-channel Attacks

The studies on side channel attacks have shown that pro-
gram access patterns are critical to these attacks. Specifically,
these attacks can be categorized into memory-based, cache-
based, and micro-architecture-based attacks. We show how
existing attacks utilize access patterns in the following.

Memory based attacks are further categorized into
application-specific memory attacks and memory-page at-
tacks, both of which heavily depend on access patterns. (1)
Application-specific memory access patterns. Cash et al. [16]
and Zhang et al. [75] show how an adversary can extract the
content of encrypted documents by leveraging access pattern
leakages. Ohrimenko et al. [49] and Zheng et al. [76] also
demonstrate how sensitive information, such as age-group,
birthplace, marital status, etc., can be extracted from data-
intensive processing programs by only observing the network
flow and memory skew. (2) Page-level access patterns. Intel
SGX depends on OS provided virtual memory management,
which exposes enclave memory’s page access via page-fault
interrupts [71], [62] or page table operations [14]. AMD SEV-
Secure Nested Paging [5] addresses the integrity issues with
the paging mechanism. However, the page level access patterns
are out of its protection. It’s widely believed most memory
access-pattern attacks are also applicable to AMD SEV [38].

Cache-based attacks use cache hit or miss to detect
victim’s memory access patterns: if cache misses, the access
time will be longer; otherwise, the access time is shorter.
Cache-based side-channel attacks [48], such as Prime+Probe
[42] and Flush+Reload [72], had been long exploited before
TEEs became popular. The basic mechanism of cache attacks
remains the same for systems with or without TEE. Since
the cache is a shared resource between processes and virtual
machines, an attacker can exploit fine-grained information at a
specific stage of the program by probing the data access time
in each cache line. Studies have shown a cache attack cannot
distinguish the secret-dependent block IDs or block data from
dummy ones if accessed through oblivious RAM [59], [2].

Micro-architectural attacks exploit the CPU’s micro-
architecture to retrieve secrets from TEE applications. Fore-
shadow [13] exploits meltdown-type [40] attacks on TEE ap-
plications. Load Value Injection (LVI) [68] is the most recent
attack on Intel SGX that successfully retrieves the secrets
from a victim’s enclave. To make it work, the CPU’s micro-
architectural buffer must be prepared with some attacker-
controlled secret value to perform the LVI attack. These attacks
are powerful enough to extract plain text information from
the TEE without physical access. Most such attacks depend
on manufacturers’ micro-architectural-level firmware patches
to fix.

However, not all micro-architectural attacks can be pre-
vented from firmware-level patches. Some micro-architectural-
level attacks still utilize access patterns, e.g., in branch pre-
fetching and pre-computation, a common technique used in
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Fig. 1: Oblivious block retrieval from the ORAM Tree. The
entire path containing the target block is loaded into the
enclave to hide the access pattern. Furthermore, the CMOV
instruction is used to hide the in-enclave access of the target
block to address the page-fault attack.

CPU pipeline. For example, Bulck et al. [13] show that,
by exploiting the timing of micro-architectural instructions,
attackers can observe secret-dependent branches at the CPU
instruction level. This type of micro-architectural-level attacks
cannot succeed if the application developer hides the data-
dependent branches with oblivious solutions. Therefore, obliv-
ious programs can still help mitigate these attacks.

Other attacks include return oriented programming [37],
which is difficult to defend and oblivious solutions may not
help. Hardware and power analysis attacks assume physical
accesses to the server, which does not match the TEE threat
model assumptions, and they are not practical for cloud servers
unless insider attacks are considered.

Overall, TEE manufacturers do not provide a systematic
mechanism to protect against access pattern leakages. They
have explicitly mentioned it’s TEE application developer’s
responsibility to guard access patterns if the highest level of
security guarantee is desired.

C. Data Obliviousness

Definition. If the execution path and data flow of a program
does not do not change, or fully randomized, with different
input data and parameter settings, we call this program is data
oblivious. When all the steps of an algorithm or mechanism
do not depend on input data, one cannot determine the
nature of the data by observing the steps of that algorithm.
Thus, oblivious solutions can effectively protect from attacks
utilizing data-dependent access patterns.

Oblivious Primitives. Note that most algorithms are
not designed with data obliviousness in mind. The goal of
developing data oblivious programs is to eliminate any data-
dependent operations. We list the primitives in the following
categories that data oblivious programs heavily depend on.

o Address-based Access. This operation includes array el-
ement access or data block access. Exposing the position
of accessed data is the fundamental access pattern. A
naive solution is to iterate over the whole data structure to
hide the actual accessed position. In contrast, Oblivious
RAM (ORAM) [29] has been a well-accepted primitive



for more efficiently hiding accessed addresses. It can ef-
fectively reduce the cost of oblivious access to O(log N)
for a structure of IV data items. By leveraging the ORAM
construction, SGX applications can protect the access
pattern of untrusted memory from the adversarial OS. The
current SGX ORAM methods also partially address the
in-enclave page-fault attack on ORAM-related operations.
As shown by Figure 1, the popular SGX ORAM solu-
tions, such as ZeroTrace [59] and Obliviate [2], utilize
the most efficient Path ORAM [65] or Circuit ORAM
[69], which uses a tree structure and paths from the root
to the leaves to hide the actual accessed block. The tree
and data blocks are maintained in the untrusted area. The
drawback is the additional O(log N') cost per operation.
Data-dependent Branching. Most programs contain
data-dependent branching statements. Depending on the
different inputs, a program execution may choose dif-
ferent paths, resulting in distinct access patterns. The
following code snippet shows how an attacker can utilize
the branching access pattern.

if (a >= b){

// swap a and b, and

// the page access can be observed.

lelse{

// no page access.

}

The common method uses the CPU’s conditional move
(CMOV) instructions to eliminate the branching state-
ments. A simplified example is shown as follows:
//if (a < b) x =
//test a<b

CMOVL x, a
CMOVGE x, b

A few studies [50], [54], [3] have used CMOV instruc-
tions to provide code-level obliviousness for branching
statements. Without specific conditional jumps, CMOV
instructions move the source operand to the destination
when a conditional flag is set. However, regardless the
flag is set or not, it reads the source operand. Therefore,
the access to the source operand cannot be used to
infer whether the source is copied to the destination or
not. Ohrimenko et al. [50] designed library functions
omove and ogreater to wrap up the CMOV instructions
for conveniently converting the branching statements.
Notably, a completely oblivious execution needs to run
both branches and select the desired result with the above
method, which often leads to higher costs than non-
oblivious version.

Circuit. Circuits are considered a natural way to hide
access patterns, as the circuit execution activates the gates
in the predefined order regardless of the input values [31].
For example, the branching statement is readily imple-
mented with a bitwise multiplexer with both branches
executed and the result is selected by the multiplexer’s
input. Studies show that oblivious memory access is
an expensive operation for the circuit approach. Many
solutions depend on linear scan to hide memory access
[63], [51], [15], which incurs high costs.

a else x = Db

« Oblivious algorithms. Mechanically transforming mem-
ory accesses and branching statements to be oblivious
often incurs significant performance penalties [9]. For
example, MergeSort can be converted to an oblivious
version by simply replacing every memory interaction
of the merge phase with ORAM and unwinding data-
dependent loops with fixed iteration loops. However, this
direct conversion can be much more expensive than a
specially designed oblivious sorting algorithm [9], such as
BitonicSort [7]. Similarly, frequently used data-intensive
operations, such as join and group by, can have more
efficient dedicated oblivious versions [46].

D. MapReduce Processing

The basic idea of TEE-MR is to use an application frame-
work to regulate dataflows, so that we can examine and
protect the access patterns in an application-agnostic way.
Currently, we have adopted the MapReduce framework to
regulate application dataflows. MapReduce[22] is a popu-
lar programming model and also a processing framework,
designed to handle large-scale data on a massively-parallel
processing infrastructure. It has the major computation phases:
map, optional combiner, shuffle and reduce. The input data is
split into fixed-size blocks. Running in parallel, each Map-
per takes the user-defined “map” function to process each
data block and converts it to key-value pairs. An optional
combiner can be used to pre-aggregate the map outputs, if
hierarchical aggregation works for the reduce function. Then,
all output key-value pairs are sorted, grouped, and partitioned
individually for Reducers to fetch. Each Reducer then fetches
the corresponding share of Map (or Combiner) output in
the shuffling phase, sorts the shares, and applies the user-
defined reduce function to process each group of key-value
pairs to generate the final result. The MapReduce patterns
are frequently seen in data-intensive applications, e.g., the
filtering, group-by and aggregation. During the past 10 to 15
years, this processing pattern has been applied to numerous
data-processing algorithms [45], which makes it easy to adopt
to develop TEE-MR-based applications.

IIT. MOTIVATION AND THREAT MODEL

Starting with an analysis of the typical threat model for data
analytics algorithms, we then present the TEE-MR framework
to address the access-pattern protection problem. Then, we
analyze possible framework-level access pattern leakages and
design methods to protect them. The design will be specific
to the SGX environment. For AMD SEV, the design can be
further simplified.

A. Threat Model

Users may run confidential computation tasks in an un-
trusted cloud server, where the server’s OS or hypervisor can
be compromised. The goal is to preserve data and program’s
integrity and confidentiality while availability is out of con-
cern. A typical TEE, such as Intel SGX, provides a hardware-
protected memory area, i.e., the enclave [21], and guarantees



the integrity of the data and computation running inside the
enclave. While adversaries cannot directly access the enclave,
they can still glean information via side channels, such as
memory access patterns and CPU caches. In contrast, the
exposure of memory access patterns is inevitable as enclaves
have to interact with the untrusted memory area. It’s also
reasonable to assume that attackers cannot access the cloud
server physically, e.g., attaching a device to the server or
touching the motherboard, which excludes all attacks based
on physical accesses. Figure 2 illustrates the threat model.
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Fig. 2: TEE, side channels, and the threat model.

TEE Applications. Typical data analytics applications han-
dle datasets much larger than the enclave memory and of-
ten they are sequentially scanned in multiple iterations. For
simplicity, datasets are often organized in encrypted blocks
and stored in a block-file structure. For security reasons, the
enclave program that runs in the protected EPC area cannot
access the file system APIs directly. When processed, they are
first loaded into the main (untrusted) memory, and then passed
to the enclave. Encrypted data blocks will be decrypted and
processed inside the enclave. While adversaries cannot directly
access the enclave, they can still glean information via side
channels, such as memory access patterns and CPU caches.
However, cache-based attacks target all CPUs (regardless of
having TEEs or not) and thus need manufacturers’ micro-
architecture level fixes. In contrast, the exposure of memory
access patterns is inevitable as enclaves have to interact with
the untrusted memory area. It’s also reasonable to assume
that attackers cannot access the cloud server physically, e.g.,
attaching a device to the server or touching the motherboard,
which excludes all attacks based on physical accesses. Figure
2 illustrates the threat model.

TEE Protection. TEE infrastructures provides the basic
mechanisms for integrity and confidentiality protection for
the data and programs in the enclave. We encrypt the code
and data in the untrusted region of our framework with
TEE provided crypto-library. Our framework also implements
the block-level integrity checking mechanism, which will be
described later.

Attacker Capability. Based on the analysis of the features
of TEE-based data analytics algorithms, we make the follow-
ing assumption for all adversaries: (1) They can compromise
the operating system and any hypervisor of the host running
the TEE applications. However, they cannot breach the TEE
hardware and enclaves directly. As such, they can observe
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Fig. 3: High-level diagram of TEE-MR in SGX: Green shaded
modules and memories either executed in the enclave or
remain encrypted.

all of the data, out-of-enclave program execution, and access
patterns between the enclave and out-of-enclave programs
and inside the enclave at the page level. (2) Furthermore,
adversaries are able to modify the data and program running
in the untrusted memory, e.g., to compromise the integrity of
data or force the generation of page faults for enclave pages.

Other side-channel attacks depending on direct hardware
accesses, power analysis, or speculative execution [28], [68],
[13], [30], [11] are out of the scope of this paper. It may
depend on CPU manufacturers’ firmware fixes to address the
cache related attacks that affect all CPUs. We assume although
a cloud infrastructure can be compromised the attacker cannot
physically access the machine.

B. Existing Approaches to Constructing Oblivious Programs

Convert programs with data-oblivious operators. De-
velopers can meticulously examine applications for access
pattern problems. After analyzing the candidate solutions
based on each context, the vulnerable code can be replaced
with proper mitigation methods. There is an active line of work
[20], [35], [50], [60], [46] available for manually modifying
programs with data oblivious operators and oblivious algo-
rithms for TEE applications. However, this approach requires
developers to have extensive knowledge of sensitive access
patterns and oblivious operators to re-design applications. It’s
time-consuming and error-prone, impractical for large-scale
applications.

Rewrite programs with oblivious programming lan-
guage. Some programming languages are designed to disguise
program access patterns, such as ObliVM [41] and Obliv-C
[73]. However, developers need to learn such languages and
rewrite the programs, which is expensive.

Use special-purpose compilers. Another generic approach
is to automatically convert a normal program to data-oblivious
program with data oblivious compilers [54], [41], [74]. It
depends on static analysis to detect vulnerable code blocks
and replace them with data-oblivious alternatives such as
ORAM, linear search, or other oblivious algorithms. While it
is the most developer-friendly approach, static analysis cannot
capture all problematic parts of the code and might be error-
prone [64]. Naive direct transformations also result in low-



efficiency code [9]. So far, the only available open-source tool
is circuit-based converter, e.g., HyCC circuit generator [15].

IV. TEE-MR: FRAMEWORK-BASED OBLIVIOUS
PROGRAMMING FOR TEES

This section includes two parts. First, we will present a
prototype design of TEE-MR with SGX and describe how our
approach utilizes the application framework to regulate ap-
plication dataflows and make access-pattern protection easier.
Then, we will analyze the framework-level access patterns and
develop the protection methods in detail.

A. Prototype Design of TEE-MR with SGX

The concept behind TEE-MR involves utilizing an ap-
plication framework to ensure that input data conforms to
a predetermined pattern for processing, regardless of the
specific application. This approach enables us to systemati-
cally examine and safeguard framework-level access patterns.
Meanwhile, developers can cover a wide range of applications
by implementing straightforward user-defined functions. To
grasp this concept, we will first outline the prototype system’s
structure and then detail the regulated flow of data. The
prototype is based on the most popular TEE — Intel SGX.
It’s straightforward to export the implementation to virtual
machine based TEEs, such as AMD SEV. We foresee that
SEV-oriented implementation will be much simpler. However,
all the analyses about the framework dataflow, sensitive ac-
cess patterns, and mitigation methods will still be valid and
applicable.

1) Components: According to the SGX working mecha-
nism and features of data-intensive applications, we partition
the entire framework into two partitions, i.e., the trusted
in-enclave and untrusted out-enclave components. Figure 3
describes how they are designed.

e Out-Enclave Component. Since the data and the I/O
library are in the untrusted area, our design needs to
address both their confidentiality and integrity. We design
a block file structure for encrypted data on disk and in
the untrusted memory area. For simplicity, we assume
that data records have a fixed size. Both block size
and record size are tunable by the user based on the
specific application. Each block also contains a message
authentication code (MAC) to ensure data integrity. The
whole block is encrypted systematically using the AES
Counter (CTR) mode functions in the SGX SDK. To
minimize the attack surface, we design the library running
in the untrusted part to handle only block I/O, and a
verification function inside the block data manager in the
enclave to capture any adversarial modification on the
loaded data blocks.

e In-Enclave Component. The TEE-MR controller han-
dles MapReduce jobs and controls the dataflow of the
application. Users only provide the map(), reduce(),
and combine() functions to implement the application-
specific processing. For simplicity, we will focus on the
aggregation-style combine and reduce functions, such as
COUNT, MAX, MIN, SUM, TOP-K, etc., which have
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been shown sufficient to handle many data analytics tasks
[56]. Remarkably, with our careful design, the binary of
the whole TEE-MR framework (without the application-
specific map, combine, and reduce functions) takes only
about 1.1MB physical memory. With the manually man-
aged memory, we can also work with EPC memory as
small as 3—4 blocks. The block size may depend on the
specific application (we use block sizes varying from 2
KB to 2 MB for both WordCount and kMeans application
in our experiment).

2) Regulated Dataflow: With a basic understanding of the
components in TEE-MR, we describe how the application
dataflow is regulated, which helps simplify access-pattern
analysis and protection. While the original MapReduce is
designed for parallel processing, Figure 4 sketches how the
dataflow regulated by the MapReduce processing pipeline
and processed sequentially in TEE-MR, and the interactions
between the enclave and the untrusted memory. First of all,
input files are processed by the data owner, encoded with the
block format via a file encoding utility tool, and uploaded to
the target machine running the TEE-MR application. Second,
within a MapReduce job, all file access requests from the
enclave (i.e., mapper reading and reducer writing) have to
go through the TEE-MR block I/O module running in the
untrusted memory area. Third, the intermediate outputs, e.g.,
of the Map, Combiner, and Sorting phases, can also be spilled
out either by application buffer manager or system’s virtual
memory manager, in encrypted form.

Specifically, after the job starts, the Map module will read
encrypted data blocks sequentially from the untrusted memory
area, decrypt them, and apply the user-provided map function
to process the records iteratively, which generates the output in
key-value pairs. Note that the formats of both the input records
and the generated key-value pairs are defined by users for
the specific application (for readers who are not familiar with
MapReduce programming, please refer to Section II and the
original paper [22]). The controller accumulates the generated
key-value records until they fill up a block, and then sort them
by the key. With strictly managed memory, the filled data block
will be written to the untrusted area temporarily. If we depend
on the virtual memory management, the filled data blocks will
stay in the enclave memory and swapped out by the system
when needed.

We have restricted the reducer functions to a set of hierar-
chical aggregate functions (i.e., aggregates can be done locally



and then globally), with which we can design their combiner
functions for local aggregation. For example, for the COUNT
function, the combiner will generate the local counts for a key,
say ki ((ki,c1), (ki ca), ..., (ki, cn)) if there are m mappers.
The reduce phase will get the final counts of ZT:l cj. The
inclusion of combiner has two benefits: (1) it can significantly
reduce the cost of the most expensive phase: sorting, and (2) it
can help address the group size leakage problem in the reduce
phase that will be discussed later.

The Combiner outputs will go through the sorting phase,
where the sorting algorithm will sort all key-value pairs into
groups uniquely identified by the key. The Reduce phase then
iteratively processed the groups of key-value pairs identified
by the key.

Like the Map phase, key-value pairs stored in blocks will
be handled sequentially in the Reduce phase. Specifically, the
user-selected reduce function from the library takes a group
of records with the same key and generates aggregated results.
For all the aggregation functions we mentioned earlier, a
sequential scan over the group will be sufficient to generate
the aggregates. The aggregate of each group is also in the
form of key-value pairs, which are accumulated in data blocks,
encrypted, and written back to the untrusted area. The above
described dataflow keeps the same for all applications that
can be cast into the MapReduce processing framework. Now,
by specifically addressing the potential access-pattern leakages
in the MapReduce data flow, we can effectively protect a
broad category of data-intensive SGX applications from access
pattern related attacks.

3) Other Design Details: Block Design. We provide two
types of block designs to meet different requirements. The first
type is for fixed length records, mainly used for storing the
intermediate key-value pair output, structured inputs, such as
vectors, or approximately equal length inputs. The fixed-length
record design can effectively protect from attacks that utilize
the record length information, with a cost of padding for short
records.

The second type is for variable length records. Some types
of datasets, like graphs, may contain records with significantly
varying lengths. Using fixed-length records will waste a large
amount of space. However, storing exact-length records also
reveal the record length information, which is not desirable.
We will discuss design privacy-preserving variable-length
methods in Section V-C1.

Integrity Guarantee. While SGX assures the integrity of
enclave memory, both code and data that reside in untrusted
memory remain vulnerable and can be modified. TEE-MR
minimizes untrusted execution that was only used for storing
and retrieving block data from untrusted memory. The integrity
of the untrusted execution will be verified inside the enclave.

We consider three possible attacks to integrity: (1) modify
a block, (2) shuffle a block with another block in the same
file, and (3) insert a block from a different file (or a phase’s
output that is encrypted with the same key). To address all the
attacks, we include the following attributes in the block: (i)
Block ID, so that block shuffling can be identified, (ii) File
Id, so that no block from different files can be inserted, and
(iii) the block-level Message Authentication Code (MAC). At

In-Enclave access pattern
via page fault attack

TEE Memory

Block-level access pattern
from untrusted memory

N

Fig. 5: Observable attack surface of TEE-MR (under SGX)

the end of each block, a MAC is attached to guarantee the
integrity of records, before the whole block is encrypted. We
also use the randomized encryption using AES-CTR encoding
to make sure identical blocks will be re-encrypted to totally
non-distinguishable ones so that adversaries cannot trace the
generated results in the MapReduce workflow. A simple ver-
ification program runs inside the enclave that verifies the IDs
and MAC, after reading and decrypting a block.

V. FRAMEWORK-LEVEL ACCESS-PATTERN ANALYSIS AND
PROTECTION

This section focuses on the framework-level sensitive access
patterns. We will analyze the attack surface of the framework,
discuss each sensitive access pattern, and design the mitigation
methods to protect the sensitive access patterns.

A. Attack Surface of the Regulated Dataflow

In section IV-A, we have shown how the framework’s
basic design regulates the data flow and maintains the data
confidentiality and integrity. The regulated data flow also
makes the analysis of access patterns much easier. Figure
5 focuses on the access-pattern-based attack surface of the
framework. Essentially, an attacker can monitor the block-level
access pattern when TEE-MR reads or writes block data from
TEE. Although the blocks are encrypted, the attacker can still
record the statistics of block read/write operations. Moreover,
when trusted modules execute within TEE, a skilled attacker
with access to the host operating system can observe the page-
level in-enclave access patterns.

Based on the TEE-MR dataflow analysis, we can identify
several critical data access patterns pertaining to different
phases: Map’s input, intermediate processing, combining, and
output; Shuffling/Sorting’s input, sorting, and output; and
Reduce’s input, aggregation, and output. Among these access
patterns, Map’s input and Reduce’s output involve only se-
quential block reads/writes. Thus, individually they do not leak
additional information except for input and output file sizes.

The sensitive access patterns can be summarized into three
groups:

« Data in processing. The most expensive step in this data-
intensive pipeline is the sorting phase that may expose the
relative order between input records. We adopt oblivious
sorting for both block-level and in-enclave protection.
Still, an adversary can observe the page-level access pat-
tern of the framework operations via page-fault interrupts.
We analyze the in-enclave processing code and design
corresponding oblivious methods.
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Fig. 6: Access-pattern leakage in MergeSort by observing the
interactions between the enclave program and the untrusted
memory. If R4 < L1, then the Merge Phase reads R1 to R4
one by one to write sorted output and then reads L1 to L4.
By observing this reading pattern (movement of the pointers),
the adversary will learn that the entire right sub-list is smaller
than the left sub-list.

« Data in input/output. With aggregation operations done
in the reduce phase, the group sizes can be exposed,
which may leak the application-specific private informa-
tion. Furthermore, if records have variable lengths, an
adversary may track unique records by their lengths in
each phase that may result in leaking access patterns of
specified records. Finally, iterative processing algorithms
need to carefully handle the output from the previous it-
eration, e.g., removing dummy records inserted to protect
group sizes.

o User-defined functions. While we focus on the
framework-level protection to minimize developers’ ef-
forts in access-pattern protection, still a user may wish to
have the oblivious UDFs.

In the next subsections, we will organize the content in these
three aspects. For each aspect, we will analyze the access
pattern and then give the protection method. These mitigation
methods can be roughly categorized as follows: (1) replacing
sensitive codes with oblivious branching, loops, or algorithms;
(2) introducing randomness into the access patterns, e.g., with
differential privacy; or (3) injecting padding data to align the
sizes to make the sensitive data output difficult to distinguish.

B. Access Patterns in Data Processing

1) Sorting: We start with the most expensive part of
the whole data flow — the sorting phase. Traditionally, the
MapReduce framework adopts the MergeSort algorithm for
its simplicity. As the shares of Map(or combiner)-output have
been sorted individually, MergeSort only needs to merge
the sorted shares. However, as we show next, it leaks vital
information about the records under sorting.

If we look at the block-wise merge process carefully, we can
identify some unusual merging behaviors, which reveals some
sensitive attributes of the processed records. Starting from the
records in each block, the main body of MergeSort is to merge
two individually sorted lists of records recursively until all
records are sorted. Assume the two merged lists contain the
records {L;} and {R;}, respectively, as shown in Figure 6.

If one of the lists has all the values larger (or less) than the
other, the corresponding access pattern will be continuously
reading the blocks in one list first, followed by the whole
list of the other. This block access pattern can be observed
in-enclave if the enclave memory buffer is large enough to
contain all sorted blocks; or outside of the enclave if the
untrusted memory or hard drive is used to hold blocks. It may
leak sensitive information for real applications. For example,
in the WordCount program, adversaries might be able to guess
the frequencies of words and derive the word distribution.

Protection Methods. Since this access pattern can be in
enclave memory or outside of enclave, in the following we will
discuss the protection method for outside-enclave case first,
while the in-enclave page-level protection will be discussed
later with other issues. A popular method for hiding the
block-level access patterns is ORAM. However, we notice
that applying the direct transformation with ORAM for block
I/O is not the best option, as we show in experiments and
also other researchers [9]. In contrast, a dedicated oblivious
sorting algorithm [7] is more efficient. In the TEE-MR frame-
work, we extend the well-known data-oblivious BitonicSort
[7] algorithm as the default sorting to processing blocks with
fixed number of records per block. Note that BitonicSort takes
O(N(log N)?) block accesses for N blocks. The ORAM-
based MergeSort’s cost has a similar complexity, but is con-
stant times higher than BitonicSort as our experimental result
shows. We also show in experiments that other options, such
as ORAM-+oblivious hashing, can also be an efficient option
for a specific type of applications.

2) In-Enclave Page Access Patterns: In-enclave execution
is vulnerable to the page-access attacks [27]. We have carefully
analyzed the framework-level operations and categorize them:
the branching statements and the sort operations. In particular,
the sort operations include the in-enclave sorting part of the
sorting phase and the map-output sorting before the combiner
is applied. Note that the repetitive page accesses for the same
data block reveal the ordering of records in a pair of blocks, a
similar scenario to Figure 6, but happening at the page level.

Protection Methods. For the sorting operations, at first
glance, we can just use the BitonicSort algorithm to hide
the record-level access pattern as well inside the enclave.
However, the core operation of this in-enclave BitonicSort,
compare-and-swap, still shows the data-dependent access pat-
terns. The following code snippet shows how possibly the
access pattern is associated with the record order.
if (a >= b){

// swap a and b, and

// the page access can be observed.
lelse{

// no page access.

}

Note that this is the common branching statement problem
for all parts of framework-level in-enclave code. Thus, we
adopt the oblivious-if [9] to handle all the if-else statements.
The basic idea is to use the CMOV instructions to hide the
page access patterns. However, the oblivious swap operation
indeed occurs high costs, about 2 — 2.5X cost increases for
the sorting phase only.



C. Access Patterns in Data Input/Output

We have handled the access patterns in processing data.
Next, we look at the problems when data is transitioned from
or into the static form, including the record length, the group
sizes in aggregation, and padding removal between iterations.

1) Record-Length Patterns : Variable record lengths leak
important information, e.g., allowing attackers to trace records
of specific lengths in sorting. A simple design to guard this
length information is fixed-length records. The fixed-length
design adopts the largest record length for all records, which
disable the length-based record identification. However, it
wastes space and incurs high processing costs. For some appli-
cations, especially, graph algorithms, record lengths can vary
dramatically, e.g., the largest record may contain thousands of
times more neighboring nodes than the smallest one. Thus,
simply adopting the fixed-length design may not be ideal.

Protection Methods. We study two record designs. First,
we keep the fixed-length design for some applications, e.g.,
data mining algorithms processing fixed-length vectors, which
ideally preserves confidentiality without making any sacrifice.
Second, we design and evaluate several efficient variable-
length methods to balance space efficiency and information
hiding.

Our first method is based on differential privacy (DP), [24],
which is recognized as the de facto strongest privacy protection
method. The basic method is to pad records with randomized
sizes. Consider a record-length query function, e.g., the max
length of record in any subset. The function sensitivity would
be the maximum record length of the dataset, denoted as m.
A straightforward solution for differentially private padding is
to use a Laplacian noise distribution Lap(0,m/¢€). There are
two challenges in practice: (1) the padding length cannot be
negative, and (2) the global m can be very large, resulting
in high noise levels. The negative padding can be simply
addressed by offsetting the noise distribution to Lap(d, m/€),
where § is constant chosen to make sure about 99% of noise
positive: 0 ~ 30, where o is the standard deviation ﬂm/ €
(the variance of Lap(é, b) is 2b%). For the remaining very small
number of cases generating negative noise, we set the padding
length to 0. However, we find that for a large global m, the
cost is close to the fixed-length design and thus impractical to
use.

We also investigated a much more space-efficient (and thus
weaker privacy protection method) with k-Anonymization.
Note that the fixed-length method pads every record to the
maximum length of the whole dataset. If we use a group-
wise padding method instead, i.e., every record in the group
padded to the maximum length of a group of k records, we
can save space significantly. As Algorithm 1 shows, this k-
anonymization method partitions the records sorted by record
length into groups, where each group has at least k records and
the records in the same group share the same padded record
size. The parameter k implies a trade-off between the cost and
confidentiality of record size. Our experimental result shows
this strategy gives a lower overall storage and processing costs
than the fixed-length solution, certainly with a weaker privacy
guarantee than the global differential privacy method.

Algorithm 1 K-Anonymized Bucketing

1: Function KA_Buckets(R, k, Q)
2: Note: R: original records, k: the minimum number of
records in each group, @Q: the length-anonymized records
N < the number of records in R
R <+ sort_by_record_length(R)
for ¢ < 1 to N with step k£ do
im < min(i + k, N )
Sm < record_length( R[i,] )
for j < i to i, do
Qlj] < pad_record( R[j], $m )
end for
end for
Function pad_record(r, s,,)
r: a record; S,,: maximum length of the record
I < length(r)
if | == s,, then
return 7
end if
b + allocate(sy,)
for i + 1tos,, do
if 7 <[ then
bli] « rli]
else
bli] + 0xFF
end if
: end for
: return b
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2) Group Sizes: The Sorting phase will order key-value
pairs by the key. For many applications, when the key type is
defined as integer or string, the identical keys will be sorted
into the same group. The controller will sequentially read the
sorted groups and transfer the records containing the same
key to the reduce function. Furthermore, in an aggregation-
based reduce function, each group will be reduced to one
key-value pair. By observing the input/output ratio, adversaries
may estimate group sizes, as shown in Figure 7. In extreme
cases, multiple blocks can be reduced into one record, which
may lead to severe information leakage. For example, it can
leak the word frequencies for the WordCount program, which
can be used to guess the associated words.

Protection Methods. We consider a simple method to
address the group-size leakage problem, which consists of two
parts. Since the difference between Reducer’s input and output
sizes allows the inference of group size, the first method is
to make the input number of records per group oblivious. We
make the Combiner component mandatory in TEE-MR, which
does not breach the utility of framework for most applications
[56]. As such, each record in the reducer input may represent
an aggregate of multiple records — by counting the observed
number of records, one cannot infer proper group sizes.

A concern is whether the frequency of such combiner-output
records still preserves the ranking of actual group sizes. The
intuition is that the key of a large group may be presented in
more map outputs than a key of a small group. We analyze the
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Fig. 7: Group-wise aggregation in Reduce phase may leak
group sizes. K2 spread over three blocks. Thus, the access
pattern will be reading three blocks sequentially and then
possibly writing out one block.

observed group size after adding combiners to check whether
the size ranking is still preserved. Figure 13(a) for WordCount
and Figure 13(b) for kMeans both show that the ranking of
group sizes is not preserved at all.

To completely address the possible ranking leakage, we can
further take the following approach, by randomly padding
dummy records, e.g., every time an input block is scanned,
output an aggregated record, regardless of whether or not the
actual aggregation happens. Note that since all the records
are encrypted and non-distinguishable, it’s impossible to dis-
tinguish dummy records from normal ones by observing the
encrypted reduce output. However, this approach will incur
more costs for sure, including the padding removal step if
multiple iterations of the MapReduce job are needed.

3) Padding Removal: The discussion so far is based on
single-round processing algorithms. When iterative processing
is considered, a unique problem is to appropriately handle the
injected dummy records in the reducing phase if the padding
method is applied. Many data mining algorithms include
iterative processing steps: between iterations, the output of the
last iteration is pumped to the next iteration as the input. If we
keep all dummy records and pump them into the next iteration,
the processing cost will steadily increase after every iteration.
However, a naive scan-and-filter step to remove the dummy
records will make them identifiable, beating the purpose of
padding.

Protection Methods. We design an approach to filter the
dummy records obliviously. While creating dummy records,
we assign a tag in each record to distinguish between actual
and dummy records, e.g., 0 and 1, respectively. Meanwhile,
we keep track of the total number of dummy records ' among
the N number of total records. To filter the dummy records,
we first perform oblivious sorting by the filtering tag, and then
take the first N — K records from the sorted list. This step
will significantly increase the overall cost as we will see in
experiments.

D. Access Patterns in User Defined Functions

So far, we have addressed the major access pattern issues
at the framework level. The framework now safeguards the
sensitive access patterns, which reduces the attack surface to
just the user-defined functions. These user-defined functions
include map, combine, and reduce. The good news is that these
function all handle within-block and in-enclave operations,
leaving much simpler access patterns to users. Thus, a sim-
ple approach, e.g., directly transforming the data-dependent
operations, might work just fine.

Protection Methods. As recent studies [9], [50] show,
for within-block processing, we only need to take care of
several data-dependent statements: if-else, loops, and logical
operators. Note that a logical operator like “a && b” is
implicitly converted to an if-else statement:

if (a == True) return b
else return False

We provide the corresponding oblivious APIs so that TEE-MR
users can replace these statements. We may further deploy
a static analysis mechanism like ObliCheck [64] to verify
whether users have correctly and comprehensively covered all
these sensitive operations.

VI. EXPERIMENTAL EVALUATION

The TEE-MR approach is designed to reduce the manual
efforts in developing oblivious programs with a tiny engine.
The experimental evaluation has the following goals. (1) We
show that the TEE-MR approach has achieved the design goal:
it can significantly reduce developers’ efforts, and the TEE-
MR applications perform comparably to manually composed
solutions. (2) We also examine the main design decisions to
identify the best options for protecting critical access patterns.

A. Experiment Setup

TEE-MR is implemented with C++ and the Intel SGX SDK
for the Linux environment. Our core framework consists of
only about 2000 lines of code. The entire TEE-MR framework
runs inside the enclave, except for a small component in
the untrusted area that handles block-level read/write requests
from the enclave. The compiled framework without the ap-
plication code takes about 1.1MB. We use 128-bit AES-CTR
encryption to encrypt the data blocks in the untrusted memory.
We have implemented a customized bitonic sort that works
with blocks. To protect record level access patterns in the en-
clave, we also apply the bitonic merge operation to obliviously
merge in-enclave blocks. Furthermore, we have implemented
all the oblivious operations for the core framework, and
developed a combiner/reducer library for aggregation. The
experiments were conducted on a Linux machine with an
Intel(R) Core(TM) i7-8700K CPU of 3.70GHz processor and
16 GB of DRAM.

Benchmark Applications. We adopt three well-known
data-intensive applications in our evaluation: WordCount,
KMeans, and PageRank. WordCount takes a document collec-
tion and output the frequency for each word. It is an essential
tool for natural language processing and has been included in



various tutorials as an example of data-intensive processing.
KMeans [33] is a fast, simple clustering algorithm. It takes
the initial cluster centroids and iteratively conducts the two
steps: (1) cluster membership assignment for each record and
(2) the centroid re-computation, until the clustering converges,
where the centroids (or all records’ cluster membership) do
not change anymore. In all KMeans related experiments, we
only execute one iteration of the learning process. PageRank
is a well-known link analysis algorithm [12]. It determines
the importance score of every node in a directed graph based
on the edge references. As the entries in a graph adjacency
list have significantly varying lengths, it’s perfect for our
evaluation of variable record length and iterative processing.

Datasets. We have used several application-specific datasets
in this experiments. Samples of the Bible dataset are used for
evaluating WordCount. KMeans is evaluated with a simulated
two-dimensional vector dataset that fills data blocks with ran-
domly generated records. For PageRank-related evaluations,
we have used three graph datasets: wikipedia (crocodile) [57],
DBLP citation [55], and Human Protein-Protein Interaction
(HPPI) [1] networks.

B. Compared Approaches

Compared to the manual composition approach and the au-
tomated approaches, TEE-MR is a semi-automated approach.
We show that it can significantly reduce developers’ efforts
in the manual approach and generate comparably efficient
oblivious programs. Furthermore, TEE-MR applications are
much more efficient than the oblivious solutions mechanically
transformed by the circuit-based automated converter, the only
working automated approach we can find so far.

Manual Composition. To find the optimal composition,
we have carefully examined implementations for the sample
applications with ORAM and within-block oblivious operators
as the building blocks. Specifically, we also noticed the most
expensive operation is aggregating by groups, which can be
implemented with either sorting or hashing. Correspondingly,
we examine the following two candidate solutions.

o Manual Composition with ORAM-Sort. The ORAM-Sort
approach utilizes ORAM as the block I/O, which was
promoted by some approaches [59], [2]. Thus, the sort-
ing operation will be MergeSort with ORAM for block
accesses. Both the input and output will use sequential
block I/0O without ORAM protection. Note that we did not
apply any additional access pattern protection methods,
such as group-size disguising for in-enclave processing.
We will show that this manual approach is not straight-
forward to construct, and, if not carefully designed, e.g.,
using ORAM directly for all basic block operations like
sorting, we will get a solution more expensive than TEE-
MR.

e Manual Composition with ORAM-Hash. The ORAM-
Hash approach refines the ORAM-Sort approach by using
hashing to find the items in aggregation. The basic work-
flow is as follows. The program sequentially reads input
blocks without ORAM, processes the block, and gener-
ates the records for aggregation. Then, an incremental

record-by-record aggregation step is applied with groups
indexed and retrieved with an efficient I/O optimized
hashing method, such as extendible hashing [26]. Specif-
ically, when a new record is extracted from the input,
the block containing its aggregate item (i.e., the group)
is retrieved with ORAM, and then the corresponding ag-
gregate is updated. To optimize the performance, we have
also applied block-wise pre-aggregation and maintained a
buffer of the same size as used for TEE-MR’s sorting to
reduce the number of ORAM accesses. Note that this
approach actually benefits some applications, such as
kMeans, when the number of groups in aggregation is so
small that one or a few blocks can hold all the key-value
pairs. The ORAM-Hash-based operations are thus more
efficient than ORAM-Sort for this kind of applications.
The ORAM-Hash method will need to maintain a hash index
— the mapping between hash function outputs and block ids,
which we have used a HashMap to maintain for simplicity.
However, researchers have found that processing such a hash
table in enclave may incur unique page-level access patterns
[34], [46]. An enhanced scheme [34] to protect these patterns
will require additional O(N) cost per key search if the table
contains N keys. We did not implement these protections in
our evaluation. With such suboptimal implementations, we
show in general both ORAM schemes still cost significantly
more than TEE-MR.

Automated Conversion Approach. Automated approaches
include compiler and circuit-based methods. Unfortunately, we
could not find a working open-source implementation for the
few published compiler approaches [54]. Due to the sheer
complexity of implementing such a compiler, we have not
included the compiler method in the evaluation. For circuit-
based, we use the HyCC circuit generator [15] that converts a
plain application implementation to the corresponding circuit.
HyCC was originally designed for converting programs to
Garbled Circuits [8].

C. Result Analysis

Our evaluation is conducted on three aspects to show: (1) the
amount developers’ efforts can be reduced with the TEE-MR,
(2) the performance of TEE-MR-based oblivious programs,
and (3) design decisions made in TEE-MR protecting access
patterns. We analyze the corresponding results as follows.

1) Reducing Developers’ Efforts with TEE-MR: We are
curious about how easily developers can achieve oblivious
solutions in comparison to TEE-MR. This evaluation does
not include the extra time learning the different approaches
— apparently, developers need to take a significant amount
of time to learn the manual approach and the framework
approach. Instead, we look at the result of developing the
evaluated applications to understand the difficulty levels of
using different approaches. We also assume developers will
use a library of oblivious primitives, e.g., ORAM, oblivious
branching, and oblivious sorting. The use of library will also
significantly reduce the line of code (LOC) for the manual and
framework approaches.

Table I summarizes the additional effort a developer need
to achieve data oblivious applications. (1) It shows the manual



TABLE I: Developers’ effort to implement the oblivious solutions. LOC: Total lines of code, AP: Acess-pattern sensitive code

segments. LOC-overhead: lines used to hide APs.

Application Manual Circuit TEE-MR
LOC LOC-Overhead AP LOC LOC-Overhead AP LOC LOC-Overhead AP
Word Count 277 21 6 155 0 - 22 0 0
KMeans 330 24 4 | 263 0 - 58 6 1
PageRank | 305 22 4 | 160 0 - 45 3 1
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With TEE-MR, the developer only focuses on small pieces
of application-specific code, such as the map and reduce
functions, dramatically reducing the developer’s burden com-
pared to the manual approach. Specifically, it does not require
any LOC overhead for WordCount, and for KMeans it only
requires six lines of code to solve one access pattern issue.

Cost of Learning MapReduce. Note that the reported
developer’s cost of TEE-MR does not include the cost of
learning MapReduce programming, which is out of this paper’s
scope. However, previous studies have supported that junior
to medium-level developers (e.g., Computer Science college
students) should be able to learn the concepts and apply the
skills to solve real problems within a reasonable time frame,
e.g., 2-3 weeks. As early as around 2009-2012, universities
started introducing MapReduce into big data and distributed
systems courses, which include our effort [18] and large
universities like the University of California at Berkeley (UC
Berkeley) [53]. We have witnessed that junior and senior-level
undergraduate Computer Science students started learning the
main concepts and finished a MapReduce programming task
within 2-3 weeks [18]. The evaluation was done in three
semesters during 2014-2015, and most students reported they
could finish the programming task within 20-25 hours in
the two-week period. Similar results were reported by UC
Berkeley in 2012, which integrated MapReduce programming
tasks and the cloud-based deployment into lower-division CS
courses that students in third or fourth semesters typically
took. Students finished one two-hour lab and one two-week
project assignment with satisfactory learning outcomes [53].
Thus, we conclude that the cost of learning MapReduce is
reasonablly low, but it significantly benefits big data analytics
and approaches like ours.

2) Performance on Benchmark Applications: We compare
the implementations of TEE-MR and different oblivious so-
lutions for the benchmark applications. We implement the
manual approaches in two different approaches: ORAM-Hash
and ORAM-Sort with ZeroTrace as the oblivious block I/O in-
terface. We have ignored another trivial manual approach, i.e.,
following the same MapReduce dataflow, which gives similar
results as TEE-MR. As we discussed earlier, the ORAM-Sort
solution has used an o-swap protected MergeSort. However,
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Fig. 8: Application-based comparisons for WordCount and
PageRank.

the in-enclave hashmap access has not used oblivious opera-
tions. Thus, the full version of ORAM-Hash will have costs
higher than the reported. In all the implementations, we have
used the same number of working memory blocks, e.g., only
the number of working blocks for the sorting algorithms to
maintain a minimum trust computing base.

The applications show almost similar patterns for the three
approaches, while KMeans’ ORAM-Hash shows a different
pattern, which we will analyze in more details. Figure 8(a)
and 8(b) for WordCount and PageRank show the TEE-MR-
based implementations are significantly faster than all the
compared approaches, and the circuit-converted programs take
unbearable costs. In contrast, ORAM-Hash for KMeans has
the best performance among all approaches (Figure 9). The
reason is that the small number of centroids can be stored
in one or a few in-enclave working blocks for incremental
aggregation in the hash-based solution, which is much faster
than sorting records and then aggregate. Figure 9(a) shows
that this benefit does not hold when kMeans generates a large
number of clusters, e.g., the k is large when kMeans is used
for data summarization.

TABLE 1II: Application Level Comparisons of TEE-MR and
ORAM for different applications. Block size = 2 KB

Application Input size TEE-MR | ORAM
(records) (s) (s)
KMeans 68 x10% records 20.0 4.1
WordCount 20,000 2KB blocks 194.6 1593.2
PageRank (wiki) | 170,918 edges 16.8 138.4

3) Major Design Decisions in TEE-MR: We conduct ex-
tensive experiments to show how different design decisions in
the following three aspects may affect the overall performance.
(1) We will study the impact of variable and fixed record
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Fig. 9: Application-based comparisons for kMeans.

length for different applications. (2) We show the benefits
of the dedicated oblivious sorting, BitonicSort, compared to
MergeSort with ORAM for block 1/0. (3) Group sizes in the
aggregation stage are sensitive. We experiment with different
methods to show the corresponding costs.

Variable vs Fixed Record Length. As described in section
V-C1, keeping variable record lengths as they appear will lead
to a potential access pattern problem. However, using a fixed
length for the whole dataset will waste space and increase
processing costs. In this experiment, we first show the impact
of the fixed-length solution on the memory cost, then explore
two memory saving approaches using differential privacy and
the k-anonymization accordingly.

TABLE III: Memory cost comparison: fixed-length records
consume much more memory than variable-length records.

Dataset | fixed (MB) | fixed/variable (times)

wiki 157.6 115.0
hppi 143.2 66.0
dblp 49.0 8.4
text 10.9 3.5
vector 10 1.0

Table III shows the memory overhead of setting maximum
record length to all the records. The memory overhead varies
over different types of data, among which graph datasets incur
the most overheads due to the large differences between record
lengths. Text data can be partitioned almost arbitrarily, and
thus fixed length records work well. Finally, vector data has
fixed length and thus incurs no additional overhead.

Figure 10 shows the memory overhead of differentially-
private record lengths compared to fixed ones with the DP
method described in section V-C1. Only when € is larger
than a threshold around 4, the cost can be smaller than the
fixed-length method. Furthermore, for a commonly acceptable
privacy budget, i.e., € < 10, the cost is still about 50% of the
fixed-length method, which is not impressive for space saving.

Compared to the global DP method, the k-anonymization
method gives much more space saving. In Figure 11(a) we
estimate the percentage of the memory requirement of k-
anonymized variable-length records over fixed-length data
with different settings of k. The wiki and hppi datasets increase

Fig. 10: Average storage cost of differentially private lengths
for various graph datasets

significant with increasing k values, due to the large variance
of record lengths. However, the overall cost is still less
than 10% of the fixed record-length. Because of the smaller
variance in record-length, the dblp dataset showed negligible
impact on large k values.

We also conducted experiments to estimate the process-
ing cost difference between k-anonymized-length records and
fixed-length records, using the PageRank algorithm. In figure
11(b), we see k-anonymized length performs significantly
better than fixed length. The execution time increases linearly
with larger k values due to the increased overall data size.
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Fig. 11: K-anonymized variable-length records

Options for Oblivious Sorting. A key operation in the
framework is key-value record and block sorting. We have
shown that it is necessary to use oblivious sorting algorithms to
protect the important relationship between keys. We compare
the costs of BitonicSort and MergeSort with ORAM for block
I/0. In both solutions, we also examined the impact of CMOV-
based protection for disguising branch statements. Figure 12(a)
shows that BitonicSort is much faster than MergeSort +
ORAM. While the costs of both algorithms are asymptotically
the same, i.e., O(n log2 n), ORAMMergeSort+ORAM appears
to have a much high constant factor — up to five times
slower than BitonicSort. As described in Section V-B2, we
also applied the oblivious swap technique for within-block
operations. Figure 12(b) shows the additional cost brought by
BitonicSort+o-swap is significant.

Protecting Group Sizes. We have mentioned that by using
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Combiners mandatorily in our framework we can effectively
protect from the group-size-estimation attack in reducing.
Figure 13(a) and 13(b) show how well Combiners’ outputs
disguise the actual group sizes. It is well-known that combiners
improve performance as they can significantly reduce the
number of records going to the Reduce phase. We achieved
about x2 and x7 speedup for WordCount and KMeans respec-
tively. As our experiments showed, combiners are especially
beneficial for applications with a small number of keys such
as KMeans.

To further protect the possibly preserved group size ranking,
we have also evaluated the dummy-record padding method,
which impacts applications that require iterative processing.
Table IV shows the oblivious post-processing cost to remove
dummy records, which is necessary in iterative processing. The
padding will significantly increase the execution time as we
need an additional oblivious sorting step in the filtering step.
However, with the post-processing step, the size goes back
to the original one, which will not affect the performance of
future processing.

TABLE IV: Additional costs for filtering padded records in
iterative processing

Application Input size w/o filtering | w/ filtering
records (s) (s)
KMeans 68 x10% vectors 20.0 39.2
WordCount 20,000 2KB blocks | 194.6 381.8
PageRank (wiki) | 170,918 edges 16.8 31.2

VII. RELATED WORK

Side-channel attacks and mitigations. Side channel at-
tacks on Intel SGX have been a hot research area during recent
years. We will not intend to cover all the work in this area, as
some surveys [27], [48] have done an excellent job. Instead, we
focus on those studies that are most related to access-pattern
protection for data-intensive SGX applications.

The most popular solutions are based on ORAM [65], [69],
which has broader applications beyond SGX applications, e.g.,
including the setting of cloud-based client-server confidential
computation. The most efficient ORAM schemes so far include
tree-based Path ORAM [65] and Circuit ORAM [69]. Zero-
Trace [59] experimented with both Path and Circuit ORAM
to address the access-pattern problem for SGX applications.
While using the most efficient implementation of ORAM, we
show that ZeroTrace based block I/O still takes a significant
overhead over the regular block I/O and much more expensive
than TEE-MR. Obliviate [2] also uses the Path ORAM scheme
to design the I/O interface for an SGX-based secure file
system. Both schemes try to design a protection mechanism at
the block I/O level, providing a high level of transparency to
application developers. As we have discussed, an application-
framework-level protection mechanism can be more efficient
for data analytics applications.

TEE-enhanced big data systems. Researchers also try
to extend big data processing platforms to take advantage
of SGX. Although our method utilizes the famous big data
processing framework, our purpose is entirely different from
these studies. They follow the basic idea: to keep the codebase
of current big-data systems: Hadoop and Spark unchanged as
possible, while moving the data-processing parts to the SGX
enclave. Access-pattern protection is their secondary goal. (1)
VC3 [61] applied this strategy for modifying the Hadoop
[70] system. It moves the execution of “map” and “reduce”
functions to the SGX enclave, while the upper-level functions
such as job scheduling and data management still stay outside
the enclave. The most part of the Hadoop Java library is not
changed at all. As a result, it achieves the goal of processing
encrypted sensitive data in enclaves, but did not address
the problems of access pattern protection and computation
integrity (for the components running in the untrusted memory
area). (2) M2R [23] targets the problem of access-pattern
leakage in the shuffling phase of VC3 and proposes to use
the oblivious schemes for shuffling. However, other security
problems are still not addressed. (3) Opaque [76] tries to
revise Spark for SGX. They focus on the data access patterns
between computing nodes and illustrate how adversaries can
utilize these access patterns to infer sensitive information in the
encrypted data. To protect the distributed data access patterns,
they provide four types of primitive oblivious operators to
support the rich Spark processing functionalities: oblivious
sort, filter, join, and aggregation. Noticing the problem of
computation integrity, they try to move the job controller
part, formerly in the master node, to the trusted client-side
and design an integrity verification method to detect whether
worker nodes process data honestly. However, to reuse the
most parts of Spark codebase, it has the most of the system



running in the untrusted area, especially for worker nodes.
Thus, the local-level integrity guarantee and access-pattern
protection might be insufficient.

These top-down approaches: VC3, M2R, and Opaque, have
the fundamental problem — unless the whole framework is re-
implemented and moved to the enclave, adversaries can easily
attack the components running in the untrusted area or utilize
the memory side-channels to extract confidential information.
Our work is entirely different from these studies. Our goal
is not to achieve massive parallel processing of data. Instead,
we utilize the MapReduce framework to regulate application
dataflow so that we can focus on the application-independent
framework level protection mechanisms and thus protect a
large number of data mining algorithms that can be cast to
the processing framework.

Oblivious operators. Compared to ORAM at the block 1/0
level and TEE-MR at the framework level providing access
pattern protection, Ohrimenko et al. [50] take an application-
specific data-oblivious library approach. They analyzed several
machine learning and data mining algorithms and extract a
few primitive operations to make them data oblivious, includ-
ing oblivious move, oblivious greater, and oblivious sorting.
These primitives are then used to construct data-oblivious data
analytics algorithms. Following the similar path, several works
[60], [36], [35], [39] originate oblivious versions of primitive
operators like move, swap, etc., by leveraging either CMOV
instruction or boolean expressions. By using these oblivious
operators as building blocks, they designed more complex
algorithms. This approach can protect the application-specific
access patterns, but it needs experienced developers to rewrite
each algorithm carefully.

Access-patterns in enclave-enhanced databases. Other
related work includes enclave-based database systems. Many
of them have ignored the access pattern problem and focused
more on efficiency and functionality of database systems, such
as EnclaveDB [52], AlwaysEncrypted [6], and Enclage [66].
Several solutions have used improved ORAM as the basic
building block to provide oblivious query processing, such as
Oblix [46], ObliDB [25], and oblivious range and kNN query
processing [17]. Oblivious join is the most expensive operation
in oblivious database queries, which cannot be efficiently
implemented with ORAM. Zheng et al. [76] proposed a non-
ORAM primary-foreign key join algorithm and Krastnikov et
al. [36] extended this method for general equi-joins. All of
these studies are tailored to the access patterns in relational
query processing, which are different from the batch-based
data mining workloads that TEE-MR is designed for.

VIII. CONCLUSION

This paper proposes a framework-based approach to ad-
dressing the access-pattern protection problems in TEE ap-
plications. The proposed TEE-MR framework to regulate the
application dataflow — once the framework-level access pattern
problems are addressed, applications cast to the framework
can all benefit from the systematic access-pattern protec-
tion mechanism. The regulated dataflow allows us to focus
on the application-agnostic access pattern leakages at each

stage and develop efficient solutions. As a result, the TEE-
MR framework hides the details of access-pattern protection
methods from developers and minimizes developers’ work in
developing TEE applications resilient to access-pattern attacks.

We have conducted extensive experiments to study the costs
and performance advantages of the TEE-MR framework. The
result shows that TEE-MR-based implementations of data-
intensive applications work much more efficiently than most
ORAM-based solutions. Although learning the MapReduce
programming model may take a couple of weeks based on the
reported studies, the advantage of using the framework in our
approach is tremendous. They are also easier to develop and
integrate into existing projects, as many algorithms have been
implemented with MapReduce during the past years. Another
unique benefit is that the framework-based implementation
can be easily ported to different TEEs without significantly
affecting the applications.
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APPENDIX A
SAMPLE ORAM-HASH ALGORITHMS

Algorithm 2 Buffer Management for ORAM-Hash algorithms

1:

a cache of m blocks C.

2: Function GetBlock(block_id)
3. if block_id not in the cache C then

»

R A

new_block + request_oram_block(block_id)
add new_block to the cache
end if
block_reference < find the block_id in the cache
: return block_reference

Buffer contains a working block B for new records, and

decide a block to overwrite with an algorithm like LRU;
the victim block is written back to the output file.

A A ol S

: Function AddRecordToBlock(record)

. if working block B is full then
evict LRU and write out the victim block
copy B to the cache
clear the working block

end if

: add record to the working block

: return working_block_id

Al

gorithm 3 HashMap-based WordCount in Enclave

1
2
3
4
S:
6
7
8
9:
10:

11:
12:

: Function WordCount(input_file, output_file)
: h < a HashMap to maintain (output-key, block-id)
. initialize ORAM and a buffer
. for all block in input_file do
words < parse_words(block)
word_freq < local_frequencies(words)
for all (word, freq) in word_freq do
if word not not in the HashMap h then
record < (word, freq)
id < add_record_to_block(word)
hlword] «+ id
else
id <+ h[word]
block + get_block_from_buffer(id)
update block with (word, freq)
end if
end for
: end for

: flush all blocks in the buffer via ORAM to output_file




Algorithm 4 HashMap-based KMeans in Enclave

1: Function KMeans(centroid_file, coordinates_file)
2: initialize ORAM and Cache block

3: load initial centroids from centroid_file

4: for all block in coordinates_file do

5:  points < ParseCoordinates(block)

6:  for each pt in points do

7

centroid_index — FindNearestCentroid(pt,
centroids)
8: LocalMapl[ centrotd_index | < pt
9: end for
10:  combined_points < aggregate points under same cen-
troid
11:  for each (centroid_index, point) in
combined_points do
12: if centroid_index not not in HashMap then
13: record < (centroid_index, point)
14: id < AddRecordToBlock(centroid_index)
15: HashMap[centroid_index| + id
16: else
17: id + HashMap|centroid_index]
18: block_reference < GetBlock(id)
19: update  block in  block_reference  with
(centroid_index, point)
20: Write(block)
21: end if
22:  end for
23: end for

24: write all blocks from ORAM to centroid_file




