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Vapor-liquid equilibrium (VLE) is a family of first-principled thermodynamic models for 
transcritical multiphase flows, which can accurately capture the phase transitions at high-
pressure conditions that are difficult to deal with using other models. However, VLE-based 
computational fluid dynamics (CFD) simulation is computationally very expensive for multi-
component systems, which severely limits its applications to real-world systems. In this work, 
we developed a new ISAT-VLE method based on the in situ adaptive tabulation (ISAT) method 
to improve the computational efficiency of VLE-based CFD simulation with reduced memory 
usage. We developed several ISAT-VLE solvers for both fully conservative (FC) and double flux 
(DF) schemes. New methods are proposed to delete redundant records in the ISAT-VLE table 
and the ISAT-VLE method performance is further improved. To improve the convergence of the 
VLE solvers, a modified initial guess for equilibrium constant is also introduced. Simulations of 
high-pressure transcritical two-phase temporal mixing layers and shock-droplet interaction were 
conducted using the ISAT-VLE CFD solvers. The simulation results show that the new method 
obtains a speed-up factor approximately from 10 to 60 and the ISAT errors can be controlled 
within 1%. The shock-droplet interaction results show that the DF scheme can achieve a higher 
speed-up factor than the FC scheme. The two sets of simulations exhibit the phase separation at 
high-pressure conditions. It was found that even at supercritical pressures with respect to each 
component, the droplet surface could still be in a subcritical two-phase state, because the mixture 
critical pressure is often significantly higher than each component and hence triggers phase 
separation. In addition, a shock wave could partially or completely convert the droplet surface 
from a subcritical two-phase state to a single-phase state by raising temperature and pressure.

 Introduction

The demand for high-performance compact combustors is continually increasing due to the need for high chamber pressure, 
hich is necessary to achieve high thrust/energy density and thermal efficiency. In rocket engines, the characteristic pressure ranges 
m 40 to 560 bar, while gas-turbine jet engines typically operate at 20 to 60 bar at sea-level takeoff. Diesel engines, on the 
her hand, operate within the range of 10 to 30 bar [1]. These high working pressures are comparable to or even higher than the 
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itical pressure of air (37 bar) and liquid fuel (such as n-dodecane, n-C12H26, with a critical pressure of 18 bar). Consequently, 
nscritical/supercritical effects are introduced into the combustion system, causing a complete change in the underlying physics 
hen compared to subcritical systems. The term transcritical in this work refers to an operating pressure higher than the critical 
essure of the pure fuel or oxidizer while remaining below the cricondenbar pressures of their possible mixtures [2]. As a result, 
 transcritical flows, phase separation, or the coexistence of vapor and liquid phases, may occur when the temperature is not 
cessively high. On the other hand, the term supercritical fluid refers to an operating pressure higher than the cricondenbar 
essures, where phase separation cannot occur, but strong non-ideal fluid effects can still be observed. Since in real combustors, 
e cricondenbar point of the fuel/oxidizer mixture can be very high (e.g., several hundred bars), most high-pressure combustion 
stems are transcritical in practice [2].
Supercritical jet breakup exhibits a distinct behavior from the classical mechanism observed at low pressures where surface tension 
ays a dominant role. At supercritical conditions, the interface between the pseudo phases (i.e., the liquid-like and gas-like phases) 
comes diffused. This phenomenon has been extensively documented in many experimental studies involving both single-component 
d multi-component systems [3–7]. The absence of surface tension in these diffused interfaces alters the dynamics of jet breakup. 
stead of being dominated by surface effects, the breakup process is primarily driven by diffusion [8,9]. In combustors, the physical 
ocesses that occur after injection follow a specific sequence: liquid atomization, evaporation, mixing, and chemical reactions. 
omization plays a crucial role in achieving complete evaporation, which can have a significant impact on cold ignition (e.g., 
gh-altitude relight) and combustion efficiency within the combustor. As a result, it is essential to have a thorough understanding 
 high-pressure injection and mixing processes, particularly when designing modern combustors, including the injector design. 
wever, there are great difficulties when attempting to model the non-reacting and reacting flows at high pressures.
The first difficulty in modeling transcritical/supercritical flows is that at high pressure, the gaseous/gas-like fluid does not satisfy 
e ideal gas law, and this makes transcritical/supercritical fluid behavior peculiar because of the large variation of thermody-
mic properties (such as density and specific heat) near the critical point. Accurately describing these properties requires the 
e of a real-fluid equation of state (EOS). Among the commonly employed options, cubic EOS, such as the Peng–Robinson (PR) 
S [10] and Soave–Redlich–Kwong (SRK) EOS [11], are popular choices for transcritical/supercritical flow simulations due to 
eir computational efficiency and acceptable accuracy. Additionally, volume translation methods can be utilized to improve density 
ediction [12]. While more sophisticated EOS are available, such as the Benedict–Webb–Rubin equation [13] and the statistical 
sociating fluid theory (SAFT) [14] formulated in the Helmholtz free energy, they often come with higher computational costs and 
creased complexity. Implementing phase change models based on these more sophisticated EOS can be challenging due to their 
tricacy. Therefore, for this work, the PR EOS has been selected.
The non-ideal/real-fluid effects observed in transcritical/supercritical flows have been known to cause spurious pressure oscilla-
ns in numerical simulations that employ fully conservative (FC) schemes [15–19]. To address this issue, several approaches have 
en proposed that trade off full conservation for improved stability and accuracy, leading to the development of quasi-conservative 
hemes. One such scheme, introduced by Schmitt et al. [15], incorporates an artificial viscosity term derived from the pressure 
uation. By adding this term, the scheme effectively dampens pressure oscillations. Another approach, proposed by Johnson and 
m [20], introduces an additional transport equation for a function of the specific heat ratio. This method is suitable for well-
fined interfacial flows with inert species. Lacaze et al. [21] put forward an enthalpy-based quasi-conservative scheme, which 
itigates the loss of conservation. Abgrall and Karni developed the double flux (DF) method [22], which has been extended for 
acting flows [23], as well as for use with discontinuous Galerkin (DG) schemes [24,25] and transcritical flows [26,27]. The DF 
ethod has demonstrated favorable behavior in handling the non-ideal effects associated with transcritical flows. In the present 
ork, the DF method is incorporated into the computational fluid dynamics (CFD) solver and its performance and behavior are 
aluated to better understand its ability to handle the challenges posed by transcritical/supercritical flows with phase change.
The second difficulty in modeling transcritical flows arises from phase change phenomena. While the operating conditions may 

 nominally supercritical with respect to a single component, the local mixture can remain in the subcritical two-phase regime. This 
curs because the critical pressure of the mixture can be significantly higher than the critical pressure of each individual compo-
nt forming the mixture [27–29]. Hence, most multi-component transcritical systems exhibit a hybrid behavior, with a subcritical 
o-phase interface (involving phase change) and a supercritical diffused mixing layer (without phase change) coexisting at different 
cations. This hybrid behavior will also be discussed in Sec. 3 of the present paper. Although there has been considerable interest in 
odeling transcritical/supercritical injection and mixing over the past three decades, most studies have struggled to capture this hy-
id behavior effectively. Some researchers have used Lagrangian particles to track droplets [30–32], but the breakup and evaporation 
ocesses of the droplets were empirically modeled using sensitive tuning parameters. The tuning of these parameters heavily relies 
 the availability of experimental data. Another approach is the dense-fluid method [1,33,34], which accounts for the real-fluid 
ects but neglects phase boundaries and phase change since it assumes that the entire system is within the supercritical single-phase 
gime. However, as discussed in the works of [35,36], a phase change model has to be used to predict the properties of the mixture 
 such systems. To overcome the limitations of these methods, a two-phase diffuse-interface method based on vapor-liquid equi-
rium (VLE) theory has been introduced in the recent decade. In this method, the fully compressible Navier–Stokes equations are 
lved to obtain local mixture properties such as density, internal energy, and component mass fraction. These properties are then 
ed as inputs to compute other thermodynamic and transport properties using the VLE theory, which is based on a real-fluid EOS. 
e VLE theory is derived from the principle of minimizing the Gibbs free energy and accurately describes multiphase flow physics, 
cluding high-pressure phase change, preferential evaporation, and gas dissolution in the liquid phase. The VLE-based two-phase 
2

ffuse-interface method has been successfully applied to simulations involving ECN Spray A [37,38], flash boiling [39], supercritical 
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2 systems [29], cavitation [40], mixing layers [41], and reacting flows [2,42]. It offers a promising approach for capturing the 
mplex behavior of transcritical flows with phase change and has shown good agreement with experimental observations.
However, the computational cost of vapor-liquid equilibrium (VLE) calculations can be prohibitively high [29,38,43], particu-

rly when dealing with a large number of components or a large computational domain. To address this issue, researchers have 
veloped tabulation approaches that aim to accelerate thermodynamic model computation. One such approach is the tabulated 
ermodynamic model (based on the NIST REFPROP database and VLE with the PR EOS) proposed by Koukouvinis et al. [44]. This 
ethod stores the thermodynamic properties in a structured table in 𝑙𝑜𝑔10(𝑃 )-𝑇 form, enabling efficient lookup during the simula-
n. Additionally, an efficient tabulation approach for binary mixtures, which supports reverse look-up using the inverse-distance 
eighting method, has been developed for VLE calculations of binary mixtures [43,45,46]. This approach has been successfully 
ployed in investigating transcritical droplet injection. Furthermore, the tabulation method has been extended to ternary mixtures 

 study droplet evaporation [47]. We also developed a tabulation method based on Yi et al. [43] to investigate phase separation 
 supercritical CO2 systems [29]. These tabulation methods offer computationally efficient and robust VLE solutions for CFD sim-
ations. However, the memory requirement of tabulation methods grows exponentially with the number of components, leading 
 unaffordable memory demands for larger systems (i.e., the curse of dimensionality: table size ∼𝑀𝑁 , where 𝑀 is the number of 
ids of each component in the table and 𝑁 is the number of components). For example, using a table with the same resolution as 
r previous 3-component work [29] (i.e., a table with variable ranges: 𝑇 of 470-600 K, 𝑃 of 9-25 MPa, 𝑥𝑖 of 0.6-0.9, and table 
id sizes: Δ𝑇 = 1.3 K, Δ𝑃 = 0.4 MPa, Δ𝑥𝑖 = 0.015) for a 4-component system would result in a table size of approximately 4 ter-
ytes (4 TBs). Storing such large tables in each CPU core (without shared memory) or each node (with shared memory) becomes 
feasible for existing computing facilities. Consequently, these traditional tabulation methods are typically limited to binary or at 
ost ternary systems and are unsuitable for multiphase combustion and other multi-component problems. Recently, artificial neural 
tworks (ANNs) have emerged as an alternative to tabulation methods and have been proposed as nonlinear regression models for 
ermodynamic properties [48,49]. ANNs offer the advantage of easier extension to a large number of components, mitigating the 
rse of dimensionality associated with tabulation methods. However, controlling the error and ensuring accurate performance of 
Ns can be challenging, as their accuracy heavily relies on the training process.
In this work, we developed a novel method for accelerating VLE-based CFD simulations by employing In Situ Adaptive Tabulation 
AT) [50]. Originally designed to expedite combustion chemistry calculations, ISAT has proven to be adaptable to various problem 
mains, including chemical engineering [51–53], surface reactions [54], thin film growth [55], solid mechanics [56], control 
stems [57], and turbulent combustion models based on manifolds [58]. By constructing the tabulation on-the-fly, ISAT minimizes 
emory requirements and effectively addresses the curse of dimensionality by storing only essential data. Moreover, it achieves 
mputational efficiency comparable to traditional tabulation methods. Unlike other approaches, our proposed ISAT-VLE method 
es not necessitate pre-processing steps such as table generation or neural network training. Computation is performed in real-
e, eliminating the need for extensive setup procedures. This method is integrated with a CFD solver based on the central-upwind 
heme [59,60], enabling the simulation of multiphase transcritical flows. To evaluate the performance and error control of our 
AT-VLE method, we conducted simulations of transcritical temporal mixing layer and shock-droplet interaction. Phase separation 
captured in both simulations. In the shock-droplet interaction simulations, we compared the performance and error control of 
AT-VLE of the DF scheme with those of the FC scheme and evaluated the DF’s spurious oscillation removal.
This paper is organized as follows: Section 2 provides details of the numerical methods used in this work, including EOS, VLE 
lvers, numerical scheme, and ISAT-VLE methods implementation. This is followed by Sec. 3, which evaluates the behavior of the 
AT-VLE method using simulations of temporal mixing layer and shock-droplet interaction. The DF scheme is compared with FC 
heme using the simulation of shock-droplet interaction. The key physics of the simulation results are also discussed to demonstrate 
e unique capability of the ISAT-VLE method. Section 4 summarizes the main conclusions of this paper.

 Numerical modeling

We have developed an ISAT-VLE transcritical flow solver, and in this section, we discuss the methodology employed in the solver. 
 Sec. 2.1, we present the calculation methods for thermodynamic and transport properties, including the Equation of State, Vapor-
quid Equilibrium (VLE) solvers, and the transport property model. Next, in Sec. 2.2, we describe the Computational Fluid Dynamics 
FD) framework, governing equations, numerical scheme, and the utilization of the double flux method in our simulations. Then, in 
c. 2.3, we explain the implementation of the ISAT method to accelerate the VLE calculation, as well as our novel record deletion 
ethods. Finally, in Sec. 2.4, we provide an analytic framework to support the VLE-ISAT calculation.

1. Models of thermodynamic and transport properties

1.1. Peng-Robinson (PR) equation of state (EOS)
Transcritical flow simulations require a real-fluid equation of state (EOS). Considering the computational efficiency, acceptable 
curacy, and simple implementation, the Peng-Robinson (PR) EOS [10] is used in this work. The PR EOS is formulated as:

𝑃 = 𝑅𝑇

𝑉 − 𝑏
− 𝑎

𝑉 (𝑉 + 𝑏) + 𝑏 (𝑉 − 𝑏)
, (1)

here 𝑅 is the ideal gas constant, 𝑉 is molar volume. The energy parameter 𝑎 and co-volume parameter 𝑏 for pure component 𝑖 are 
3
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𝑎𝑖 = 0.45724
𝑅2𝑇 2

𝑐𝑖

𝑃𝑐𝑖

𝑎̂, 𝑏𝑖 = 0.07780
𝑅𝑇𝑐𝑖

𝑃𝑐𝑖

, (2)

𝑎̂ =

[
1 + 𝜅

(
1 −

√
𝑇

𝑇𝑐𝑖

)]2

, 𝜅 = 0.37464 + 1.54226𝜔𝑖 − 0.26992𝜔2
𝑖
, (3)

here 𝑇𝑐𝑖 is the critical temperature of component 𝑖, 𝑃𝑐𝑖 is critical pressure of component 𝑖, and 𝜔𝑖 is the acentric factor of component 
These specie properties are obtained from the NIST REFPROP database. When the PR EOS is used for a multi-component mixture, 
ixing rules are used to calculate the energy parameter 𝑎 and co-volume parameter 𝑏 [61]:

𝑎 =
∑
𝑖

∑
𝑗

𝜒𝑖𝜒𝑗
√
𝑎𝑖𝑎𝑗 (1 − 𝑘𝑖𝑗 ), 𝑏 =

∑
𝑖

𝜒𝑖𝑏𝑖, (4)

here 𝜒𝑖 is the mole fraction of component 𝑖, and 𝑘𝑖𝑗 is the binary interaction parameter. The binary interaction parameters utilized 
 this study were obtained from researches [62,63], where 𝑘𝑖𝑗 values are determined by minimizing the discrepancy between 
perimental and simulation outcomes.

1.2. Vapor-liquid equilibrium (VLE)
VLE can determine multi-component mixtures’ phase boundaries to capture phase change in transcritical flows. In the VLE 
eory, the multiphase thermodynamic equilibrium is locally satisfied, which requires the equality of pressure 𝑃 (i.e., mechanical 
uilibrium), the equality of temperature 𝑇 (i.e., thermal equilibrium), and the equality of fugacity 𝑓 of the two phases for each 
mponent 𝑖 (i.e., chemical equilibrium):

𝑃𝑙 = 𝑃𝑣 = 𝑃 , 𝑇𝑙 = 𝑇𝑣 = 𝑇 , 𝑓𝑖,𝑙 = 𝑓𝑖,𝑣, 𝑖 = 1, ...,𝑁, (5)

here the subscript “𝑙” and “𝑣” refer to liquid and vapor, respectively; 𝑓𝑖 is the fugacity of component 𝑖; and 𝑁 is the number of 
mponents.

There are many different types of VLE solvers, such as isothermal-isobaric (TP) flash [64] and isoenergetic-isochoric (UV) 
sh [65]. All of them need to solve a two-phase system constrained by Eq. (5), together with the mass conservation of each 
mponent. To determine the mixture phase properties, in addition to the mole fraction of each component (i.e., the composition 
 the mixture), two more mixture properties are required. These two properties determine the type of VLE solvers. For example, 
 flash uses the mixture temperature (T) and pressure (P) as inputs to solve the system. The VLE solution provides mixture phase 
operties, including the vapor phase molar fraction 𝛽 and molar fraction of each component in each phase: 𝑥𝑖 in liquid phase and 
in gas/vapor phase.
The single-phase thermodynamic properties can be obtained using EOS (including the departure functions derived from EOS) and 
SA Polynomials. Additional blend rules are required to bridge the gap between single-phase and two-phase systems. We follow a 
mmonly used method [27,37] which blends extensive volume and internal energy, and hence mixture density and mixture specific 
ternal energy are formulated as:

𝑀

𝜌
= 𝛽

𝑀𝑣

𝜌𝑣
+ (1 − 𝛽)

𝑀𝑙

𝜌𝑙
, (6)

𝑀𝑒 = 𝛽𝑀𝑣𝑒𝑣 + (1 − 𝛽)𝑀𝑙𝑒𝑙, (7)

here 𝑀 is the mixture molar mass, 𝑀𝑣 and 𝑀𝑙 are vapor phase and liquid phase molar mass, respectively, and 𝑒 is specific 
ternal energy. Other mixture thermodynamic properties (e.g., mixture enthalpy and mixture specific heat) can be derived based on 
ese properties. In this research, TP flash, UV flash, and isobaric-isochoric (PV) flash are applied. Specifically, TP flash solves VLE 
oblems with a given temperature (T) and pressure (P), and is used for the initialization step of the CFD simulation; PV flash solves 
oblems with given pressure (P) and specific volume (V), and is used in the double flux (DF) scheme (in Sec. 2.2); UV flash solves 
oblems with given internal energy (U) and specific volume (V), and is used in the fully conservative (FC) scheme.
Isothermal and isobaric (TP) flash: VLE is governed by fugacity equality Eq. (8) and Rachford-Rice equation [66] Eq. (9). 
chford-Rice equation was derived from the mass conservation of each component.

𝑓𝑖,𝑙
/
𝑓𝑖,𝑔 = 1, (8)

𝑁∑
𝑖=1

{
𝑧𝑖
(
1 −𝐾𝑖

)/[
1 +

(
𝐾𝑖 − 1

)
𝛽
]}

= 0, (9)

𝑁∑
𝑖=1
𝑥𝑖 =

𝑁∑
𝑖=1
𝑦𝑖 = 1, (10)

here 𝑥𝑖 is the mole fraction of component 𝑖 in liquid phase, 𝑦𝑖 is the mole fraction of component 𝑖 in gas/vapor phase, 𝑧𝑖 is the mole 
4

ction of component 𝑖 in the mixture, 𝛽 is the vapor mole fraction, 𝐾𝑖 is the equilibrium constant of component 𝑖, and 𝐾𝑖 = 𝑦𝑖∕𝑥𝑖.
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Fig. 1. Flow chart of VLE solver. Left: TP flash solver. Middle: PV flash solver. Right: UV flash solver.

The fugacity formula of PR EOS [39] is shown below:

𝑓𝑖,𝑝 = 𝑃𝜒𝑖 exp
⎧⎪⎨⎪⎩
𝑏𝑖

𝑏𝑝
(𝑍𝑝 − 1) − ln(𝑍𝑝 −

𝑏𝑝𝑃

𝑅𝑇
) −

𝑎𝑝

2
√
2𝑏𝑝𝑅𝑇

(
2
∑
𝑗 𝑥𝑗𝑎𝑗

𝑎𝑝
−
𝑏𝑖

𝑏𝑝

)
ln
⎡⎢⎢⎢⎣
𝑉𝑝 +

(
1 +

√
2
)
𝑏𝑝

𝑉𝑝 +
(
1 −

√
2
)
𝑏𝑝

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭ , (11)

here 𝜒𝑖 is the mole fraction of component 𝑖 in phase 𝑝 (for liquid, 𝜒𝑖 = 𝑥𝑖; for vapor phase, 𝜒𝑖 = 𝑦𝑖). 𝑍𝑝 is the compressibility factor 
 phase 𝑝. 𝑎𝑝 and 𝑏𝑝 are the mixture energy parameter and mixture co-volume parameter of phase 𝑝, respectively. Note that specie 
rameters 𝑎𝑖 and 𝑏𝑖 only depend on the pure component properties.
Equations (8)-(11) are solved based on the successive substitution method [67]. The flow chart of TP flash solution process is 
own in Fig. 1 (left). The Wilson equation [68] is commonly used to obtain initial guess:

𝐾𝑖,𝑤𝑖𝑙 = 𝑒
5.373(1+𝜔𝑖)(1−𝑇𝑐𝑖 ∕𝑇𝑖)𝑃𝑐𝑖∕𝑃𝑖 (12)

However, when dealing with high-pressure conditions, the Wilson equation may encounter difficulties in accurately capturing 
ase separation, leading to the generation of trivial single-phase solutions. To overcome this limitation, we have made modifications 
 the Wilson equation (see below) to improve its ability to obtain potential phase separation solutions. The idea comes from the 
ct that components with larger equilibrium constants exhibit a greater inclination to enter the vapor phase, while components with 
aller constants tend to remain in the liquid phase. In order to enhance the representation of phase separation, we have further 
engthened this inherent tendency. Specifically, we have amplified the impact of larger equilibrium constants by increasing their 
lues, and simultaneously reduced the influence of smaller constants by decreasing their values:

𝐾𝑖,𝑖𝑛𝑖𝑡 =

{
𝐾𝑖,𝑤𝑖𝑙𝜙𝛾 if 𝐾𝑖,𝑤𝑖𝑙 =𝑚𝑎𝑥𝑗

(
𝐾𝑗,𝑤𝑖𝑙

)
𝐾𝑖,𝑤𝑖𝑙𝜙∕𝛾 otherwise

(13)

𝛾 =
√
𝑚𝑎𝑥𝑗

(
𝐾𝑗,𝑤𝑖𝑙

)
∕𝑚𝑖𝑛𝑗

(
𝐾𝑗,𝑤𝑖𝑙

)
𝜙 =

[
𝑚𝑎𝑥𝑗

(
𝐾𝑗,𝑤𝑖𝑙

)
×𝑚𝑖𝑛𝑗

(
𝐾𝑗,𝑤𝑖𝑙

)]−0.25
(14)

 comparison to the original Wilson equation, the newly proposed initial 𝐾 values exhibit a larger ratio between the maximum 
d minimum equilibrium constants. This adjustment provides an initial guess that has stronger phase separation tendencies. In the 
se of three-component systems, where the species with intermediate 𝐾𝑖𝑛𝑖𝑡 values can potentially exist in either the liquid or gas 
ase, an inappropriate initial guess can lead to incorrect solutions. To address this issue, we introduce a modification by taking 
e reciprocal of the intermediate 𝐾𝑖𝑛𝑖𝑡 value while keeping the other 𝐾𝑖𝑛𝑖𝑡 values unchanged. This modification alters the phase 
ndencies of these intermediate species. Both the modified and original initial conditions are employed as initial guesses to solve 
e VLE system, considering the gas and liquid tendencies of these intermediate 𝐾𝑖𝑛𝑖𝑡 species in the calculations.
In a multi-component mixture, there could be multiple nontrivial solutions of the VLE system. When multiple initial conditions are 
ployed, it is possible to obtain multiple solutions for the system. To select the final solution from these options, the conventional 
proach involves choosing the solution with the lowest Gibbs free energy. However, during the actual calculations, we encountered 
unique scenario where an exception arose. In this case, although a solution may possess the minimum Gibbs free energy, the 
mpressibility factor (𝑍) of both its liquid and gas phases approaches 1. This implies that the phases resemble an ideal gas, and the 
tablished phase equilibrium occurs between two immiscible gaseous phases. While such a solution can be obtained computationally, 
is not physical and can lead to computation failures. Through simulation tests in Sec. 3, we have identified and ruled out solutions 
herein the compressibility factor (𝑍) exceeds 0.87 in the liquid phase (which is non-physical). This exclusion criterion ensures the 
oper functioning of the VLE solver and helps prevent the occurrence of non-physical solutions.
Once the initial guess is obtained, we proceed to solve the Rachford-Rice equation (Eq. (9)) using the Newton-Raphson iteration 
5

ethod to determine the vapor mole fraction 𝛽. Subsequently, 𝑥𝑖 and 𝑦𝑖 can be calculated using Eqs. (10). The next step involves 
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aluating the fugacity using Eq. (11) and examining whether fugacity equilibrium has been achieved (i.e., |||𝑓𝑖,𝑙∕𝑓𝑖,𝑔 − 1||| < 𝑡𝑜𝑙). If 
uilibrium has not been reached, we update the equilibrium constant 𝐾𝑖 by multiplying it with the fugacity ratio 𝐾𝑖 =𝐾𝑖 × 𝑓𝑖,𝑙∕𝑓𝑖,𝑔
d then return to the step of solving the Rachford-Rice equation once again. This iterative process continues until the error falls 
low a specified tolerance 𝑡𝑜𝑙, and 𝑡𝑜𝑙 is 10−8 in this work, which is sufficient to achieve an accurate solution according to our test.
PV flash and UV flash: The PV flash and UV flash solvers are developed based on the TP flash solver, utilizing iteration methods 

ee Fig. 1 middle and right, respectively). For both solvers, initial guesses (T for PV flash; T and P for UV flash) are obtained from the 
ll value in the previous time step, and a TP flash problem is solved in each iteration using the initial guesses. During the iteration 
ocess, T and/or P are updated to find a better solution (see details in the next two paragraphs). After multiple iterations, when the 
ror (PV flash error: |𝜌 − 𝜌0|; UV flash error: |𝑒 − 𝑒0| and |𝜌 − 𝜌0|) falls below a specified tolerance, the solver returns the solution 
 TP flash problem.
In the PV flash solver, as the pressure (P) is already provided as an input, only the temperature (T) needs to be guessed and 
dated during the iteration. To avoid the computational cost of computing derivatives in the Newton-Raphson method, a secant 
ethod is employed to update T.
In contrast, the UV flash solver requires simultaneous guessing and updating of two variables, i.e., temperature (T) and pressure 
), during the iteration. Therefore, the secant method cannot be directly applied. Instead, the Newton-Raphson method is used to 
lve UV flash problems. The required Jacobian matrices are obtained using the analytical framework described in Sec. 2.4.

1.3. Models of transport properties
To evaluate the dynamic viscosity and thermal conductivity at transcritical conditions, the dense fluid formulas (i.e., the Chung’s 
ethod [69]) are used. This method gives accurate estimations of viscosity and thermal conductivity of polar, non-polar, and 
sociating pure fluids and mixtures. In this method, dynamic viscosity and thermal conductivity have the similar formula:

𝜆 = 𝜆0𝜆∗ + 𝜆𝑝, (15)

here 𝜆 represents dynamic viscosity 𝜇 or thermal conductivity 𝜅. 𝜆0 is the property at the low-pressure limit. 𝜆∗ and 𝜆𝑝 are high 
essure corrections. At high pressures, 𝜆𝑝 is the major contributing term compared to 𝜆0𝜆∗. On the other hand, at low pressures, 𝜆∗
approaching unity and the 𝜆𝑝 term is negligible such that Eq. (15) reduces to 𝜆0. Hence, the transition between low-pressure and 
gh-pressure properties is smoothly described by the model.
For mass diffusivity, we used a mixture-averaged mass diffusion model [70]. The mass diffusion coefficient 𝐷𝑖 of specie 𝑖 is 
fined as

𝐷𝑖 =
1 − 𝑌𝑖∑𝑁

𝑗≠𝑖 𝑧𝑗∕𝐷𝑗,𝑖
, (16)

here 𝑌𝑖 and 𝑧𝑖 are the mass and mole fractions of component 𝑖, respectively; 𝐷𝑖,𝑗 is the binary mass diffusion coefficient of 
mponent 𝑖 in component 𝑗, which is evaluated by Fuller’s model [71] with Takahashi’s correction [72] for high pressures.

2. VLE-based CFD framework

In this work, a transcritical multiphase flow solver is developed by coupling a density-based fully compressible CFD solver with 
veral VLE solvers. The governing equations of the CFD solver are the multi-component transport equations, including the mixture 
nsity equation (i.e., continuity equation), mixture momentum equations, mixture internal energy equation, and component mass 
ction equations as follows:

𝜕𝜌

𝜕𝑡
+
𝜕𝜌𝑢𝑖

𝜕𝑥𝑖
= 0, (17)

𝜕𝜌𝑢𝑖

𝜕𝑡
+
𝜕𝜌𝑢𝑖𝑢𝑗

𝜕𝑥𝑗
= − 𝜕𝑃

𝜕𝑥𝑖
+
𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
, (18)

𝜕𝜌𝑒

𝜕𝑡
+
𝜕𝜌𝑢𝑖𝑒

𝜕𝑥𝑖
+ 𝜕𝜌𝐾
𝜕𝑡

+
𝜕𝜌𝑢𝑖𝐾

𝜕𝑥𝑖
+
𝜕𝑢𝑖𝑃

𝜕𝑥𝑖
= −

𝜕𝑞𝑖

𝜕𝑥𝑖
+
𝜕𝜏𝑖𝑗𝑢𝑗

𝜕𝑥𝑖
, (19)

𝜕𝜌𝑌𝑚

𝜕𝑡
+
𝜕𝜌𝑌𝑚𝑢𝑖

𝜕𝑥𝑖
=
(
𝜌𝑌𝑚𝑉𝑚𝑖

)
𝜕𝑥𝑖

, (20)

here 𝑢𝑖 is the mixture velocity, 𝜌 is the mixture density, 𝑒 is the specific internal energy, 𝑌𝑚 is the mass fraction of component 𝑚, 

is the viscous stress tensor of the Newtonian fluid defined by 𝜏𝑖𝑗 = −2
3𝜇

𝜕𝑢𝑘

𝜕𝑥𝑘
𝛿𝑖𝑗 + 𝜇

(
𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥𝑖

)
where 𝜇 is the dynamic viscosity, 

is the kinetic energy, and 𝑞𝑖 is the heat flux. 𝑞𝑖 = −𝜅∇𝑇 where 𝜅 is the thermal conductivity. The Fickian diffusion is used to 
aluate the diffusion velocity in the governing equations:

𝐷𝑚 𝜕𝑋𝑚
𝑁∑ 𝑌𝑠𝐷𝑠 𝜕𝑋𝑠
6

𝑉𝑚𝑖 = −
𝑋𝑚 𝜕𝑥𝑖

+
𝑠

𝑋𝑠 𝜕𝑥𝑖
,
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Fig. 2. Schematic of the double flux (DF) method in a one-dimensional (1-D) mesh.

here 𝑋𝑚 and 𝐷𝑚 are the mole fraction and the mixture-averaged diffusion coefficient of component 𝑚, respectively. The second 
rm on the right-hand-side (RHS) is a correction term to ensure global mass conservation 

∑𝑁

𝑚
𝜌𝑌𝑚𝑉𝑚 = 0.

The CFD solver was developed based on the central-upwind scheme [60,73], which is a fully conservative (FC) scheme. At each 
e step, the conservative variables 𝜌, 𝜌𝑢, 𝜌𝑒, and 𝜌𝑌𝑚 are updated according to the governing equations (i.e., Eqs. (17)-(20)).
To eliminate spurious pressure oscillations, a quasi-conservative approach called the double flux (DF) scheme [22,23,26] is 

so implemented. This scheme locally freezes the real-fluid properties to those of an equivalent calorically perfect gas. During the 
lculation of the new time step, in each grid cell, a local calorically perfect-gas EOS is defined using the thermodynamic properties. 
e pressure field is updated using this newly defined EOS, effectively mitigating the occurrence of spurious pressure oscillations. 
bsequently, the remaining thermodynamic properties such as density and component mass fractions are updated using the real-
id EOS and PV flash based on the updated pressure, density, and component mass fraction values. Mathematical details of the DF 
heme are presented in the next paragraph. The use of a calorically perfect-gas EOS in the DF scheme has been shown by Ma et 
. [26] to successfully remove spurious pressure oscillations.
To define a locally calorically perfect-gas EOS, an effective specific heat ratio 𝛾∗ and an effective internal energy 𝑒∗0 are formulated 
:

𝛾∗ = 𝜌𝑐
2

𝑃
, 𝑒∗0 = 𝑒−

𝑃𝑣

𝛾∗ − 1
, (21)

here 𝑐 is the speed of sound, and 𝑣 is the specific volume. With real-fluid EOS, 𝛾∗ and 𝑒∗0 can be nonlinear functions of the 
ermodynamic states and may not be constant. The main idea of the DF scheme is to freeze 𝛾∗ and 𝑒∗0 in space during each time-step 
vancement. When calculating a flux of a face of a certain grid cell, the conservative variables used are not directly from the cell 
lues, but reconstructed using 𝛾∗, 𝑒∗0 , 𝑃 , and 𝜌. Although this face also belongs to the adjacent cell, its 𝛾

∗, 𝑒∗0 of the adjacent cell 
e not used. For example, on a one-dimensional (1-D) mesh, the numerical face flux 𝐹𝐿

𝑖+ 1
2

for the cell 𝑖 at 𝑥
𝑖+ 1

2
can be expressed as 

ee Fig. 2):

𝐹𝐿
𝑖+ 1

2
= 𝐹

(
𝑈
𝐿,𝑖+ 1

2
,𝑈
𝑅,𝑖+ 1

2

)
, 𝑈

𝐿,𝑖+ 1
2
=𝑈𝐿

(
𝛾∗
𝑖
, 𝑒∗0,𝑖, 𝑃 , 𝜌, 𝑌

)
, 𝑈

𝑅,𝑖+ 1
2
=𝑈𝑅

(
𝛾∗
𝑖
, 𝑒∗0,𝑖, 𝑃 , 𝜌, 𝑌

)
, (22)

here 𝑈𝐿 and 𝑈𝑅 are conservative variables. To calculate 𝑈𝐿 and 𝑈𝑅, the following steps are performed. First, the conservative 
riable 𝜌𝑒 in each cell is reconstructed using the calorically perfect-gas Equation of State (EOS) given by Eq. (21). Then, 𝜌𝑒 and 
her conservative variables are interpolated to the face. Bias interpolation methods, such as the upwind scheme, are commonly 
ed, resulting in the definition of two reconstructed values, 𝑈𝐿 and 𝑈𝑅, based on the direction of the bias. The subscript “𝐿” is used 
 denote the left reconstructed value at a face, while “𝑅” represents the right reconstructed value. It is important to note that when 
lculating 𝑈𝐿 and 𝑈𝑅, only the 𝛾∗ and 𝑒∗0 values from the cell 𝑖 are used. When using the 𝛾∗ and 𝑒∗0 values in the cell 𝑖 +1, the right 
x 𝐹𝑅

𝑖+ 1
2

is obtained (see in Fig. 2). The interpolation method uses van Leer limiter [74] in the current work. In the central-upwind 

heme, the formulas become:

𝐹𝐿
𝑖+ 1

2
= 𝛼𝑢𝐿𝑈𝐿 + (1 − 𝛼)𝑢𝑅𝑈𝑅 +𝜔

(
𝑈𝑅 −𝑈𝐿

)
, 𝛼 =

𝜙𝐿

𝜙𝐿 + 𝜙𝑅
, 𝜔 = 𝛼 (1 − 𝛼)

(
𝜙𝐿 + 𝜙𝑅

)
, (23)

𝜙𝐿 =𝑚𝑎𝑥
(
𝑐𝐿 + |𝑢𝐿|, 𝑐𝑅 + |𝑢𝑅|,0) , 𝜙𝑅 =𝑚𝑎𝑥

(
𝑐𝐿 − |𝑢𝐿|, 𝑐𝑅 − |𝑢𝑅|,0) , (24)

here 𝑐 and 𝑢 are the speed of sound and velocity, respectively. They are obtained from the same interpolation scheme as 𝑈𝐿 and 
. In this way, the 𝛾∗ and 𝑒∗0 are frozen, and the fluid is locally calorically perfect to remove spurious pressure oscillation [26]. 

𝐿 𝑅
7

nce each face is adjacent to two grid cells, the two different fluxes at the same face (i.e., the left flux 𝐹
𝑖+ 1

2

and the right flux 𝐹
𝑖+ 1

2
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Fig. 3. Flow chart of the VLE-based CFD framework.

 Fig. 2) can be obtained. That is why this scheme is called “double flux”, and two fluxes make the numerical scheme no more 
nservative.

At each time step, 𝜌, 𝑢, and 𝑌𝑚 are updated using the central-upwind scheme. Then, the DF scheme is used to update 𝑒 and 
. After that, 𝑇 , 𝛽, and 𝑐 are obtained using the PV flash solver. In contrast, in the fully conservative scheme (i.e., without DF), 
, 𝑇 , 𝛽, 𝑐 are directly updated using the UV flash solver. This entire process is shown in Fig. 3. DF method is useful to solve the 
stem with large density gradients, but since it is not an energy-conservative scheme, it could cause other problems. In Sec. 3.2.2, 
e will compare the results of two schemes, and discuss their pros and cons.

3. In situ adaptive tabulation (ISAT)

The in situ adaptive tabulation (ISAT) method, originally introduced by Pope [50], offers an effective approach to reduce the 
mputational cost associated with detailed chemistry calculations. In contrast to traditional tabulation methods that require pre-
ocessing to generate tables before the CFD simulation, ISAT dynamically constructs the table during the simulation itself. This 
namic construction enables us to store only the necessary records, significantly reducing the table size and mitigating the curse 
 dimensionality. During the CFD simulation, most of the queries can be efficiently retrieved by utilizing linear approximation 
sed on the table records, eliminating the need for direct calculations. This approach not only enhances computational efficiency, 
t also ensures that the results are obtained with a high degree of accuracy. Particularly, ISAT’s ability to provide excellent error 
ntrol contributes to maintaining the desired level of precision. Given these advantages, employing the ISAT method to tabulate 
E solutions proves to be a promising strategy for accelerating VLE-based CFD simulations, which will be shown in the present 
dy.

The relation between the given condition 𝒙 and solution 𝒚 from a VLE solver can be denoted as a function or mapping 𝑭 :

𝒚 = 𝑭 (𝒙) .

ecifically, certain variables are required for the implementation of the FC and DF schemes, which require UV flash and PV flash 
lvers, respectively. Firstly, the speed of sound 𝑐 is required to ensure the accuracy and stability of the CFD solver. Additionally, 
e vapor mole fraction 𝛽 is used for capturing phase separation/change. 𝑐 and 𝛽 are two output variables of all VLE solvers. The 
put and other output variables depend on which VLE flash solver is used. For the PV flash solver, the input variables consist of the 
essure (𝑃 ), density (𝜌), and mole fractions (𝑧𝑖) of each component 𝑖 in the mixture. The solver then provides the following output 
riables: temperature (𝑇 ), specific internal energy (𝑒), speed of sound (𝑐), and vapor mole fraction (𝛽). In contrast, the UV flash 
lver takes the specific internal energy (𝑒), density (𝜌), and mole fractions (𝑧𝑖) as input variables. It then calculates and provides 
e output variables of temperature (𝑇 ), pressure (𝑃 ), speed of sound (𝑐), and vapor mole fraction (𝛽).
For every record in the ISAT table, it contains (𝐱0, 𝐲0, 

𝜕𝐅
𝜕𝐱
|||𝐱0 , 𝐌). The gradient (i.e., the Jacobian matrix 𝜕𝐅

𝜕𝐱
|||𝐱0 ) is evaluated 

alytically (in Sec. 2.4) and used for local linear approximation:

𝐲 ≈ 𝐲𝑙𝑖𝑛𝑒𝑎𝑟 = 𝐲0 +
𝜕𝐅
𝜕𝐱
||||𝐱0 ⋅ (𝐱 − 𝐱0

)
.

e matrix 𝐌 is used to define the region of accuracy (ROA), in which the local error 𝜖 does not exceed the tolerance 𝜖𝑡𝑜𝑙 . The ROA 
8

defined by an inequality:
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Fig. 4. Sketch of region of accuracy (ROA).

Fig. 5. The binary tree used to manage records in ISAT.(
𝐱 − 𝐱0

)𝑇 𝐌(
𝐱 − 𝐱0

) ≤ 1.

e region satisfying this inequality is a hyper-ellipsoid, and hence the ROA is also called the ellipsoid of accuracy (EOA), as shown 
 Fig. 4. For the initial setting, the linear term 𝜕𝐅

𝜕𝐱
|||𝐱0 ⋅ (𝐱 − 𝐱0

)
is considered as an error. So, the initial 𝐌 can be set as

𝐌 =
(
𝜕𝐅
𝜕𝐱
||||𝐱0
)𝑇 (

𝜕𝐅
𝜕𝐱
||||𝐱0
)
∕𝜖2
𝑡𝑜𝑙
.

The management of records in the ISAT method is facilitated through a binary tree structure, as illustrated in Fig. 5. Each node of 
e tree stores a vector that defines a hyperplane, dividing the parameter space into two distinct half-spaces. The data corresponding 
 each half-space is stored in the respective sub-trees. By employing this tree structure, the entire parameter space can be divided 
to numerous small cells, with the records being stored at the leaf nodes. During the search operation, at each layer of the tree, 
e sub-tree is selected based on which half-space contains the input parameters. This process continues until the desired record is 
und. It is important to note that the record obtained through this method may not be the closest to the input data. Nevertheless, 
is approach is simple and efficient enough to satisfy the requirements of the simulation. When inserting a record A into the table, 
e following steps are performed. First, a record B is obtained from the table using the search operation, with A used as input. Using 
and B records, a median plane is determined. Based on this median plane, a new node is created and replaces the record B in the 
e. Both A and B are then inserted as leaves of this new node. This process ensures that the new record A is properly integrated 
to the existing binary tree structure. The ISAT binary tree is not a balanced tree. Consequently, during simulations, a large number 
 records may be concentrated in one of the two sub-trees, resulting in an increased height of the tree structure. This can negatively 
pact the performance of look-up and insertion operations. To prevent such degradation, a rebuilding process is implemented. 
ecifically, at every 20 time steps, if the tree height exceeds twice the height of a perfectly balanced tree, a new tree structure is 
nstructed using the existing records to restore the perfect balance and optimize the performance. During the construction of each 
yer of the binary tree, the direction of maximum variance is identified. This direction is used to establish a tree node that separates 
e records into two groups of equal size. Subsequently, two subtrees are constructed using the two groups of records. This process 
then recursively applied to construct the two groups of records in the same manner. Through this approach, a perfectly balanced 
e is created.
In a simulation, for the first query, a new record is calculated and added to the table. For subsequent queries (𝐱𝑛𝑒𝑤), the closest 
cord (𝐱0, 𝐲0, 

𝜕𝐅
𝜕𝐱
|||𝐱0 , 𝐌) is searched out, and then one of the following three operations is conducted, as shown in Fig. 6:

(1) Retrieval: If 𝐱𝑛𝑒𝑤 is within the EOA of the record, then the linear approximation 𝐲𝑙𝑖𝑛𝑒𝑎𝑟 is returned. Otherwise 𝐲𝑛𝑒𝑤 = 𝐅 
(
𝐱𝑛𝑒𝑤

)
calculated.

(2) Growth: If ||𝐲𝑛𝑒𝑤 − 𝐲𝑙𝑖𝑛𝑒𝑎𝑟|| ≤ 𝜖𝑡𝑜𝑙 , then EOA is grown to include 𝐱𝑛𝑒𝑤. Specifically, the new EOA is the smallest ellipsoid 
vering both the old EOA and 𝐱𝑛𝑒𝑤. Finally, 𝐲𝑛𝑒𝑤 is returned.
(3) Addition: Otherwise ||𝐲𝑛𝑒𝑤 − 𝐲𝑙𝑖𝑛𝑒𝑎𝑟|| > 𝜖𝑡𝑜𝑙 , then the new record is added to the ISAT table, and 𝐲𝑛𝑒𝑤 is returned.
In the ISAT method, a maximum number of records is set due to the limitation of memory. When the number of records reaches 
e maximum, the table is full, and new addition actions cannot be taken. In Lu and Pope [75], three actions were compared: (a) 
 not add the new record to the table; (b) remove the least recently used record; (c) remove the least frequently used record. It 
9

as found that for non-stationary problems, action (b) is likely the optimal choice. Lu and Pope [75] maintained a linked list (called 
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Fig. 6. Sketch showing the three operations in the ISAT method.

Fig. 7. Schematic of the data structure to support proposed methods for removing redundant records.

FU list) to obtain the least recently used record. In the list, the records are in the order in which they have most frequently been 
ed. We follow their idea of action (b) and further improve the method to remove records (see below for our improvement).
In our tests, we realized that the height of the binary tree becomes larger when there are more records, making the search slower. 
oreover, in the non-stationary simulation, a large number of records are required only in a certain time interval, after which many 
cords are redundant and only degrade the performance of the search. These redundant records should be accurately detected and 
ickly deleted to improve the ISAT performance. To address these additional issues, we propose two methods:

• delete data that has not been used in the last few time steps.
• use an adaptive table maximum size, and the size is formulated as:

𝑁𝑚𝑎𝑥 = 𝐶
𝑀∑
𝑖=0
𝑁inactive,𝑖, (25)

here 𝑁inactive,𝑖 is the number of records of which the last call was 𝑖 time steps ago. 𝑀 is the number of time steps considered and 
is a multiplier (𝐶 > 1). 𝑀 and 𝐶 are tunable parameters.
To determine the parameters used in the two methods, we analyze the distribution of the number of steps since the last call. 
sed on our observations, we can give a general range of values. For the first method, For the first method, a maximum unused step 
 70-90 can be utilized. In Sec. 3.2.3, we selected 80 as the maximum unused step. If a record has not been used within this number 
 time steps, it is highly unlikely to be used again. For the second method, we calculated the proportion of the most commonly used 
cords to the total number of records to determine the parameters. To achieve faster removal of redundant data, the value of 𝑀
ould be a small number, and within the range of 3-10, and 𝐶 should be within the range of 3-7. In Sec. 3.2.3, we used 𝐶 = 5.8
d 𝑀 = 5. Conducting a test simulation can provide further insights into the usage of records and help determine the optimal 
rameters for the specific case at hand.
We propose a new data structure to support the proposed methods. The data structure is a list of linked lists, as shown in Fig. 7. 
has multiple layers (4 layers in Fig. 7), 𝑇1 stores the records just used in the previous time step, 𝑇2 stores the records used in the 
e step before the previous time step, and so on and so forth. 𝑇4 has all records not been used within 3 latest time steps. With this 
t, all records are sorted according to the distance between the current time step and the time step of the last call, and the proposed 
letion methods can be efficiently implemented. The main list (𝑇1 − 𝑇4 list) is a circular array, the list head is the layer of the most 
cently used records and the tail is the layer of the least recently used records. In a new time step, the linked list of the tail (𝑇4) is 
erged with the previous layer (𝑇3), and this empty layer (𝑇4) becomes the new head, and all records called during this time step 
ill be inserted into this empty layer. The previous layer (𝑇3) becomes the new tail. Since we use a combination of a circular array 
d linked lists, the above operations can be accomplished achieved with O(1) time complexity.

4. Analytical framework for VLE

The first-order derivatives of thermodynamic properties considering phase change are required when calculating the speed of 
und (Eq. (40)), solving the VLE system (e.g., using the Newton-Raphson iteration method), and using the ISAT-VLE method 
.g., evaluating the Jacobian matrix 𝜕𝐅

𝜕𝐱
|||𝐱0 ). These derivatives can be obtained numerically by a perturbation method, which is 
10

mputationally expensive and introduces additional errors. Most importantly, profiles of thermodynamic properties can have dis-
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ntinuities/jumps at the phase boundaries, and hence the numerical derivatives from the perturbation method can be incorrect and 
verge the simulation. To address all the above challenges, we developed an analytical framework to evaluate the required VLE 
rivatives, built upon the analytic work of Tudisco and Menon [76].
In order to calculate the derivatives of thermodynamic properties considering phase change, we need to first obtain a few 
rivatives listed below:(

𝜕𝑥𝑘

𝜕𝑇

)
𝑃 ,𝐳
,

(
𝜕𝑦𝑘

𝜕𝑇

)
𝑃 ,𝐳
,

(
𝜕𝑥𝑘

𝜕𝑃

)
𝑇 ,𝐳
,

(
𝜕𝑦𝑘

𝜕𝑃

)
𝑇 ,𝐳
,

(
𝜕𝑥𝑘

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖

,

(
𝜕𝑦𝑘

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖

(26)

e analytic formulas of these terms are provided in Appendix A, and their derivation is based on Tudisco and Menon [76].
For single-phase properties, the temperature derivatives can be obtained using the chain rule:(

𝜕(⋅)𝑙
𝜕𝑇

)
𝑃 ,𝐳

=
(
𝜕(⋅)𝑙
𝜕𝑇

)
𝑃 ,𝐱

+
𝑁∑
𝑘=1

(
𝜕(⋅)𝑙
𝜕𝑥𝑘

)
𝑃 ,𝑇 ,𝑥𝑠,𝑠≠𝑘

(
𝜕𝑥𝑘

𝜕𝑇

)
𝑃 ,𝐳

(27)

(
𝜕(⋅)𝑣
𝜕𝑇

)
𝑃 ,𝐳

=
(
𝜕(⋅)𝑣
𝜕𝑇

)
𝑃 ,𝐲

+
𝑁∑
𝑘=1

(
𝜕(⋅)𝑣
𝜕𝑦𝑘

)
𝑃 ,𝑇 ,𝑦𝑠,𝑠≠𝑘

(
𝜕𝑦𝑘

𝜕𝑇

)
𝑃 ,𝐳

(28)

The pressure derivatives use similar formulas with all the 
(
𝜕(⋅)
𝜕𝑇

)
replaced by 

(
𝜕(⋅)
𝜕𝑃

)
.

The 𝑧 derivatives are formulated as:(
𝜕(⋅)𝑙
𝜕𝑧𝑖

)
𝑃 ,𝑇

=
𝑁∑
𝑘=1

(
𝜕(⋅)𝑙
𝜕𝑥𝑘

)
𝑃 ,𝑇 ,𝑥𝑠,𝑠≠𝑘

(
𝜕𝑥𝑘

𝜕𝑧𝑖

)
𝑃 ,𝑇 ,𝐳

(29)

(
𝜕(⋅)𝑣
𝜕𝑧𝑖

)
𝑃 ,𝑇

=
𝑁∑
𝑘=1

(
𝜕(⋅)𝑣
𝜕𝑥𝑘

)
𝑃 ,𝑇 ,𝑥𝑠,𝑠≠𝑘

(
𝜕𝑦𝑘

𝜕𝑧𝑖

)
𝑃 ,𝑇 ,𝐳

(30)

Note that the derivatives, such as 
(
𝜕(⋅)𝑣
𝜕𝑇

)
𝑃 ,𝐲
, 
(
𝜕(⋅)𝑣
𝜕𝑃

)
𝑇 ,𝐲
, and 

(
𝜕(⋅)𝑣
𝜕𝑦𝑘

)
𝑃 ,𝑇 ,𝑦𝑠,𝑠≠𝑘

, are single-phase derivatives, and no phase change 

lculation is involved. These terms can be directly obtained by taking derivatives of the analytical form of EOS (including the 
parture functions derived from EOS [77]) and NASA polynomials.
In TP flash, the thermodynamic properties are considered as functions of mixture temperature 𝑇 , pressure 𝑃 , and composition 𝐳. 
e first-order derivatives are required by TP flash calculation (e.g., using the Newton-Raphson iteration method) and also the ISAT 
 TP flash solutions (e.g., evaluating the Jacobian matrix 𝜕𝐅

𝜕𝐱
|||𝐱0 = 𝜕(𝜌,𝑒,𝛽,𝑐)

𝜕(𝑃 ,𝑇 ,𝐳)
|||𝐱0 ).

First, the derivative of vapor mole fraction 𝛽 is formulated as (details are shown in Appendix A):(
𝜕𝛽

𝜕𝑇

)
𝑃 ,𝐳

=
𝑁∑
𝑘=1

(
𝜕𝑣𝑘

𝜕𝑇

)
𝑃 ,𝐳
,

(
𝜕𝛽

𝜕𝑃

)
𝑇 ,𝐳

=
𝑁∑
𝑘=1

(
𝜕𝑣𝑘

𝜕𝑃

)
𝑇 ,𝐳
,

(
𝜕𝛽

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖

=
𝑁∑
𝑗=1

(
𝜕𝑁𝑗,𝑣

𝜕𝑁𝑖

)
𝑇 ,𝑃 ,𝑁𝑠,𝑠≠𝑗

− 𝛽, (31)

here 𝑣𝑘 is the mole fraction of component 𝑘 in the vapor phase with respect to the mixture (i.e., 𝑣𝑘 = 𝛽𝑦𝑘), 𝑁𝑖 is the total number 
 moles of component 𝑖 in the mixture, and 𝑁𝑘,𝑣 is the number of moles of component 𝑘 in vapor phase. The derivative of 𝜌 and 𝑒
e obtained from Eq. (6) and Eq. (7):(

𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

= − 𝜌
2

𝑀

{(
𝜕𝛽

𝜕𝑇

)
𝑃 ,𝐳

(
𝑀𝑣

𝜌𝑣
−
𝑀𝑙

𝜌𝑙

)
+ 𝛽

𝜌2
𝑣

[
𝜌𝑣

(
𝜕𝑀𝑣

𝜕𝑇

)
𝑃 ,𝐳

−𝑀𝑣

(
𝜕𝜌𝑣

𝜕𝑇

)
𝑃 ,𝐳

]
(32)

+1 − 𝛽
𝜌2
𝑙

[
𝜌𝑙

(
𝜕𝑀𝑙

𝜕𝑇

)
𝑃 ,𝐳

−𝑀𝑙

(
𝜕𝜌𝑙

𝜕𝑇

)
𝑃 ,𝐳

]}
(33)

(
𝜕𝑒

𝜕𝑇

)
𝑃 ,𝐳

= 1
𝑀

{(
𝜕𝛽

𝜕𝑇

)
𝑃 ,𝐳

(
𝑀𝑣𝑒𝑣 −𝑀𝑙𝑒𝑙

)
+ 𝛽

[
𝑒𝑣

(
𝜕𝑀𝑣

𝜕𝑇

)
𝑃 ,𝐳

+𝑀𝑣

(
𝜕𝑒𝑣

𝜕𝑇

)
𝑃 ,𝐳

]
(34)

+(1 − 𝛽)

[
𝑒𝑙

(
𝜕𝑀𝑙

𝜕𝑇

)
𝑃 ,𝐳

+𝑀𝑙

(
𝜕𝑒𝑙

𝜕𝑇

)
𝑃 ,𝐳

]}
(35)

e derivatives of single phase properties, such as 
(
𝜕𝑒𝑣

𝜕𝑇

)
𝑃 ,𝐳
, 
(
𝜕𝑀𝑣

𝜕𝑇

)
𝑃 ,𝐳
, 
(
𝜕𝜌𝑣

𝜕𝑇

)
𝑃 ,𝐳
, can be calculated using Eqs. (27)-(28).

For the pressure derivatives, similar formulas can be used, with all the 
(
𝜕(⋅)
𝜕𝑇

)
𝑃 ,𝐳

replaced by 
(
𝜕(⋅)
𝜕𝑃

)
𝑇 ,𝐳
.

Since 
(
𝜕𝑀

𝜕𝑧𝑖

)
𝑃 ,𝑇

≠ 0, the 𝑧 derivatives have different formulas:

(
𝜕𝜌

)
𝜌2
{(

𝜕𝛽
) (

𝑀𝑣 𝑀𝑙

)
𝛽
[ (

𝜕𝑀𝑣

) (
𝜕𝜌𝑣

) ]

11

𝜕𝑧𝑖 𝑃 ,𝑇

= −
𝑀 𝜕𝑧𝑖 𝑃 ,𝑇 𝜌𝑣

−
𝜌𝑙

+
𝜌2
𝑣

𝜌𝑣
𝜕𝑧𝑖 𝑃 ,𝑇

−𝑀𝑣
𝜕𝑧𝑖 𝑃 ,𝑇

(36)
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+1 − 𝛽
𝜌2
𝑙

[
𝜌𝑙

(
𝜕𝑀𝑙

𝜕𝑧𝑖

)
𝑃 ,𝑇

−𝑀𝑙

(
𝜕𝜌𝑙

𝜕𝑧𝑖

)
𝑃 ,𝑇

]
−
𝑀𝑖 −𝑀
𝜌

}
(37)

(
𝜕𝑒

𝜕𝑧𝑖

)
𝑃 ,𝑇

= 1
𝑀

{(
𝜕𝛽

𝜕𝑧𝑖

)
𝑃 ,𝑇

(
𝑀𝑣𝑒𝑣 −𝑀𝑙𝑒𝑙

)
+ 𝛽

[
𝑒𝑣

(
𝜕𝑀𝑣

𝜕𝑧𝑖

)
𝑃 ,𝑇

+𝑀𝑣

(
𝜕𝑒𝑣

𝜕𝑧𝑖

)
𝑃 ,𝑇

]
(38)

+(1 − 𝛽)

[
𝑒𝑙

(
𝜕𝑀𝑙

𝜕𝑧𝑖

)
𝑃 ,𝑇

+𝑀𝑙

(
𝜕𝑒𝑙

𝜕𝑧𝑖

)
𝑃 ,𝑇

]
− 𝑒

(
𝑀𝑖 −𝑀

)}
(39)

e single phase properties derivatives, such as 
(
𝜕𝑒𝑣

𝜕𝑧𝑖

)
𝑃 ,𝑇

, 
(
𝜕𝑀𝑣

𝜕𝑧𝑖

)
𝑃 ,𝑇

, and 
(
𝜕𝜌𝑣

𝜕𝑧𝑖

)
𝑃 ,𝑇

, can be calculated using Eqs. (29)-(30).

The last property, speed of sound 𝑐, is formulated as 𝑐2 = 1∕(𝜅𝑠𝜌), where 𝜅𝑠 is the isentropic compressibility: 𝜅𝑠 = 𝜅𝑇 − 𝑇𝛼2
𝑝
∕𝜌𝑐𝑝. 

e isobaric expansivity 𝛼𝑝 and isothermal compressibility 𝜅𝑇 are defined as: 𝛼𝑝 = − 
(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

∕𝜌 and 𝜅𝑇 =
(
𝜕𝜌

𝜕𝑃

)
𝑇 ,𝐳

∕𝜌, respectively. 
mbining all these equations, the speed of sound 𝑐 is formulated as:

𝑐 = 1√(
𝜕𝜌

𝜕𝑃

)
𝑇 ,𝐳

− 𝑇

𝜌2

(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

/[(
𝜕𝑒

𝜕𝑇

)
𝑃 ,𝐳

− 𝑃

𝜌2

(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

] . (40)

e speed of sound depends on the first derivatives, and hence, its derivatives require the computation of second derivatives, which 
ed very complicated calculations. Because the derivative of sound speed is only used in the ISAT-VLE method to provide a better 
ear approximation, in fact, by setting its derivatives to zero, we can still use ISAT error control to obtain a sufficiently accurate 
lution, as we tested.
Based on the formulas of the (𝑇 , 𝑃 , 𝐳) system for the TP flash solver, the first derivatives of the (𝜌, 𝑃 , 𝐳) system for the PV flash 
lver and the (𝑒, 𝜌, 𝐳) system for the UV flash solver can be derived using the chain rule.
Specifically, for the (𝜌, 𝑃 , 𝐳) system, a property 𝐹 is written as 𝐹 (𝜌(𝑇 , 𝑃 , 𝑧), 𝑃 , 𝑧), and calculating temperature derivative using 
ain rule gives 

(
𝜕𝐹

𝜕𝜌

)
𝑃 ,𝐳

(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

=
(
𝜕𝐹

𝜕𝑇

)
𝑃 ,𝐳
. Hence, the density derivative is:

(
𝜕(⋅)
𝜕𝜌

)
𝑃 ,𝐳

=
(
𝜕(⋅)
𝜕𝑇

)
𝑃 ,𝐳

/(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

(41)

 derive the pressure and 𝑧𝑖 derivatives, 
(
𝜕𝑇

𝜕𝑃

)
𝜌,𝐳
is needed. Taking pressure derivative of constant density equation 𝜌(𝑇 (𝑃 , 𝑧), 𝑃 , 𝑧) =

𝑜𝑛𝑠𝑡 gives 
(
𝜕𝑇

𝜕𝑃

)
𝜌,𝐳

(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

+
(
𝜕𝜌

𝜕𝑃

)
𝑇 ,𝐳

= 0, and hence, 
(
𝜕𝑇

𝜕𝑃

)
𝜌,𝐳

= − 
(
𝜕𝜌

𝜕𝑃

)
𝑇 ,𝐳

∕ 
(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳
. Taking pressure and 𝑧𝑖 derivative of 

(𝜌(𝑇 , 𝑃 , 𝑧), 𝑃 , 𝑧) and substituting 
(
𝜕𝑇

𝜕𝑃

)
𝜌,𝐳
into the results give:

(
𝜕(⋅)
𝜕𝑃

)
𝜌,𝐳

= −
(
𝜕(⋅)
𝜕𝑇

)
𝑃 ,𝐳

(
𝜕𝜌

𝜕𝑃

)
𝑇 ,𝐳

/(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

+
(
𝜕(⋅)
𝜕𝑃

)
𝑇 ,𝐳

(42)

(
𝜕(⋅)
𝜕𝑧𝑖

)
𝑃 ,𝜌

= −
(
𝜕(⋅)
𝜕𝑇

)
𝑃 ,𝐳

(
𝜕𝜌

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑗,𝑗≠𝑖

/(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

+
(
𝜕(⋅)
𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑗,𝑗≠𝑖

(43)

For (𝑒, 𝜌, 𝐳) system, because the Jacobian matrix of (𝑒, 𝜌, 𝐳) and (𝑇 , 𝑃 , 𝐳) has the relation 𝜕(𝑒,𝜌,𝐳)
𝜕(𝑇 ,𝑃 ,𝐳)

𝜕(𝑇 ,𝑃 ,𝐳)
𝜕(𝑒,𝜌,𝐳) = 𝐼 , where 𝐼 is the 

entity matrix. The derivative of any property 𝐹 in (𝑒, 𝜌, 𝐳) system can be obtained by 𝜕𝐹

𝜕(𝑒,𝜌,𝐳) =
𝜕𝐹

𝜕(𝑇 ,𝑃 ,𝐳)
𝜕(𝑇 ,𝑃 ,𝐳)
𝜕(𝑒,𝜌,𝐳) = 𝜕𝐹

𝜕(𝑇 ,𝑃 ,𝐳)

[
𝜕(𝑒,𝜌,𝐳)
𝜕(𝑇 ,𝑃 ,𝐳)

]−1
. 

lculating the inverse matrix gives:

Δ=
(
𝜕𝑒

𝜕𝑇

)
𝑃 ,𝐳

(
𝜕𝜌

𝜕𝑃

)
𝑇 ,𝐳

−
(
𝜕𝑒

𝜕𝑃

)
𝑇 ,𝐳

(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

(44)

(
𝜕(⋅)
𝜕𝑒

)
𝜌,𝐳

= 1
Δ

[(
𝜕(⋅)
𝜕𝑇

)
𝑃 ,𝐳

(
𝜕𝜌

𝜕𝑃

)
𝑇 ,𝐳

−
(
𝜕(⋅)
𝜕𝑃

)
𝑇 ,𝐳

(
𝜕𝜌

𝜕𝑇

)
𝑃 ,𝐳

]
(45)

(
𝜕(⋅)
𝜕𝜌

)
𝑒,𝐳

= 1
Δ

[
−
(
𝜕(⋅)
𝜕𝑇

)
𝑃 ,𝐳

(
𝜕𝑒

𝜕𝑃

)
𝑇 ,𝐳

+
(
𝜕(⋅)
𝜕𝑃

)
𝑇 ,𝐳

(
𝜕𝑒

𝜕𝑇

)
𝑃 ,𝐳

]
(46)(

𝜕(⋅)
𝜕𝑧𝑖

)
𝑒,𝜌,𝑧𝑗,𝑗≠𝑖

=
(
𝜕(⋅)
𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑗,𝑗≠𝑖

+
(
𝜕(⋅)
𝜕𝑇

)
𝑃 ,𝐳

(
𝜕𝑇

𝜕𝑧𝑖

)
𝑒,𝜌,𝑧𝑗,𝑗≠𝑖

+
(
𝜕(⋅)
𝜕𝑃

)
𝑇 ,𝐳

(
𝜕𝑃

𝜕𝑧𝑖

)
𝑒,𝜌,𝑧𝑗,𝑗≠𝑖

(47)

(
𝜕𝑇

)
= 1

[
−
(
𝜕𝜌
) (

𝜕𝑒
)

+
(
𝜕𝑒
) (

𝜕𝜌
) ]

(48)
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𝜕𝑧𝑖 𝑒,𝜌,𝑧𝑗,𝑗≠𝑖 Δ 𝜕𝑃 𝑇 ,𝐳 𝜕𝑧𝑖 𝑒,𝜌,𝑧𝑗,𝑗≠𝑖 𝜕𝑃 𝑇 ,𝐳 𝜕𝑧𝑖 𝑒,𝜌,𝑧𝑗,𝑗≠𝑖
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. 8. Left: Configuration of the transcritical temporal mixing layer (TML) simulations. Right: 3D VLE-based CFD simulation of the transcritical TML at 𝑡 = 2 × 10−7
iso-surface: mass fraction of n-dodecane 𝑌𝐶12𝐻26

= 0.3; color: velocity magnitude.(
𝜕𝑃

𝜕𝑧𝑖

)
𝑒,𝜌,𝑧𝑗,𝑗≠𝑖

= 1
Δ

[
]
(
𝜕𝜌

𝜕𝑇

)
𝑇 ,𝐳

(
𝜕𝑒

𝜕𝑧𝑖

)
𝑒,𝜌,𝑧𝑗,𝑗≠𝑖

−
(
𝜕𝑒

𝜕𝑇

)
𝑇 ,𝐳

(
𝜕𝜌

𝜕𝑧𝑖

)
𝑒,𝜌,𝑧𝑗,𝑗≠𝑖

]
(49)

 Results and discussion

We have integrated the aforementioned methods to develop an ISAT-VLE transcritical flow solver. In this section, we evaluate 
e performance and error control of the ISAT-VLE method through two sets of simulations: transcritical temporal mixing layer 
ec. 3.1) and transcritical shock-droplet interaction (Sec. 3.2). These scenarios are related to important applications. The temporal 
ixing layer often appears in shearing layers of jet flows and shock-droplet interaction is involved in liquid-fueled detonation 
odeling [78]. These simulations are still laminar flow in our scope of study, so the subgrid-scale models for turbulence are not 
ed. Both 3D and 2D settings are utilized for these simulations. The 2D simulations (by sequential computing) primarily serve as 
eans to test the ISAT-VLE method, as parallel computing introduces additional factors such as thread synchronization and inter-
de communication, which can hinder an accurate assessment of ISAT-VLE’s true performance. Furthermore, the 2D results can 
ovide a suitable reference for determining the error tolerance in the 3D simulations. For the 3D configurations, we discuss the 
ase separation phenomena at transcritical conditions, along with demonstrating the tabulation error and ISAT-VLE performance. 
rthermore, in the transcritical shock-droplet interaction simulations (Sec. 3.2), we compare the behavior of the fully compressible 
C) and double flux scheme (DF) schemes, both with ISAT-VLE. Additionally, redundant record deletion methods are also evaluated 
 Sec. 3.2.3.

1. Transcritical temporal mixing layer (TML)

In this section, a series of high-pressure transcritical temporal mixing layer (TML) cases are simulated using our VLE-based 
D solver. The simulations are conducted to investigate the ISAT-VLE method performance, and only the FC scheme is used for 
ulations. The schematic of the transcritical TML configuration is shown in Fig. 8. The computational domain is a rectangular 
x of size 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧. The upper half is filled with n-dodecane (n-C12H26) which flows to the right with the velocity 𝑈𝑇 , and 
e lower half is filled with N2 which flows to the left with the velocity 𝑈𝐵 . In the vertical 𝑧 direction, the domain is split into 3 
bdomains: 𝐿𝑧 = 𝐿𝑏𝑢𝑓𝑓 + 𝐿𝑇𝑀𝐿 + 𝐿𝑏𝑢𝑓𝑓 , 𝐿𝑏𝑢𝑓𝑓 = 𝐿𝑇𝑀𝐿 = 1∕3𝐿𝑧. The focus of this simulation is on TML evolution in the center 
bic subdomain 𝐿𝑥 ×𝐿𝑦 ×𝐿𝑇𝑀𝐿. The center subdomain is uniformly discretized in all directions (256 × 152 × 256), and the top 
d bottom subdomain have a stretched grid along the z direction (256 × 152 × 64; aspect ratio near the center subdomain: 1.01; 
pect ratio at top and bottom boundary: 10.1). The configuration is the same as that in Miller et al. [79]. The initial cross-stream 
ean profiles, including velocity, temperature, and mass fractions, are set using an error function profile: erf(

√
𝜋𝑧∕𝛿𝜔,0), where 𝛿𝜔,0

the initial vorticity layer thickness. The stream-wise velocity is determined using the condition of stationary vortices (Eq. (50)), 
hich is derived by Miller et al. [79] to obtain stationary vortices in TML simulation. Since the condition of stationary vortices is 
rived under the assumption of calorically perfect gases, vortices do not stay truly stationary for real-fluid simulations.

𝑈𝑇 =
2𝑀𝑐𝑐𝑇

1 +
√
𝛾𝑇 ∕𝛾𝐵

,𝑈𝐵 = −𝑈𝑇
𝑐𝐵

𝑐𝑇

√
𝛾𝑇 ∕𝛾𝐵, (50)

here 𝑀𝑐 is the convective Mach number, and 𝑀𝑐 is fixed to 0.3 in the present research; 𝛾 and 𝑐 are the heat capacity ratio and 
eed of sound, respectively. The simulations are conducted on a domain with 𝐿𝑥 = 4𝜆𝑥 = 29.16𝛿𝜔,0, 𝐿𝑦 = 0.6𝐿𝑥, and 𝐿𝑇𝑀𝐿 = 𝐿𝑥. 
13

e initial Reynolds number is defined as 𝑅𝑒0 = [0.5(𝜌𝑈 + 𝜌𝐿)Δ𝑈0𝛿𝜔,0]∕𝜇, 𝜇 = 0.5(𝜇𝑇 + 𝜇𝐵).



H.

Fig

CF

tol

wi

re

th

w

pe

co

ca

co

3.

se

pr

th

pr

de

to

m

W

th

yi

an
Journal of Computational Physics 500 (2024) 112752Zhang, N. Srinivasan and S. Yang

Table 1

The initial condition of the transcritical temporal mixing layer (TML).
Properties 𝑈𝑇 (m/s) 𝑈𝐵 (m/s) 𝑇𝑇 (K) 𝐿𝑥 (m) 𝛿𝜔,0

Case 1 77.94 134.27 600 2.79 × 10−5 9.58 × 10−7
Case 2 59.67 89.01 800 3.55 × 10−5 1.22 × 10−6

Subscripts “T” and “B” refer to Top and Bottom, respectively. 𝐿𝑦 = 0.6 ×𝐿𝑥 , and 𝑅𝑒0 = 1000. Mesh in 
the center subdomain is 256 × 152 × 256, and the top and bottom subdomain mesh is 256 × 152 × 64. 
𝑃 = 50 bar, 𝑇𝐵 = 293 K, 𝑀𝑐 = 0.3, 𝐴𝑖 = 0.25, 0.5, 1, 𝐵𝑖 = 0.05, 0, 1, and 𝐹2𝐷 = 𝐹3𝐷 = 0.05.

. 9. (a) The performance of the ISAT-VLE method, in terms of the CPU time spent at every time step. The Blue dotted line is the CPU time of all other parts of the 
D solver, except the VLE model; the top red line is the CPU time of the VLE model without ISAT. In addition, 4 lines of the ISAT-VLE model with different error 
erances (𝑘) are provided. (b) The error control of the ISAT-VLE method, in terms of the normalized average error and the maximum error versus physical time, 
th 𝑘 = 3 × 10−3 . (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

The TML configuration sets periodic boundary conditions along the streamwise (𝑥) and spanwise (𝑦) direction, and the non-
flective outflow condition is used along the crosswise (𝑧) direction (in Fig. 8). A velocity perturbation is superimposed to trigger 
e instability, which was derived in Masi et al. [80]. The velocity perturbation in the 𝑥-𝑧 plane is:

𝑎1 =
1
4
𝑒𝜋(𝛿𝜔,0∕𝜆𝑥𝑖)

2 (erf(
√
𝜋(𝑧∕𝛿𝜔,0 + 𝛿𝜔,0∕𝜆𝑥𝑖)) − 1);

𝑎2 = −1
4
𝑒𝜋(𝛿𝜔,0∕𝜆𝑥𝑖)

2 (erf(
√
𝜋(𝑧∕𝛿𝜔,0 − 𝛿𝜔,0∕𝜆𝑥𝑖)) + 1);

𝑢𝑥 = 𝐹2𝐷Δ𝑈
∑
𝑖

𝐴𝑖𝑠𝑖𝑛(2𝜋𝑥∕𝜆𝑥𝑖)(−𝑎1𝑒2𝜋𝑧∕𝜆𝑥𝑖 + 𝑎2𝑒−2𝜋𝑧∕𝜆𝑥𝑖 );

𝑢𝑧 = 𝐹2𝐷Δ𝑈
2∑
𝑖=0
𝐴𝑖𝑐𝑜𝑠(2𝜋𝑥∕𝜆𝑥𝑖)(−𝑎1𝑒2𝜋𝑧∕𝜆𝑥𝑖 + 𝑎2𝑒−2𝜋𝑧∕𝜆𝑥𝑖 ),

here Δ𝑈 = |𝑈𝑇 − 𝑈𝐵|, and 𝜆𝑥𝑖 = 2𝑖𝜆𝑥. 𝐹2𝐷 and 𝐴𝑖 are coefficients to determine the perturbation magnitude [80]. The velocity 
rturbation in the y-x plan uses the same form, but replacing 𝜆𝑥 by 𝜆𝑦 = 0.6𝜆𝑥. Its perturbation magnitude (𝑧 direction) are 
ntrolled using 𝐹3𝐷 and 𝐵𝑖. The initial conditions for the two simulation cases in the present study are shown in Table 1. Two 
ses use the same 𝑅𝑒0, 𝑀𝑐 , and 𝑇𝐵 . In Case 2, the initial n-C12H26 temperature (800 K) is higher than Case 1 (600 K). The other 
nfigurations, including 𝑈𝑇 , 𝑈𝐵 , 𝐿𝑥, and 𝛿𝜔,0, are obtained from the Eq. (50), and the formulas of 𝑅𝑒0 and 𝐿𝑥 mentioned above.

1.1. Speed-up and error control of the ISAT-VLE method in 2D TML simulations
In this section, we utilize the configuration of Case 1 in Table 1. For 2D simulation, the velocity in the y direction is set to zero. A 
t of error tolerance values are employed to assess the ISAT-VLE method performance. Using the FC scheme, the ISAT-VLE method 
ovides pressure, temperature, vapor fraction, and speed of sound. The parameter 𝑘 is utilized to adjust the error tolerance, where 
e error tolerance (𝑇𝑡𝑜𝑙, 𝑃𝑡𝑜𝑙, 𝛽𝑡𝑜𝑙, 𝑐𝑡𝑜𝑙) = 𝑘(102, 106, 1, 102). This error tolerance is defined based on the order of the magnitude of the 
operties, and hence 𝑘 can be roughly considered as a maximum relative error, in which the order of magnitude of the tolerances 
pends on the magnitude of the properties. Hence, 𝑘 can be roughly considered as a maximum relative error. The simulation is run 
 2 × 10−7 s to capture the entire vortex formation process starting from a flat interface under the influence of initial perturbation.
Fig. 9(a) illustrates the performance of the ISAT-VLE method. The blue dotted line represents the CPU time consumed by all other 
odels in the CFD solver, which is significantly lower than the time consumed by the VLE model when ISAT method is not deployed. 
ithout the ISAT method, the VLE model accounts for 92.9% of the computational resources. The other curves in Fig. 9(a) depict 
e accelerated performance of the VLE model by the ISAT method for different 𝑘 values (error tolerances), where a larger tolerance 
elds higher speed-up. At the initial stage, the ISAT-VLE model runs approximately 15-54 times faster than the original VLE model, 
14

d in the final stage, it achieves a speed-up factor of 4-11. This is because the CPU time of all ISAT-VLE simulations increases 
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Table 2

The performance and errors of the ISAT-VLE method in the 2D transcritical TML cases 
with different error tolerances.
𝑘 1 × 10−3 3 × 10−3 1 × 10−2 3 × 10−2

Speed-up 6.7 8.5 11.6 19.9

𝑃 mean error (bar) 8.2 × 10−4 1.5 × 10−3 7 × 10−4 1.6 × 10−2
𝑃 max error (bar) 0.06 0.07 0.27 1.0

𝑃 mean relative error (%) 3.2 × 10−3 5.4 × 10−3 3.1 × 10−3 5.3 × 10−2
𝑃 max relative error (%) 0.16 0.20 0.71 2.8

𝑇 mean error (K) 1.6 × 10−3 3.5 × 10−3 1.4 × 10−3 4 × 10−2
𝑇 max error (K) 0.16 0.6 2.1 6.4

𝑇 mean relative error (%) 4.2 × 10−4 9.1 × 10−4 3.2 × 10−4 1.4 × 10−3
𝑇 max relative error (%) 0.05 0.21 0.73 2.1

. 10. The vortex development in the 3D transcritical temporal mixing layer (TML): three snapshots at 𝑡 = 1 × 10−7, 1.5 × 10−7, 2 × 10−7 s (from left to right) are 
own in the figure.

 the mixing process generates more and more thermodynamic states. The performance curves of the ISAT-VLE method exhibit 
cillation, which is attributed to the re-balancing of the binary tree when the overall structure becomes highly unbalanced (see 
c. 2.3). Simulations with larger tolerances exhibit smaller CPU times spent at each time step, making the influence of re-balancing 
 performance (i.e., oscillation) more pronounced.
Fig. 9(b) shows the error control of the ISAT-VLE method. The errors presented in the plot are from the simulation with 𝑘 =

× 10−3. The error is normalized by the tolerance, and the dashed line indicates that the error is equal to the tolerance (i.e., 
rmalized error = 1). The average error is evaluated using 

∑
𝑖 |𝑒𝑖|𝑉𝑖∑
𝑖 𝑉𝑖

, where 𝑉𝑖 is the volume of cell 𝑖, and 𝑒𝑖 is the error in cell 𝑖. With 
= 3 × 10−3, the average error is controlled to be 2 to 3 orders of magnitude smaller than the tolerance. Although the maximum 
ror can slightly exceed the tolerance, it remains within the same order of magnitude. Table 2 shows the absolute and relative errors 
r all cases. As the tolerance decreases, the error is better controlled. For this particular 2D simulation case, 𝑘 = 3 × 10−3 is proven 
 be a suitable choice, ensuring pressure and temperature errors to be kept within 0.5% while achieving a total speed-up factor of 
5.

1.2. 3D TML simulations using the ISAT-VLE method
As recommended in the preceding section, 𝑘 = 3 × 10−2 is used for the 3D transcritical TML simulations. Simulations of Case 1 
d Case 2 are conducted with the configurations detailed in Table 1. A grid convergence study is conducted using the configuration 
 Case 1, as shown in Appendix B.1. The development of vortices is depicted in Fig. 10. At 𝑡 = 1 ×10−7 s, the introduction of velocity 
rturbation in the initial condition causes distortion of the interface. Due to the Kelvin-Helmholtz (K-H) instability, three vortices 
15

rm on the interface at 1.5 × 10−7 s. Within the vortex center, a low-pressure area is generated, and acoustic waves propagate 
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. 11. The errors of the ISAT-VLE method in the 3D transcritical temporal mixing layer (TML): three snapshots at 𝑡 = 1 × 10−7, 1.5 × 10−7, 2 × 10−7 s (from left to 
ht) are shown in the figure.

. 12. 3D transcritical temporal mixing layer (TML) contours at 𝜏 = 45 (in which 𝜏 = 𝑡Δ𝑈∕𝛿𝜔,0). Top (a,b): Case 1; Bottom (c,d): Case 2. Left (a,c): 𝛼 (which is the 
icator of the two-phase interface: 𝛼 = 𝛽(1 − 𝛽), where 𝛽 is vapor mole fraction); Right (b,d): mole fraction of n-C12H26.

tward continuously, which can be clearly seen in the pressure contours at 2 × 10−7 s. The quantity 𝛼 = 𝛽(1 − 𝛽) serves as an 
dicator of the two-phase interface and phase separation. The 𝛼 contours reveal that at these conditions, phase separation is highly 
onounced at the interface between n-C12H26 and N2.
Fig. 11 shows the temporal evolution of pressure and temperature errors. These values are obtained by calculating the absolute 
fference between the results obtained with the ISAT-VLE method and those obtained without it (e.g., |𝑇𝐼𝑆𝐴𝑇 −𝑇𝑛𝑜𝐼𝑆𝐴𝑇 |). As shown 
 Fig. 11, both the temperature and pressure errors exhibit a gradual and slow increase over time. However, the overall error 
mains at a very low level. The temperature deviation is primarily concentrated at the interface, with a maximum deviation of less 
an 5 K and a relative error of less than 1%. The pressure error is more widespread due to the propagation of acoustic waves, but the 
ajority of errors remain below 0.1 bar. The maximum error occurs at the interface and reaches approximately 0.2 bar. This error 
vel is fully acceptable for the simulation, considering the average ambient pressure of around 50 bar, and the relative pressure 
ror remains within 0.5%.
To compare the results of Case 1 and Case 2, a normalized time parameter 𝜏 = 𝑡Δ𝑈∕𝛿𝜔,0 is employed. Fig. 12 compares the results 

 𝜏 = 45, corresponding to the formation of the vortex. In both cases, a two-phase region is observed at the interface, as indicated 
 the high 𝛼 values. However, in Case 2, the phase separation (i.e., 𝛼 value) is significantly weaker despite the presence of cold N2
93 K). This can be attributed to the higher temperature of n-C12H26 (800 K), which hinders its cooling by the cold N2. As a result, 
en at the interface, the majority of mixture remains in the gas phase. However, in the vicinity of the vortex, where mixing is more 
onounced, a slightly stronger phase separation is observed. The crucial role of the VLE model becomes apparent in capturing these 
16

fferences in phase separation at different conditions.
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. 13. The temperature-mole fraction (T-X) phase diagram of the transcritical temporal mixing layer (TML) simulation: the phase boundary of N2/C12H26 at 40 and 
 bar is shown in the plot as a solid black curve.

Fig. 14. Performance of the ISAT-VLE method in the 3D simulation of the transcritical temporal mixing layer (TML).

The distinction between Case 1 and Case 2 can be better understood by analyzing through a phase diagram. Since the pressure 
riation in the transcritical TML simulation is relatively small, a temperature-mole fraction (T-X) diagram is employed to compare 
e two cases. Fig. 13 shows the phase boundaries at 50 bar and 40 bar. It is important to note that these phase boundaries are 
t highly sensitive to changes in pressure. Thus, they serve as reliable reference lines for understanding the characteristics of the 
o-phase region. In Case 1, the lower initial temperature of n-C12H26 (600 K) causes the thermodynamic states of the mixing layer 
id (𝑋𝐶12𝐻26

within the range of 0.2-0.6) to overlap with the two-phase region, resulting in significant phase separation. In contrast, 
 Case 2, the higher temperature of n-C12H26 (800 K) leads to points with 𝑋𝐶12𝐻26

> 0.3 having temperatures above the two-phase 
undary, thereby preventing phase separation in this region. Fig. 13 also illustrates that the temperature of the phase boundary 
creases rapidly within the range of 𝑋𝐶12𝐻26

< 0.2, making it difficult for the fluid in this region to remain outside the two-phase 
gion. Consequently, Case 2 still exhibits weak phase separation near 𝑋𝐶12𝐻26

= 0.2. We further conducted tests with even higher 
itial n-C12H26 temperatures (up to 1200 K), resulting in further weakening of the phase separation, although it still persists.
Fig. 14 shows the performance of the ISAT-VLE method in the 3D simulation of Case 1. The simulation utilizes 128 CPU cores, 
d the CPU times presented in the figure represent the maximum time cost among all MPI processes at each time step. Initially, the 
AT-VLE method provides a speed-up of approximately 28 times. However, as the simulation progresses and more vortices form, 
ore thermodynamic states are created, and hence the speed-up of the ISAT-VLE method is reduced. At the final time step, ISAT-VLE 
ly achieves a speed-up of 1.5 times. This performance is very different from the one shown in Fig. 9(a). The discrepancy arises 
cause the ISAT-VLE simulation is more expensive in the interface region than the pure component region, which is attributable to 
e increased dispersion of thermodynamic states in the interface region, necessitating more direct calculations of the VLE model. The 
stinct characteristics of different regions in the computational domain prevent the MPI processes from synchronizing effectively 
e., a lot of MPI processes with smaller computation loads are waiting for those with larger loads). Consequently, the impact of data 
nchronization and communication between the MPI processes becomes more pronounced, leading to longer waiting times. Future 
ork of dynamic loading-balanced ISAT-VLE method is likely to address this limitation. These challenges make it hard to accurately 
aluate the true performance of the ISAT-VLE method. Moreover, these issues are not solely related to the ISAT-VLE method itself, 
t are also influenced by the overall CFD solver and hardware. Therefore, the 2D results in Fig. 9(a) provide a better reflection of 
17

e performance of the ISAT-VLE method.
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. 15. Left: geometry of the shock-droplet interaction simulations. The computational domain is of squared shape with side 𝐿 = 2 mm. A high-pressure region 
th thickness 𝑙 = 0.5 mm is used to generate a shock wave. Droplet diameter: 𝑑 = 0.25 mm. Right: pressure contours of the 3D shock-droplet interaction. Initial 
perature: 620 K; Shock front: iso-surface of 𝑃 = 30MPa; White color on the droplet surface: iso-surface of 𝑌𝐶12𝐻26

= 0.7; Red color on the droplet surface: iso-surface 
𝛽 = 0.9 to visualize the subcritical two-phase interface.

. 16. (a) Performance of the ISAT-VLE method in the transcritical shock-droplet interaction simulation using the fully compressible (FC) scheme: the blue dotted 
e is the CPU time of all parts of the CFD solver other than the VLE model; the red line is the CPU time of VLE model without ISAT; and 4 lines of the ISAT-VLE 
del with different tolerances (𝑘) are also provided. (b) The normalized error of the ISAT-VLE method with an error control of 𝑘 =3 × 10−2 .

2. Transcritical shock-droplet interaction

In this section, transcritical shock-droplet interaction simulations are conducted to investigate the speed-up performance and 
ror control of the ISAT-VLE method. The geometry of the initial setting is shown in Fig. 15, where 𝐿 = 2 mm and 𝑙 = 0.5 mm. 
droplet of n-C12H26 with a diameter 𝑑 = 0.25 mm is positioned at the center of the domain, and the domain is filled with N2. 
e initial pressure is set to 200 bar, and a high-pressure region of 800 bar is positioned on the left to generate a shock wave. The 
terfacial mass fraction of N2 is initialized using tanh(𝑥∕𝜔), where 𝜔 = 2 × 10−6. The performance of the ISAT-VLE method is tested 
rough both 2D and 3D simulations. For the 2D simulations, a uniform mesh size of 256 × 256 is utilized in the x-y plane. For the 
 simulations, the z direction consists of 256 uniformly spaced grid intervals.

2.1. Speed-up and error control of the ISAT-VLE method in 2D shock-droplet interaction simulations
2D simulations are utilized to evaluate the error control of the ISAT-VLE method and select an appropriate error tolerance for 

ter simulations. Throughout the entire computational domain, the initial temperature is set to 565 K, which is chosen specifi-
lly to examine the phase change effect in a multi-component droplet (please refer to Sec. 3.2.4). Initially, the fully conservative 
C) scheme results are presented. A range of error tolerance values is employed to assess performance, where the error tolerance 
𝑡𝑜𝑙, 𝑃𝑡𝑜𝑙, 𝛽𝑡𝑜𝑙, 𝑐𝑡𝑜𝑙) is scaled by a factor 𝑘: specifically, the error tolerance values are set as 𝑘(102, 107, 1, 102). The magnitude of these 
lerances is based on the observation in these simulations. The error tolerance cases run until a physical time of 1 ×10−6 s, at which 
int the shock wave has completely passed through the droplet. Fig. 16(a) illustrates the performance of the ISAT-VLE method. The 
p red line represents the CPU time cost of the VLE model without using the ISAT method at each time step, while the blue dotted 
e corresponds to the CPU time cost of the remaining parts of the CFD solver. Both lines are insensitive to time. Compared with 
e rest parts of the CFD solver, the VLE model without ISAT is computationally expensive, consistently utilizing around 90% of the 
mputational resources throughout the simulation. Prior to the interaction between the shock wave and the droplet, the computa-
nal costs of all ISAT-VLE cases with varying tolerances are similar. This is attributed to the simple thermodynamic states involved, 
here a limited data set in the ISAT-VLE table is sufficient to provide accurate approximations. Therefore, in this stage, the ISAT-VLE 
18

ethod exhibits excellent performance, with a speed-up factor of approximately 50, and the error tolerance has minimal impact on 
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Table 3

The speed-up performance and errors of the ISAT-VLE method in the transcritical shock-
droplet interaction cases with different error tolerances.
𝑘 3 × 10−3 1 × 10−2 3 × 10−2 1 × 10−1

Speed-up 15.3 17.9 20.9 23.8

𝑃 mean error (bar) 2.4 × 10−4 1.8 × 10−3 9.6 × 10−3 8.8 × 10−2
𝑃 max error (bar) 0.26 0.86 2.4 7.7

𝑃 mean relative error (%) 6.5 × 10−5 5.1 × 10−4 4.5 × 10−3 3.7 × 10−2
𝑃 max relative error (%) 0.07 0.2 0.57 1.9

𝑇 mean error (K) 1.0 × 10−4 6.4 × 10−4 3.1 × 10−3 3.5 × 10−2
𝑇 max error (K) 0.074 0.17 0.71 2.2

𝑇 mean relative error (%) 2.1 × 10−5 6.7 × 10−5 4.0 × 10−4 3.3 × 10−3
𝑇 max relative error (%) 0.012 0.029 0.12 0.36

. 17. (a) Performance of the ISAT-VLE method in the transcritical shock-droplet interaction simulation using the double flux (DF) scheme: the blue dotted line is 
 CPU time of all parts of CFD solver other than the VLE model; the red line is the CPU time of VLE model without ISAT; and 4 lines of the ISAT-VLE model with 
erent tolerances (𝑘) are provided. (b) The normalized error of the ISAT-VLE method with an error control of 𝑘 =3 × 10−2 .

e performance. As the shock-droplet interaction commences, the computational cost begins to increase, and the influence of the 
ror tolerance becomes evident. Cases with larger tolerances demonstrate faster computation, and by a physical time of 1.5 × 10−6
when the droplet has passed through the shock wave, the CPU times stabilize. At this stage, the case with the largest tolerance is 
proximately 22 times faster than the VLE model without ISAT, while even the slowest case is still around 11 times faster.
The normalized ISAT error for the case with 𝑘 = 3 × 10−2 is depicted in Fig. 16(b). The error is normalized by its tolerance, and 
e dashed line represents an error equal to the normalized tolerance (i.e., normalized error = 1), below which the error is controlled 
ithin the specified tolerance. The average error is three orders of magnitude smaller than the tolerance, and the maximum error is 
so within the tolerance. Table 3 presents the errors and speed-up factors for all cases. Considering the initial pressure range (200 -
0 bar) and temperature (565 K) settings, the errors are acceptable, staying within 2% for all different tolerances. For subsequent 
ock-droplet simulations, we choose 𝑘 = 2 × 10−3, which maintains the error within 1% and provides sufficient accuracy.

2.2. Behavior of double flux (DF) scheme
We proceeded to perform a simulation using the double flux (DF) scheme to compare its behavior with the FC scheme. The ISAT-
E error tolerance is set as (𝑇𝑡𝑜𝑙, 𝑒𝑡𝑜𝑙, 𝛽𝑡𝑜𝑙, 𝑐𝑡𝑜𝑙) = 𝑘(102, 104, 1, 102). Similar to the FC method, the speed-up performance improves 
hen a larger tolerance is employed (see Fig. 17(a)), but in comparison, the DF scheme runs even faster. Fig. 17(b) displays the 
rmalized error of the ISAT-VLE method using 𝑘 = 3 × 10−2. It can be observed that the average error is controlled three orders of 
agnitude below the error tolerance. Although the maximum error cannot be entirely controlled within the tolerance due to the high 
n-linearity of the VLE system, the overall error remains within an acceptable range. The error and speed-up performance are listed 
 Table 4. When compared to the FC solver, the ISAT-VLE implementation in the DF solver achieves larger speed-up factors ranging 
m 40 to 60, and exhibits significantly smaller pressure errors but larger temperature errors. This discrepancy arises because, in 
e DF method, the pressure is directly obtained from the CFD solver, and its error is only influenced by the tabulation error of other 
operties, resulting in minimal pressure error. However, the DF scheme introduces stronger temperature oscillations (as depicted 
 Fig. 18 and discussed below), which contribute to an increased temperature error, which is a potential issue for reacting flow 
ulations with strong temperature dependencies. Additionally, the DF scheme effectively suppresses pressure oscillations, resulting 

 more concentrated thermodynamic states and improved efficiency of tabulation. As a result, we achieve a larger speed-up factor 
 our calculations.
To mitigate the spurious oscillation resulting from real-fluid effects, quasi-conservative methods are commonly employed. One 
pular approach among them is the DF method. However, it is important to note that these methods come at the cost of breaking 
e energy conservation law. In Fig. 18, a comparison is made between the DF and FC results in terms of pressure and temperature 
19

ong the centerline of the 2D simulation of transcritical shock-droplet interaction in the x direction. This comparison is conducted 
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Table 4

The speed-up performance and error of the ISAT-VLE method using the double flux 
(DF) scheme in the transcritical shock-droplet interaction cases with different error tol-
erances.

𝑘 3 × 10−3 1 × 10−2 3 × 10−2 1 × 10−1

Speed-up 41.1 50.0 60.9 63.9

𝑃 mean error (bar) 6.7 × 10−5 2.2 × 10−4 2.4 × 10−4 1.2 × 10−3
𝑃 max error (bar) 3.7 × 10−3 7.4 × 10−3 8.4 × 10−3 5.2 × 10−2
𝑃 mean relative error (%) 4.7 × 10−6 1.3 × 10−5 1.6 × 10−5 7.4 × 10−5
𝑃 max relative error (%) 0.001 0.002 0.003 0.016

𝑇 mean error (K) 3.9 × 10−3 1.1 × 10−3 2.8 × 10−3 7.5 × 10−3
𝑇 max error (K) 0.14 4.43 4.52 9.39

𝑇 mean relative error (%) 6.2 × 10−4 1.3 × 10−4 4.1 × 10−4 1.0 × 10−3
𝑇 max relative error (%) 0.02 0.76 0.78 1.5

. 18. Comparison between the fully conservative (FC) and double flux (DF) schemes: (a) pressure, and (b) temperature. The results show the properties at the 
rizontal center line along the 𝑥-direction through the droplet center. The physical time of the results is 𝑡 = 2 × 10−7 s.

ing the results at 𝑡 = 2 × 10−7 s when the shock wave has not yet reached the droplet position, allowing for a separate analysis 
 the effects of the two methods on the shock wave and droplet. Without the DF method, the real-fluid EOS generates pressure 
d temperature oscillations near the droplet interface and inside the droplet. In contrast, the DF method successfully eliminates 
essure oscillations at those locations, which is the intended goal of DF scheme’s design. However, in order to achieve this, energy is 
ded/removed to the contact discontinuity (i.e., the droplet interface), resulting in larger temperature oscillations near the droplet 
terface. Additionally, breaking the energy conservation law also introduces larger oscillations near the shock wave front. While 
me researchers argue that the energy introduced by the DF method decreases as the mesh is refined, it is often impractical to use a 
e enough mesh to solve the droplet interface for 2D or 3D simulations. Therefore, breaking the energy conservation law (e.g., the 
 scheme) is not considered as an optimal solution.
When the pressure oscillation in the simulation is substantial enough to cause the solution to diverge, it is preferable to allow for 

rger temperature oscillations while eliminating pressure oscillations. In addition, in simulations where temperature does not play a 
ucial role, the DF scheme can also be a suitable option. Conversely, when the simulation results are highly sensitive to temperature 
.g., transcritical combustion), the FC scheme is a better choice. This is precisely why we predominantly utilize the FC methods in 
r simulations, as the VLE process is particularly sensitive to temperature at the interface.

2.3. Performance of the redundant ISAT record deletion methods
In Sec. 2.3, we introduced new methods for deleting redundant ISAT records. In this section, we assess their performance through 
e 2D transcritical shock-droplet interaction simulations using the FC scheme. Fig. 19 illustrates the test results. First, we examined 
e outcomes without active data removal (FS: fixed maximum table size). Three different maximum table sizes were employed (FS1: 
0,000, FS2: 130,000, FS3: 120,000). It can be observed that the FS3 result is slower compared to FS1 and FS2. This is because the 
aximum table size in FS3 is insufficient to store an adequate number of records, leading to more direct calculation of VLE model 
d thus reducing the speed-up performance. Once the table size is adequately large, further increasing the maximum size no longer 
pacts the speed-up performance. Hence, the results for FS1 and FS2 are close to the limits of this method.
Next, we conducted separate tests for our proposed methods: the maximum unused step method (MUS) and the adaptive max-
um table size method (AS). In MUS, we actively eliminate data that has not been used within the last 80 time steps. In AS, we 
ilized parameters 𝐶 = 5.8 and 𝑀 = 5 to update the maximum table size (by Eq. (25)). Both methods resulted in reduced CPU 
e and achieved approximately a 4% performance improvement compared to FS2. When both methods were used concurrently 
S+MUS), the performance was further enhanced by approximately 2%. It is worth noting that the ISAT-VLE method itself has 
20

ready undergone substantial optimization, effectively utilizing computational resources. However, we identified additional op-
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. 19. Comparison between redundant ISAT record deletion methods. The fixed maximum table size method (FS) only removes data when the table is full, and 
 least recently used record is removed. The maximum table sizes for the 3 settings are FS1: 140,000, FS2: 130,000, and FS3: 120,000. The maximum unused step 
thod (MUS) removes records that have not been used for a given number of time steps. 80 time steps are used for MUS. The adaptive maximum table size method 
S) uses Eq. (25) to determine maximum table size with 𝐶 = 5.8, 𝑀 = 5.

. 20. 3D transcritical shock-droplet interaction simulation with an initial temperature of 565 K: the top figures are density, and the bottom figures are 𝛼, where 
𝛽(1 − 𝛽) is a two-phase interface indicator. From left to right are the time instants of 5 × 10−7 s, 8.3 × 10−7 s, and 1.2 × 10−6 s.

ization opportunities in Sec. 2.3, and our methods still yield a 6% performance improvement by the AU+MUS method. This 
+MUS method was employed for all simulations in this study.

2.4. 3D simulations of transcritical shock-droplet interaction using the ISAT-VLE method
In this section, we perform a series of 3D transcritical shock-droplet interaction simulations using the FC scheme. A grid conver-
nce study is conducted, and the results are shown in Appendix B.2. Fig. 20 displays the 3D results at three different time instances: 
× 10−7 s, 8.3 × 10−7 s, and 1.2 × 10−6 s, illustrating the propagation of the shock wave passing through the droplet. The results 
ow the reflection wave and the deformation of the droplet induced by the shock wave. To gain a better understanding of the phase 
ange, the thermodynamic state is plotted in the pressure-temperature (P-T) phase diagram (Fig. 21). In Fig. 21, the thermodynamic 
te is from the results at 𝑡 = 1.2 × 10−6, when shock wave has passed droplet completely, to understand post-shock phenomenon. 
nce our focus is solely on the shock wave front and the interaction between the shock and droplet, data points corresponding to the 
pansion wave are excluded. In Fig. 21, all data points can be clearly categorized into two distinct parts. The first part consists of 
ints forming a curve in the lower right region, which represents the shock front connecting the pre-shock and post-shock ambient 
21

nditions. The second part comprises the remaining points, forming a band that corresponds to the droplet. This is attributed to the 
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. 21. Phase diagram of the 3D transcritical shock-droplet interaction simulation with an initial temperature 565 K. The labels are the mole fractions of N2. The 
ta points are taken from the time instance of 1.2 × 10−6 s, when the shock wave has passed the droplet completely. The data points of the expansion wave are 
oved. The labels in the figure are mole fractions of N2.

. 22. The error contours of the ISAT-VLE method in the 3D transcritical shock-droplet interaction simulation. From left to right are the time instants of 5 × 10−7 s, 
 × 10−7 s, and 1.2 × 10−6 s.

fluence of n-C12H26, which is liquid and harder to compress compared to N2, causing the post-shock condition of the droplet to 
ve lower pressure and temperature compared to the ambient post-shock condition. For the droplet points, the pressure undergoes 
dramatic increase due to the shock wave, while the temperature remains relatively unchanged. A significant portion of these data 
ints falls within the two-phase region (indicated by high 𝛼 values), which requires VLE modeling. Moreover, despite the working 
essure (350 bar - 400 bar) being much higher than the critical pressure of pure n-C12H26 (18 bar), the multi-component effect 
elds very high mixture critical pressures (560 bar at 𝑋𝑁2

= 0.85). As a result, the thermodynamic state is pushed back to the 
bcritical two-phase region (as depicted in Fig. 21), leading to phase separation (as observed in Fig. 20).
Fig. 22 illustrates the evolution of temperature and pressure errors in the 3D transcritical shock-droplet interaction simulation. 
can be observed that these errors primarily manifest at the shock front and the acoustic waves generated by spurious pressure 
cillations. A notable distinction between the temperature and pressure errors is that the temperature error remains localized near 
e surface of the droplet, whereas the pressure error extends into the droplet’s interior. This distinction arises due to the minimal 
fluence of the shock wave on the droplet’s interior temperature during its passage (as shown in Fig. 20). Although the acoustic wave 
opagates the errors of both temperature and pressure over a wider region, their magnitudes are well-controlled. The temperature 
ror is less than 0.1 K, and the pressure error remains below 0.2 bar. Both relative errors are maintained below 0.1%. Consequently, 
e ISAT-VLE method demonstrates an excellent error control in the 3D simulations.
When the initial temperature is increased from 565 K to 620 K, the phase separation at the droplet interface changes significantly. 
itially, as shown in Fig. 23, the two-phase indicator 𝛼 indicates that the droplet interface is situated within the subcritical two-
ase region. However, as the shock wave passes through the droplet, the interface transitions into the single-phase region, eventually 
ading to the complete disappearance of phase separation. This process is further illustrated in the P-T phase diagram depicted in 
g. 24. The data points of the initial condition lie within the phase boundary of the mixture of 𝑋𝑁2

= 0.7, 𝑋𝐶12𝐻26
= 0.3, confirming 

at the droplet interface is in the subcritical two-phase region. As the shock wave elevates the droplet’s pressure, the thermodynamic 
22

nditions move outside of the phase boundary, resulting in the elimination of phase separation.
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. 23. 3D transcritical shock-droplet interaction simulation with an initial temperature of 620 K: the top figures are density, the bottom figures are 𝛼, where 
𝛽(1 − 𝛽) is a two-phase interface indicator. From left to right are the time instants of 5 × 10−7 s, 8.3 × 10−7 s, and 1.2 × 10−6 s.

. 24. Phase diagram of the 3D transcritical shock-droplet interaction simulation with an initial temperature 600 K. Data points are taken from the time instance of 
 × 10−6 s, when the shock wave has passed the droplet completely. The data points of the expansion wave are removed. The labels in the figure are mole fractions 
N2.

Next, we explore the behavior of a two-component droplet. In this simulation, the droplet consists of 60% n-C12H26 and 40% 
C8H18 (by mole). The initial temperature is set to 565 K, which is consistent with the first case in this section. In Fig. 25, as the 
ock wave passes through the droplet, we observe the disappearance of part of the two-phase boundary. This is because n-C8H18
s a lower critical temperature of 568.9K compared to n-C12H26 (658.2 K), which changes the phase boundary (see Fig. 26). In 
dition, a new phenomenon is observed: even after the shock wave completely passes through the droplet, some sections of the 
oplet interface remain in the two-phase region. This is attributed to the relatively low pressure in the wake region behind the 
oplet, allowing the interface to remain in the subcritical two-phase region. This reasoning is clearly depicted in the phase diagram 
 Fig. 26, where the three-component system (n-C12H26/n-C8H18/N2) exhibits a two-phase region overlapping with the low-pressure 
rner of the post-shock data points.
The 3D transcritical shock-droplet interaction simulations with a single-component droplet and an initial temperature of 565 
were conducted using 128 CPU cores. The speed-up performance of the ISAT-VLE method is illustrated in Fig. 27. Initially, the 
AT-VLE case exhibited a speed-up of approximately 33 times compared to the VLE case without ISAT. Even in the later stages, it 
ll maintained a significant speed-up of 15 times. On average, the ISAT-VLE method achieved a speed-up factor of approximately 
, showing its effectiveness in accelerating the 3D VLE-based CFD simulations. Furthermore, it is evident that compared with the 
 transcritical TML simulation (as shown in Fig. 14), the computational workload difference between different regions is not as 
onounced, making the results closer to those obtained from 2D simulations.

 Conclusions

Vapor-liquid equilibrium (VLE) is a family of first-principled thermodynamic models for simulating high-pressure transcritical 
ultiphase flows, as it accurately captures phase transitions at high-pressure conditions that are challenging to handle with other 
23

ethods. However, the computational cost of the VLE method limits its widespread application to real-world systems with many 
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. 25. 3D transcritical shock-droplet interaction simulation with an initial temperature of 565 K, and the droplet consists of 60% n-C12H26 and 40% n-C8H18 (by 
le): the top figures are density, and the bottom figures are 𝛼, where 𝛼 = 𝛽(1 − 𝛽) is a two-phase interface indicator. From left to right are the time instants of 
10−7 s, 8.3 × 10−7 s, 120 × 10−7 s.

. 26. Phase diagram of the 3D transcritical shock-droplet interaction simulation with an initial temperature of 565 K, and the droplet consists of 60% n-C12H26
d 40% n-C8H18 (by mole). Data points are taken from the time instance of 1.2 × 10−6 s, when the shock wave has passed the droplet completely. The data points of 
 expansion wave are removed. The labels in the figure are mole fractions of N2.

mponents. Our tests reveal that direct VLE calculations consume approximately 90% of the computational resources. In this 
dy, we have developed a new ISAT-VLE method based on the original in situ adaptive tabulation (ISAT) method to enhance the 
mputational efficiency of VLE-based CFD simulation, while minimizing the memory usage. Recognizing the dependence of the ISAT 
gorithm on the VLE solver’s convergence characteristics, a modified Wilson equation based initial guess for equilibrium constant 
𝑖 is also introduced.
We developed two versions of ISAT-VLE method for both fully conservative (FC) and double flux (DF) schemes. To evaluate the 
rformance and error control of the ISAT-VLE method, we conducted simulations for two representative transcritical multiphase flow 
enarios: transcritical temporal mixing layer (TML) and transcritical shock-droplet interaction. These scenarios represent shearing 
yers in jet flows and liquid-fueled detonation waves, respectively. Both 2D and 3D configurations were employed for testing the 
AT-VLE method.
In transcritical TML simulations, the ISAT method accelerated VLE model calculations by a factor of approximately 10, while 
24

eping the maximum error within 1%. The 3D results demonstrated that the VLE model effectively captured the formation of 
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Fig. 27. Speed-up performance of the ISAT-VLE method in the 3D transcritical shock-droplet interaction simulation.

rtices and phase separation at the interface. In shock-droplet interaction simulations, the ISAT-VLE method achieved a larger 
eed-up factor (around 20) with a similar error control.
We also compared the DF scheme with the FC scheme. The DF scheme achieved an even larger speed-up factor (about 60). 
wever, the DF scheme, being a non-conservative scheme, introduced energy errors, leading to greater temperature oscillations 
ar the contact discontinuities (e.g., droplet interface). When choosing a scheme, if the results are temperature-sensitive, the FC 
heme should be considered; otherwise, the DF scheme is a good choice. In some cases, the strong spurious pressure oscillation 
used the simulations to crash, and the DF scheme proved effective in addressing this issue. However, it is important to note that 
ither fully conservative schemes nor quasi-conservative schemes (represented by the DF scheme) can perfectly solve the problem 
 spurious pressure oscillations from real-fluid EOS and VLE, and the development of better methods is still desired.
We also proposed new ISAT record deletion methods to enhance the ISAT search performance by accurately detecting and quickly 
moving redundant ISAT records. These methods involve active deletion of records that have not been accessed within a specified 
mber of recent time steps, along with adaptive updates to the maximum table size. To facilitate the implementation of these 
ethods, a new data structure has been devised using a combination of a circular array and linked lists, enabling efficient support 
r various operations. These novel methods result in a performance improvement of 6% over the already highly optimized ISAT-VLE 
gorithm.

We further investigated the results at different initial temperature conditions in transcritical shock-droplet interaction simula-
ns. The findings showed that at appropriate conditions, the high temperature and pressure generated by the shock wave could 
sh a droplet of n-C12H26 into the single-phase state, eliminating the two-phase interface. In this state, droplet breakup is pri-
arily governed by diffusion. Additionally, we changed the configuration by replacing the n-C12H26 droplet with a two-component 
-C12H26/n-C8H18) droplet. Due to the change in composition, this two-component droplet entered the single-phase state at a lower 
mperature.

Moreover, we observed an intriguing phenomenon. After the shock wave passed through the droplet, a low-temperature and low-
essure annular section persisted at the wake of the droplet for a certain period. At specific conditions, phase separation disappears 
 the droplet interface except for the annular region, while the annular region still exhibits a two-phase boundary.
While we have not tested the performance of ISAT-VLE model in cases when large numbers of species (e.g., 10-20 species) present 

 the systems, our development of important features of the ISAT-VLE model (such as run-time ISAT growth, error control, analytical 
cobians, and robust memory management through the removal of old and redundant entries) promises more efficient performance 
mpared to standard tabulation techniques, even in high-dimensional tabulations with large numbers of species.
In conclusion, the ISAT-VLE method developed in this study achieves significant acceleration in VLE-based CFD simulations 

hile controlling the errors within 1% or lower, enabling VLE-based CFD simulations of more complex high-pressure transcritical 
ultiphase flows with many components.
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pendix A. Analytical framework for VLE

The analytical framework is based on the following derivatives:(
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𝜕𝑃

)
𝑇 ,𝐳
,

(
𝜕𝑦𝑘

𝜕𝑃

)
𝑇 ,𝐳
,

(
𝜕𝑥𝑘

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖

,

(
𝜕𝑦𝑘

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖

(51)

To obtain them, we follow Tudisco and Menon’s work [76] by calculating the following derivatives:

𝑥𝑇 ,𝑘 =
(
𝜕𝑣𝑘

𝜕𝑇

)
𝑃 ,𝐳
, 𝑥𝑃 ,𝑘 =

(
𝜕𝑣𝑘

𝜕𝑃

)
𝑇 ,𝐳
, 𝑥𝑖

𝑁,𝑗
=
(
𝜕𝑁𝑗,𝑣

𝜕𝑁𝑖

)
𝑇 ,𝑃 ,𝑁𝑘,𝑘≠𝑖

, (52)

here 𝑣𝑘 is the mole fraction of component 𝑘 in the vapor phase of the mixture (i.e., 𝑣𝑘 = 𝛽𝑦𝑘), 𝐳 is the mixture mole fraction in the 
ctor form, 𝑁𝑖 is the total number of moles of component 𝑖 in the mixture, and 𝑁𝑘,𝑣 are the number of moles of component 𝑘 in 
e vapor phase.
These derivatives are given by the solution of three linear equation systems:

𝑨𝒙𝑇 = 𝒃𝑇 , 𝑨𝒙𝑃 = 𝒃𝑃 , 𝑪𝒙𝑖
𝑁
= 𝒃𝑖

𝑁
, 𝑖 = 1, ...,𝑁, (53)

here 𝑁 is the number of components.
The coefficients of the linear systems derivatives are shown below:

A𝑖𝑘 =
(
1 −

𝛿𝑘𝑖𝑧𝑘

𝑦𝑘𝑥𝑘

)
+

𝑁∑
𝑗=1

[
(1 − 𝛽)

(
𝜕 ln𝜙𝑖,𝑣
𝜕𝑦𝑗

)
𝑇 ,𝑃 ,𝑦𝑠,𝑠≠𝑗

(
𝑦𝑖 − 𝛿𝑘𝑗

)
+ 𝛽

(
𝜕 ln𝜙𝑖,𝑙
𝜕𝑥𝑗

)
𝑇 ,𝑃 ,𝑥𝑠,𝑠≠𝑗

(
𝑥𝑗 − 𝛿𝑗𝑘

)]
(54)

𝐶𝑘𝑗 =
𝑁∑
𝑠=1

[(
𝜕 ln𝜙𝑘,𝑙
𝜕𝑥𝑠

)
𝑇 ,𝑝,𝑥𝑟,𝑟≠𝑠

(
𝛿𝑠𝑗 − 𝑥𝑠
1 − 𝛽

)
+
(
𝜕 ln𝜙𝑘,𝑣
𝜕𝑦𝑠

)
𝑇 ,𝑝,𝑦𝑟,𝑟≠𝑠

(
𝛿𝑠𝑗 − 𝑦𝑠
𝛽

)]
+ 1
𝑥𝑘

𝛿𝑘𝑗 − 𝑥𝑘
1 − 𝛽

+ 1
𝑦𝑘

𝛿𝑘𝑗 − 𝑦𝑘
𝛽

(55)

𝑏𝑇 ,𝑖 = 𝛽(1 − 𝛽)

[(
𝜕 ln𝜙𝑖,𝑣
𝜕𝑇

)
𝑃 ,𝐲

−
(
𝜕 ln𝜙𝑖,𝑙
𝜕𝑇

)
𝑃 ,𝐱

]
, 𝑏𝑃 ,𝑖 = 𝛽(1 − 𝛽)

[(
𝜕 ln𝜙𝑖,𝑣
𝜕𝑃

)
𝑇 ,𝐲

−
(
𝜕 ln𝜙𝑖,𝑙
𝜕𝑃

)
𝑇 ,𝐱

]
(56)

𝑏𝑖
𝑁,𝑘

=
𝑁∑
𝑗=1
𝛿𝑗𝑖

{
𝑁∑
𝑠=1

[(
𝜕 ln𝜙𝑘,𝑙
𝜕𝑥𝑠

)
𝑇 ,𝑝,𝑥𝑠

(
𝛿𝑠𝑗 − 𝑥𝑠
1 − 𝛽

)]
+
𝛿𝑗𝑖

𝑥𝑘

𝛿𝑘𝑗 − 𝑥𝑘
1 − 𝛽

}
(57)

These three linear equation systems are obtained by taking the derivative of the fugacity equation, and the derivatives with 
spect to pressure and temperature have the same coefficient matrix 𝑨. The linear systems are solved using the LU decomposition 
ethod in the current work. Using the relation 𝛽 =

∑
𝑖 𝑣𝑖, the 𝛽 derivative is obtained:(

𝜕𝛽

𝜕𝑇

)
𝑃 ,𝐳

=
𝑁∑
𝑘=1

(
𝜕𝑣𝑘

𝜕𝑇

)
𝑃 ,𝐳
,

(
𝜕𝛽

𝜕𝑃

)
𝑇 ,𝐳

=
𝑁∑
𝑘=1

(
𝜕𝑣𝑘

𝜕𝑃

)
𝑇 ,𝐳

(58)

Using the relation between 𝑣𝑖, 𝛽, 𝑥𝑖, 𝑦𝑖, the first two terms in Eq. (51) can be obtained:(
𝜕𝑥𝑖

𝜕𝑇

)
𝑃 ,𝐳

=
(
𝜕(𝑧𝑖 − 𝑣𝑖)∕(1 − 𝛽)

𝜕𝑇

)
𝑃 ,𝐳

=
𝑥𝑖

1 − 𝛽

𝑁∑
𝑘=1

(
1 −

𝛿𝑖𝑘

𝑥𝑘

)(
𝜕𝑣𝑘

𝜕𝑇

)
𝑃 ,𝐳(

𝜕𝑦𝑖

𝜕𝑇

)
𝑃 ,𝐳

=
(
𝜕𝑣𝑖∕𝛽
𝜕𝑇

)
𝑃 ,𝐳

= −
𝑦𝑖

𝛽

𝑁∑
𝑘=1

(
1 −

𝛿𝑖𝑘

𝑦𝑘

)(
𝜕𝑣𝑘

𝜕𝑇

)
𝑃 ,𝐳

For derivatives with respect to pressure, similar formulas can be used, with all the 
(
𝜕(⋅)
𝜕𝑇

)
𝑃 ,𝐳

replaced by 
(
𝜕(⋅)
𝜕𝑃

)
𝑇 ,𝐳
.

For the last two terms in Eq. (51), we need to deal with the constraints of 𝐳 (i.e., ∑𝑖 𝑧𝑖 = 1), which makes a single 𝑧𝑖 not a free 
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riable. Here, we use an extension method to extend 𝐳 to the entire positive space:
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Fig. 28. Comparison of the transcritical TML momentum thickness predicted by three meshes.

𝐹 (𝐳) =
{
𝐹 (𝐳) if

∑
𝑖 𝑧𝑖 = 1;

𝐹

(
𝐳∑
𝑘 𝑧𝑘

)
otherwise,

(59)

here 𝐹 represents any function of mixture mole fraction 𝑧𝑖. With this extension, 𝐹 (𝐳) = 𝐹 (𝐍), where 𝐍 is the vector of all compo-
nts’ mole number. Note that although we extend the function, we only use 𝐳 that meets the constraint for calculation, so we can 
rther simplify the results with the constraint 

∑
𝑖 𝑧𝑖 =

∑
𝑖 𝑁𝑖 = 1. Considering 𝛽 =

∑
𝑘 𝑁𝑘,𝑣∑
𝑘 𝑁𝑘

, we have:

(
𝜕𝛽

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖

=
⎛⎜⎜⎜⎝
𝜕

∑
𝑘 𝑁𝑘,𝑣∑
𝑘 𝑁𝑘

𝜕𝑁𝑖

⎞⎟⎟⎟⎠𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖
=

𝑁∑
𝑗=1

(
𝜕𝑁𝑗,𝑣

𝜕𝑁𝑖

)
𝑇 ,𝑃 ,𝑁𝑠,𝑠≠𝑗

− 𝛽 (60)

ticing the relation 𝑦𝑘 =
𝑁𝑘,𝑣

𝛽
∑
𝑗 𝑁𝑗

and 𝑥𝑘 =
𝑁𝑘−𝑁𝑘,𝑣

(1−𝛽)
∑
𝑗 𝑁𝑗

, the last two terms in Eq. (51) can be derived:

(
𝜕𝑦𝑘

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖

=
𝜕

𝑁𝑘,𝑣

𝛽
∑
𝑗 𝑁𝑗

𝜕𝑁𝑖
= 1
𝛽

𝑁∑
𝑗=1

(
𝛿𝑗𝑘 − 𝑦𝑘

)(𝜕𝑁𝑗,𝑣
𝜕𝑁𝑖

)
𝑇 ,𝑃 ,𝑁𝑠,𝑠≠𝑗

(61)

(
𝜕𝑥𝑘

𝜕𝑧𝑖

)
𝑇 ,𝑃 ,𝑧𝑠,𝑠≠𝑖

=
𝜕
𝑁𝑘−𝑁𝑘,𝑣

(1−𝛽)
∑
𝑗 𝑁𝑗

𝜕𝑁𝑖
= 1

(1 − 𝛽)

[
𝑁∑
𝑠=1

(
𝑥𝑘 − 𝛿𝑗𝑘

)(𝜕𝑁𝑗,𝑣
𝜕𝑁𝑖

)
𝑇 ,𝑃 ,𝑁𝑠,𝑠≠𝑗

+ 𝛿𝑖𝑘 − 𝑥𝑘

]
(62)

pendix B. Grid convergence study

1. 3D transcritical temporal mixing layer

We performed a grid convergence study for the transcritical temporal mixing layer simulations using the configuration of Case 
in Table 1. Two additional meshes were generated based on the original mesh, with one being refined by a factor of two in each 
rection and the other coarsened by a factor of two in each direction. To compare the results obtained from these three meshes, we 
alyzed the momentum thickness defined as:

𝛿𝑚 =

𝑧𝑚𝑎𝑥

∫
𝑧𝑚𝑖𝑛

[⟨𝜌𝑢𝑥⟩𝑧𝑚𝑎𝑥 − ⟨𝜌𝑢𝑥⟩] [⟨𝜌𝑢𝑥⟩− ⟨𝜌𝑢𝑥⟩𝑧𝑚𝑖𝑛]d𝑧
(⟨𝜌𝑢𝑥⟩𝑧𝑚𝑎𝑥 − ⟨𝜌𝑢𝑥⟩𝑧𝑚𝑖𝑛)2 , (63)

hich is a measure of mixing layer growth, where ⟨⟩ symbolizes averages over the (𝑥, 𝑦) planes. The momentum thicknesses of 
ree meshes versus time are presented in Fig. 28, which exhibit a maximum relative error of approximately 4.4%. The meshes with 
fferent resolutions do not have any significant impact on the results.

2. Transcritical shock-droplet interaction

We conducted a grid convergence study using the n-C12H26 droplet setup as described in Sec. 3.2. The simulations were performed 
ing the fully conservative (FC) scheme. Based on the base mesh with dimensions of 256 × 256 × 256, we refined and coarsened 
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e mesh by a factor of two in each direction, obtaining two additional meshes. In order to assess the impact of these meshes, we 
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. 29. Comparison of 3D transcritical shock-droplet interaction results on the center-line along the x direction for three meshes, at 𝑡 = 6.6 × 10−7 s (when the shock 
ve reaches the center of the droplet).

mpared the properties along the center-line in the x-direction when the shock wave reaches the center of the droplet (𝑡 = 6.6 ×10−7
. In Fig. 29, the density, temperature, and pressure curves did not exhibit any significant differences among the different meshes, 
ith a relative error of approximately 5%.
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