
VLE-Based High Pressure Stationary Droplet Evaporation at
Spray Detonation Conditions

Navneeth Srinivasan ∗1, Suryanarayan Ramachandran †1, Hongyuan Zhang ‡1, Abeetath Ghosh §2, Sai Sandeep
Dammati ¶2, Alexei Poludnenko ‖2, and Suo Yang ∗∗1

1Department of Mechanical Engineering, University of Minnesota – Twin Cities, Minneapolis, MN 55455, USA
2Department of Mechanical Engineering, University of Connecticut, Storrs, CT 06269, USA

This paper numerically investigates the evaporation characteristics of a single n-dodecane
fuel droplet in high-pressure nitrogen environment relevant to rotating detonation engines. A
validated computational fluid dynamics solver coupled with real-fluid thermophysical models
is utilized. The effects of pressure, droplet temperature, and ambient gas temperature on the
evaporation rate are analyzed by tracking the droplet diameter evolution. Two interface tracking
techniques, namely a mean density-based method and a novel vapor-liquid equilibrium-based
method, are implemented and compared. The results show appreciable deviations from the
classical 𝐷2-law for droplet evaporation. Increasing the ambient temperature and droplet
temperature (toward critical point) substantially accelerate the evaporation process. Meanwhile,
higher pressures decrease the evaporation rate owing to slower species/thermal diffusions. At
certain conditions, discernible differences are observed between the two interface tracking
methods indicating deficiencies in the simple mean density approach. The paper demonstrates
an effective computational framework for transcritical droplet evaporation simulations. And
the generated high-pressure droplet evaporation datasets can inform sub-model development
for spray combustion modeling.

I. Introduction
Evaporation of spherical droplets in gaseous environments has wide applications in engineering such as spray

combustion, cooling, drying etc. Droplet evaporation is a complex two-phase multi-physics phenomena, which includes
liquid heating, fluid convection, thermodynamic variations etc. [1]. Droplet evaporation was classically modeled by the
𝐷2 law, which predicts that the square of the droplet diameter decreases linearly with time. Since then, many advances
in droplet evaporation have been reported including the effect of variable thermophysical properties, non-unity Lewis
number, transient liquid heating and non-equilibrium evaporation assumption [2].

Among the multiple options available for evaporation models, the most commonly used model was developed by
Abramzon and Sirignano [3]. This model was developed about 30 years ago and is still widely used in many liquid
droplet simulations primarily because of its efficient implementation in CFD codes. This model is based on the one
dimensional “stagnant film theory”, incorporating the Stefan flow effect on the thicknesses of the thermal and diffusional
films. However, the applicability of the model to supercritical environments is still not clear. Recent work by Dammati
et al. [4] showcased the thermophysical conditions experienced by fuel droplets in rotating detonation engine (RDE)
environments.

Figures 1, 2 show the distribution of the thermophysical conditions of C12H26 droplets experienced in a planar
detonation front environment. N-Dodecane (C12H26), used here as the fuel, has a critical temperature of 658 K and
critical pressure of 18 bar. The figure shows that the most commonly occurring state of droplets is close to 20 bar and
620 K. This puts droplets close to their critical point showcasing the importance of considering transcritical phase
change while estimating the droplet evaporation rate. Since this case uses a single component fuel, the critical point is
very close to its injection conditions, but most fuels used commonly are multi-component and have higher mixture
critical points compared to their individual components as shown by Zhang et al. [5].
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((a)) Joint PDF of the gas pressure and temperature experi-
enced by the droplets in a 2D detonation front ((b)) Samples of droplet trajectories in PT space

Fig. 1 Droplet number density distribution in thermodynamic space (figures from Dammati et al. [4]).

With ever increasing demand for high performance combustors, increasing the chamber pressure is one often sought
after option [6, 7]. This leads to the working conditions to overlap with the supercritical regime of the reactants. Due
to the high-pressure environment in engine combustors, the injected multi-component liquid propellants and fuel-air
mixtures often go through thermodynamically transcritical processes during the spray breakup, evaporation, mixing
and combustion processes. Efficient spray breakup and evaporation of liquid fuels are the primary targets of engine
combustor design and control to ensure sufficiently small “effective” evaporation time. The existing liquid fuel injectors
and multi-component liquid fuels developed for low pressures are not optimal at high pressures, and hence require
redesign and optimization.

To understand the subcritical and supercritical mixing process, a simulation tool is needed. Since supercritical
region is far from the ideal gas region, real-gas effect needs to be considered to capture correct behavior. In addition,
transcritical and supercritical fluid behavior can be peculiar because of the large variation of thermophysical properties,
such as density and specific heat near the critical point. As a result, the Computational Fluid Dynamics (CFD) modeling
of supercritical flows is very challenging. Since small changes in temperature and pressure can have large effects on the
structure of a fluid near the critical point, local properties are very important. Furthermore, a supercritical fluid lacks
surface tension, which means modeling of transcritical flow requires one to capture the surface tension change when the
fluid goes across phase boundary. This makes simulation of transcritical flow more challenging than supercritical flow.

((a)) Joint PDF of the ambient gas pressure and droplet
temperature in a 2D detonation front

((b)) Joint PDF of the normalized droplet radius and
droplet temperature in a 2D detonation front

Fig. 2 Droplet properties in a 2D detonation front (figures from Dammati et al. [4]).
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The studies of transcritical and supercritical injection and mixing have attracted much interest in the past 30 years.
However, most of them were mainly concentrated on the single-component system, whose critical point is a constant
value. As long as the fluid exceeds its critical point, it goes into the supercritical state, and the classical “dense-fluid”
approach is used with the assumption of a single-phase [8]. Since the real mixture critical pressure could be significantly
higher than the critical pressure of each component [9], the accurate mixture critical point needs to be obtained.

Recently, several studies focus on multi-component transcritical flow simulation, capturing the phase separation at
high pressure. Most works use the vapor-liquid equilibrium (VLE) theory to capture phase separation. Yao et al. [10]
developed a fluids solver based on VLE to investigate the impact of diffusion models of a laminar counter-flow flame at
trans- and supercritical conditions. In Ray et al.’s work [11], VLE theory is used to understand fuel droplet evaporation
at high pressures. A similar framework is also used in Tudisco and Menon’s [12] works to understand the effect of
Lewis number .

A complete droplet evaporation rule for transcritical fluid operating regions is still an open research question. This
work focuses on simulating a stationary single droplet of fuel in an inert medium to obtain equivalent high-pressure
evaporation laws using a novel VLE-based interface tracking technique. The numerical methods adopted to sufficiently
account for high-pressure transcritical effects are outlined and the novel VLE-based interface tracking algorithm is
explained in Sec. II. The resulting droplet evaporation laws at the detonation-relevant thermodynamic space is presented
in Sec. III.

II. Numerical Methods

A. Models of thermodynamic and transport properties
Here, we use VLE solvers to capture the phase change and determine the critical point of a multi-component mixture

in a transcritical flow as described above. VLE describes the phase equilibrium between liquid and vapor phases and
solving the set of VLE equations gives the phase fraction and compositions in the two phases. If the gas (vapor) phase
mole fraction is equal to 0 or 1, then the system is in a purely liquid or gaseous phase respectively. If the system falls
into the two-phase region, gas phase mole fraction will be between 0 and 1, and an equilibrium between vapor and
liquid will be observed. If at certain conditions, thermodynamic properties become identical between liquid and gas, it
indicates the occurrence of the transcritical transition from a subcritical state to a supercritical state, which could be
either a liquid-like or gas-like state.

The fluid solver that is implemented is coupled with the isobaric and isenthalpic (PHn) flash solver [13]. PHn flash
and almost all other VLE solvers, are developed based on TPn flash. Specifically, PHn flash solves the VLE equation set
at given enthalpy (H) rather than temperature. TPn flash is the most basic VLE solver, which solves the set of VLE
equations at the given temperature (T), pressure (P), and mole fraction of each component (n) in the system.

Isothermal and isobaric (TPn) flash: VLE is governed by fugacity equality Eq. (1) and Rachford-Rice equation [14]
Eq. (2), which is an additional constraint to the equilibrium solver as used in Saha and Carroll [15] and obtained from
the conservation of each component:

𝑓𝑖,𝑙
/
𝑓𝑖,𝑔 = 1 (1)

𝑁∑︁
𝑖=1

{
𝑧𝑖 (1 − 𝐾𝑖)

/ [
1 + (𝐾𝑖 − 1) 𝜓𝑔

] }
= 0 (2)

𝐾𝑖 = 𝑦𝑖/𝑥𝑖 (3)
𝑁∑︁
𝑖=1

𝑥𝑖 =

𝑁∑︁
𝑖=1

𝑦𝑖 = 1 (4)

where 𝑓𝑖, 𝑝 is the fugacity of component 𝑖 in phase 𝑝 (𝑝 = 𝑙: liquid; 𝑝 = 𝑔: gas), 𝑥𝑖 is the mole fraction of component 𝑖
in liquid phase, 𝑦𝑖 is the mole fraction of component 𝑖 in gas phase, 𝑧𝑖 is the mole fraction of component 𝑖 in the feed
(i.e., the whole mixture including both gas phase and liquid phase), 𝜓𝑔 is the gas mole fraction, 𝐾𝑖 is the equilibrium
constant of component 𝑖.

The real fluid properties are described using the Peng-Robinson equation of state (PR-EOS) [16] as:

𝑃 =
𝑅𝑇

𝑉 − 𝑏 − 𝑎

𝑉 (𝑉 + 𝑏) + 𝑏 (𝑉 − 𝑏) (5)
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where 𝑃, 𝑅, 𝑇 and 𝑉 are pressure, gas constant, temperature, and specific volume, respectively. For a single-
component fluid, the PR-EOS parameters are given by

𝑎 =0.45724
𝑅2𝑇2

𝑐

𝑝𝑐
𝑎̂, 𝑏 =0.07780

𝑅𝑇𝑐

𝑝𝑐
, (6)

𝑎̂ =

(
1 + 𝜅

(
1 − (𝑇𝑟 )1/2

))2
, 𝜅 =0.37464 + 1.54226𝜔 − 0.26992𝜔2 (7)

where subscript “𝑐" means critical value, subscript “𝑟" means the reduced value (e.g., 𝑇𝑟 = 𝑇/𝑇𝑐), 𝜔 is acentric factor.
The liquid phase and the gas phase are described by the two multi-component PR-EOS, respectively. The specific

volume of each phase, 𝑉𝑝 , is solved from PR-EOS. The compressibility factor of each phase (𝑍 = 𝑃𝑉/𝑅𝑇) can also be
obtained from this.

The fugacity formula of PR-EOS is shown below [17]:

𝑓𝑖 =𝑃𝜒𝑖 exp

[
𝐵𝑖

𝐵𝑚𝑖𝑥

(𝑍 − 1) − 𝑙𝑛(𝑍 − 𝐵𝑚𝑖𝑥) −
𝐴𝑚𝑖𝑥

2
√

2𝐵𝑚𝑖𝑥

(2
∑

𝑗 𝑥 𝑗𝐴 𝑗

𝐴𝑚𝑖𝑥

− 𝐵𝑖

𝐵𝑚𝑖𝑥

)
𝑙𝑛

(
𝑍 + (1 +

√
2)𝐵𝑚𝑖𝑥

𝑍 + (1 −
√

2)𝐵𝑚𝑖𝑥

)]
(8)

where 𝜒𝑖 is the mole fraction of component 𝑖 (for liquid, 𝜒𝑖 = 𝑥𝑖; for gas phase, 𝜒𝑖 = 𝑦𝑖),

𝐴𝑖 =
𝑎𝑖 𝑝

𝑅2𝑇2 , (9)

𝐵𝑖 =
𝑏𝑖 𝑝

𝑅𝑇
, (10)

𝐴𝑚𝑖𝑥 =
∑︁
𝑖

∑︁
𝑗

𝑥𝑖𝑥 𝑗 (1 − 𝑏𝑖 𝑗 )
√︁
𝐴𝑖𝐴 𝑗 , (11)

𝐵𝑚𝑖𝑥 =
∑︁
𝑖

𝑥𝑖𝐵𝑖 (12)

The equation set Eq. (1-12) is solved using Newton iteration method. The flow chart of the TPn flash is shown in
Fig. 3. The initial guess is obtained using Wilson Equation [18]:

𝐾𝑖 = 𝑒
5.373(1+𝜔𝑖 ) (1−1/𝑇𝑟,𝑖 )/𝑃𝑟 ,𝑖 (13)

where 𝜔𝑖 is the acentric factor of component 𝑖; 𝑇𝑟 ,𝑖 and 𝑃𝑟 ,𝑖 are the reduced temperature and reduced pressure of
component 𝑖, respectively.

Fig. 3 Flow chart of the TPn flash solver.

PV flash and UV flash: The PV flash and UV flash solvers are developed based on the TP flash. Both of them use
iteration methods. Specifically, initial guesses (T for PV flash; T and P for UV flash) are obtained from the previous
time step, and a TP flash problem is solved in each iteration. After several iterations, when the error is smaller than
tolerance, the solver returns a solution.

In PV flash, since pressure (P) is already given as an input, only temperature (T) needs to be guessed and updated
during the iteration. A secant method is used to avoid the expensive derivative computation in the Newton-Raphson
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method. In UV flash, two variables (both T and P) need to be guessed and updated simultaneously during the iteration,
and hence the secant method cannot be applied. The Newton-Raphson method is used to solve the UV flash problems.
The required Jacobian matrix is obtained using the analytical framework of Tudisco and Menon [19].

Transport properties: The dense fluid formula [20] is used to evaluate the dynamic viscosity and thermal
conductivity under transcritical conditions. This method gives accurate estimations of viscosity and thermal conductivity
of polar, non-polar and associating pure fluids and mixtures. Its dynamic viscosity and thermal conductivity have a
similar formula:

𝜆 = 𝜆0𝜆
∗ + 𝜆𝑝 (14)

where 𝜆 represents dynamic viscosity or thermal conductivity. 𝜆0 is the gas property at low pressures. 𝜆∗ and 𝜆𝑝 are
high-pressure corrections. At high pressures, 𝜆𝑝 is the major contributing term comparing to 𝜆0𝜆

∗. On the other hand,
at low pressures, 𝜆∗ is approaching unity, and the 𝜆𝑝 term is negligible such that Eq. 14 reduces to 𝜆0. Hence, the
transition between subcritical and supercritical states is smoothly described by the model. For mass diffusivity, we used
mixture-averaged mass diffusion model. The mass diffusion coefficient of species 𝑖, 𝐷𝑖 , which is defined by [21] is,

𝐷𝑖 =
1 − 𝑌𝑖∑𝑁

𝑗≠𝑖 𝑋 𝑗/𝐷 𝑗 ,𝑖

(15)

where 𝑌𝑖 and 𝑋𝑖 are the mass and mole fractions of i-th species, respectively; 𝐷𝑖, 𝑗 is the binary diffusion coefficient,
which is evaluated by Fuller’s model [22] with Takahashi’s correction [23].

B. CFD Flow Solver Formulation
The equation of mass conservation, momentum (neglecting body force), energy, together with species transport can

be written as
𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌𝑢) = 0; (16)

𝜕𝜌𝑢

𝜕𝑡
+ ∇ · (𝜌𝑢 ⊗ 𝑢) = −∇𝑝 + ∇ · 𝜏; (17)

𝜕𝜌𝐸

𝜕𝑡
+ ∇ · (𝜌𝐸𝑢) = −∇ · (𝑢𝑝) + ∇ · (𝑢 · 𝜏) + ∇ · 𝑞; (18)

𝜕𝜌𝑌𝑠

𝜕𝑡
+ ∇ · (𝜌𝑌𝑠𝑢) = −∇ · 𝑗𝑠 + 𝜌 ¤𝜔𝑠 , 𝑠 = 1, ..., 𝑛𝑠; (19)

where 𝜌 is the mixture density, p is the pressure, 𝒖 is the velocity, 𝜏 is the viscous stress tensor, 𝒒 is the heat flux,
𝐸 = 𝑒 + 1

2𝑢 · 𝑢 is the total energy. In Eq. (19), 𝑌𝑠, 𝑗𝑠 and ¤𝜔𝑠 are the mass fraction, diffusion mass flux and production
rate of species 𝑠, while 𝑛𝑠 is the total number of species. However, based on our preliminary tests that solved the full
governing system, we note that there is no appreciable change in the pressure of the system. Furthermore, since Stefan
flow effects are neglected, vaporization-induced flow velocities do not arise in our system and hence all components
of the velocity were found to be negligible. Consequently, we solve only for the energy and species conservation (i.e.
Eqs. 18 and 19). The pressure of the system is imposed to be constant using which the density is now updated using the
PR-EOS.

C. Solution methodology, Domain & Configuration
The governing equations are solved using a well-validated open-source OpenFOAM-based reacting flow solver

–realFluidReactingFoam [24] that accounts for high-pressure transport and non-ideal, real-fluid equations of state. Since
we deal with the evaporation of a stationary droplet, we use the PIMPLE algorithm to advance the governing equation
system in a low-Mach setting to allow for larger time-steps during numerical integration. We employ a three-dimensional
cubic domain with a side of 𝑙 = 600𝜇m spanning 1283 cells (fetching a resolution of Δ𝑥 = Δ𝑦 = Δ𝑧 = 0.47𝜇m ensuring
we are well above the continuum limit which is in the O(𝑛𝑚)) shown in Fig. 4. The evaporation of a stationary
spherical n-dodecane droplet of initial diameter 𝐷0 = 30𝜇m placed at the center of the domain is studied at a range of
thermodynamic conditions. The droplet diameter is chosen based on the typical droplet size encountered in RDEs [25]
and diesel-engines [26]. The thermodynamic conditions are chosen based on the most probable states a droplet
experiences when it encounters a typical 2D detonation. These states are chosen where the Probability Density Function
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(PDF) of the droplet number density in Fig. 1 is most populated (i.e. attains a maximum). Following this reasoning, it
can be easily seen that the most probable pressures experienced by the droplet are between 15 − 30bar with the droplet
temperatures falling in the range of 𝑇𝑑 = 500 − 680K (see Fig.1(a)). Note that the critical pressure and temperature
of n-dodecane is 𝑃𝑐 = 18bar, 𝑇𝑐 = 660K. Consequently, we study two droplet temperatures 𝑇𝑑 = 550&650K with the
former representing a sub-critical temperature and the latter representing a near-critical temperature thereby allowing
for trans-critical phase-change in both cases. Four pressures namely, 𝑝 = 15, 20, 25,&30 bar and ambient temperatures,
𝑇𝑎 = 800, 1000,&1500K are studied to fully span the most probable pressure space (see Fig. 1(a)). The ambient
temperatures are chosen based on Fig. 2(a) where the lower limit of the ambient temperature is 𝑇𝑎 = 1500K. At higher
temperatures we note that the the probability of auto-ignition of the droplet [25] is higher due to which evaporation
timescales are expected to be smaller than reaction timescales. Consequently we study two lower temperatures
𝑇𝑎 = 800&1000K. A zero-gradient Neumann boundary condition on all the variables is imposed at all the boundaries of
the cubical domain.

Fig. 4 The three-dimensional domain used to study the evaporation of a single n-dodecane droplet in nitrogen.

Two interface tracking techniques are investigated and compared against each other. The first method used follows
the work of Ly et al. [27] and Xiao et al.[28] where the mean density of the droplet and the ambient nitrogen is tracked
as time progresses. Such a method is the most commonly used technique and is suited to match experiments where
schlieren images are the only mode of inference on the droplet interface. However, we question the applicability of
this method fundamentally in light of the availability of better data via computations due to the fact that mean density
can only estimate the true location of the two-phase zone during the evaporation of the droplet. Strictly speaking, one
must track the location where the mole-fraction of the net liquid and the vapour phases are equal to each other i.e. the
vapour fraction 𝜙𝑣 = 0.5 as such a location is most representative of the two-phase zone. Whether this holds for the
density-based indicator is questioned and analyzed in this study by examining the second indicator 𝛽 = 𝜙𝑣 (1 − 𝜙𝑣)
based on the local vapor fraction 𝜙𝑣 . To the best of the authors’ knowledge, this is the first of such works to investigate
this aspect of droplet evaporation. Such an interface tracking method requires expensive VLE computations at every
grid cell. Consequently, very expensive 0-D VLE flash solvers need to be coupled with the CFD solver (see Zhang
and Yang [29] and Srinivasan et al. [30]) employed which presents itself as a challenge. Furthermore, acceleration
techniques such as ISAT [29, 31] also need to be implemented to reduce the time needed for post-processing every
timestep. To alleviate these challenges, we adopt the Artificial Neural Network (ANN)-based approach outlined in
Srinivasan et al. [32] which is a very user-friendly, plug-and-play approach to convert any CFD solver into a multi-phase
VLE based solver. This is demonstrated in this work by coupling a pre-trained ANN that tabulates the vapour-fraction 𝜙𝑣
for the chosen thermodynamic space to the OpenFOAM-based solver, realFluidReactingFoam via the ONNX runtime
environment [33, 34] to enable fast inference of trained ANN models. The ANN is the called locally at every grid-cell
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and the local value of the interface tracker 𝛽 = 𝜙𝑣 (1 − 𝜙𝑣) is computed. The droplet interface is defined as those
locations where 𝛽 = 0.25 (i.e. where 𝜙𝑣 = 0.5) and these points are then tracked and stored similar to the mean density.

((a)) Dependence on ambient temperature 𝑇𝑎

((b)) Dependence on the droplet temperature 𝑇𝑑

Fig. 5 Dependence on the droplet (𝑇𝑑) and ambient temperature (𝑇𝑎) on the evaporation rate of a stationary
𝑛-dodecane droplet in N2.
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III. Results
Temperature effects namely the dependence of the droplet temperature (𝑇𝑑) and the ambient temperature (𝑇𝑎) are

first studied for the two indicators in Sec. III.A. Subsequently, the effect of pressure is studied in Sec. III.B.

A. Temperature dependence
Following the typical 𝑑2-law, we examine the evolution of the square of the non-dimensionalized droplet diameter

(𝐷2/𝐷2
0) in for the both the interface indicators for various ambient and droplet temperatures considered in Fig. 5.

The most probable pressure 𝑃 = 25 bar and droplet temperature 𝑇𝑑 = 650K is used while the ambient temperature
is varied in Fig. 5(a). Several interesting observations follow from this plot. Firstly, if indeed the 𝐷2−law holds, the
obtained plots should have had constant evaporation rates (i.e. straight lines) which is clearly not the case as visible from
Fig. 5(a). Due to slower diffusion at higher (and near-critical) pressures, the evaporation seems to happen slower as time
proceeds (evident from the gradual tapering of the curves in contrast to a steep decrease). Secondly, we note that at higher
ambient temperatures the droplet evaporates faster. This observation is consistent with the fact that at higher ambient
temperatures, the temperature gradient between the droplet and the ambient is higher due to which the heat-conduction
rate (∝ 𝜅∇𝑇) is higher. Consequently the droplet heats up faster and undergoes faster evaporation. Finally, we note
the performance of the two indicators implemented. At 𝑇𝑎 = 800K, the two indicators namely, mean-density and
VLE-based, seem to agree with each other to a large extent. However small discrepancies (about 5 − 6% mean-absolute
error) are noted at a slightly higher temperature of 𝑇𝑎 = 1000K. Towards the end of the droplet lifetime, even larger
discrepancies are observed at the higher ambient temperature of 𝑇𝑎 = 1500K. We explain this based on the fact that at
higher temperatures the two-phase zone is expected to be thicker due to larger temperature gradients in the system.
Consequently, VLE-based indicators are able to account for this effect accurately.

The effect of the droplet temperature is studied in Fig. 5(b) while holding the ambient temperature at 𝑇𝑎 = 1500K.
We note that a similar trend is observed i.e. at the lower droplet temperature of 𝑇𝑑 = 550K the evaporation rate is
observed to be slower due to lower heat-transfer rates while the vice-versa holds at the higher droplet temperature of
𝑇𝑑 = 650K. Nonetheless, it is interesting to note that for a 100K increase in the droplet temperature, the evaporation
rate seems to have increased more rapidly than a 700K increase in the ambient temperature. Note that the (𝐷/𝐷0)2

at the end of 𝑡/𝐷0
2 = 0.1 seems to have dropped only by a factor of 2 for a 700K rise in 𝑇𝑎 (from 𝑇𝑎 = 800K to

𝑇𝑎 = 1500K). In contrast for a 100K rise (from 𝑇𝑑 = 550 to 650K) however, there is a drop from 𝐷/𝐷2
0 = 0.4 to 0.1 (i.e.

four-fold), illustrating that pushing the droplet temperature near the critical point seems to have a stronger effect and (i.e.
transcritical phase change) proceeds differently compared to the effect of ambient temperature.

B. Pressure Dependence
The near-critical droplet temperature 𝑇𝑑 = 650K and the highest ambient temperature 𝑇𝑎 = 1500K is used study the

effect of pressure. The density-based indicator is used to infer on the trends as qualitatively the two indicators seem to
perform well based on the temperature effect. The resulting evolution of the non-dimensionalized droplet diameter
is plotted in Fig. 6 for the four pressures considered. Note that 𝑝 = 15 bar is a sub-critical pressure while the other
pressures are super-critical following the fact the critical pressure 𝑝𝑐 = 18 bar. A clearly visible trend from the plot
is the fact that lower pressures promote faster evaporation of the droplet due to faster diffusion rates. Both thermal
conductivity and species binary diffusion coefficients have an an inverse dependence on pressure [24] due to which
higher pressures result in slower evaporation rates indicating that the model/solver follows the expected behavior.

IV. Conclusions and Future Work
The evaporation of a single 𝑛−dodecane droplet in N2 environment was investigated at detonation-relevant conditions.

The most-probable thermodynamic conditions experienced by a droplet when it encounters a detonation wave are
dispersed around the critical point necessitating the use of real-fluid vapour-liquid equilibrium-based evaporation laws.
Following this observation, four pressures 𝑝 = 15, 20, 25,&30 bar, two droplet temperatures, 𝑇𝑎 = 550, 650K and
three ambient temperatures 𝑇𝑎 = 800, 1000,&1500K are considered and the trends in the droplet evaporation rate are
gathered using an open-source, OpenFOAM-based high-pressure real-fluid CFD solver realFluidReactingFoam [24].
To track the droplet radius at each time-instant, two interface tracking techniques namely a mean-density indicator and
a Vapour Liquid Equilibrium (VLE)-based indicator are implemented and tested. To enable fast VLE computations,
the use of a novel, user-friendly, plug-and-play Artificial Neural Network (ANN) model is demonstrated within the
OpenFOAM environment. The following are the key conclusions from the study:
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Fig. 6 Depedence on the system pressure (𝑃) on the evaporation rate of a stationary 𝑛-dodecane droplet in N2.

1) A deviation from the classical 𝐷2−law behavior with the use of real-fluid equation of state and corrected
high-pressure transport is noticed in the droplet-evaporation rate.

2) A rise in ambient temperature promotes faster evaporation due to higher heat-transfer rates enabled by larger
temperature gradients in the system.

3) As the temperature of the droplet is pushed closer to the critical point (keeping all other parameters the same), the
evaporation rate is found to increase. This effect is found to be more pronounced than the effect of the increasing
the ambient temperature.

4) As the pressure of the system is increased, slower diffusion (of both species and heat) leads to a reduction in the
evaporation rate.

5) The mean-density and VLE-based indicators agree with each other to a large extent. Small discrepancies (5−6%)
are however noticed between two indicators. Deviations are found to be higher at higher ambient temperatures.

Future work will focus on validation with experiments at high-pressure available in current literature and the
performance of the indicators pitted against experimental data. A reduced-order model for enabling fast implementation
droplet evaporation models into lagrangian-based CFD codes will also be explored with other existing open-source CFD
software.
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