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Abstract. For each α ∈ (0, 1), we construct a bounded monotone determin-
istic sequence (ck)k�0 of real numbers so that the number of real roots of the

random polynomial fn(z) =
∑

n

k=0 ckεkz
k is nα+o(1) with probability tending

to one as the degree n tends to infinity, where (εk) is a sequence of i.i.d. (real)
random variables of finite mean satisfying a mild anti-concentration assump-
tion. In particular, this includes the case when (εk) is a sequence of i.i.d.
standard Gaussian or Rademacher random variables. This result confirms a
conjecture of O. Nguyen from 2019. More generally, our main results also de-
scribe several statistical properties for the number of real roots of fn, including

the asymptotic behavior of the variance and a central limit theorem.

1. Introduction

Consider the random polynomial

(1) fn(z) =
n
∑

k=0

ckεkz
k,

where (ck) is a deterministic sequence of real numbers and (εk) is a sequence of
independent and identically distributed (i.i.d.) real-valued random variables (e.g.,
(εk) is a sequence of i.i.d. standard Gaussian random variables). Beginning with
Bloch and Pólya’s work in the 1930s [2], researchers have studied the roots (both
real and complex) of fn and used random polynomials for a variety of applications
to many different areas of mathematics [1,2,4,6,16]. Among the earliest questions
is how the number of real roots of fn depends on the sequence (ck).

In the case when (εk) is a sequence of i.i.d. Gaussian random variables, the
Kac–Rice formula and other tools which take advantage of special properties of
the Gaussian distribution are available and allow one to write the moments of the
number of real roots as a deterministic integral; see, for instance, [4,8,9,14,15,24,25]
and references therein. Recent developments have focused on universality results,
where (εk) is a sequence of i.i.d. non-Gaussian random variables, and one often
wishes to understand how the behavior of the roots depends of the distribution of
(εk). We refer the reader to [3,7,11,13,17,18,20–22,26,27] and references therein;
however, this list is far from complete.
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4934 MARCUS MICHELEN AND SEAN O’ROURKE

In this note, we focus on the number of real roots of fn. Some of the most
widely studied models for this problem include the Kac model (ck ≡ 1) and the

Weyl model (ck = 1/
√
k!). Let Rn denote the number of real roots of fn. We

review some previously studied models here:

• In the case when (εk) is a sequence of i.i.d. standard Gaussian random
variables and ck = 1 for all k � 1, it was shown by Kac [14] that1

ERn =
2

π
log n+ C + o(1),

where C is an explicit constant. See [5,10,12,19] and the references therein
for generalizations to other distributions.

• In the case when (εk) is a sequence of i.i.d. standard Gaussian random
variables and ck = 1√

k!
, it is known [4, 26] that

ERn =

(

2

π
+ o(1)

)√
n.

• When (εk) is a sequence of i.i.d. Rademacher random variables and c1 =
1/2, ck = 1/(k!)k for k � 2, Littlewood and Offord [16] showed that fn has
all real roots with probability 1.

• When ck = exp(−kβ/2) and (εk) is a sequence of i.i.d. standard Gaussian
random variables, Schehr and Majumdar [23] observed the following phase
transition:

ERn =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

(

2
π + o(1)

)

log n if β ∈ [0, 1)
(

2
π + o(1)

)

√

β−1
β nβ/2 if β ∈ (1, 2)

(1 + o(1))n if β > 2

.

Notably, as β increases, the expected number of real roots “jumps” from
order log n to n1/2+ε as β crosses 1.

Based on the above results, the following conjecture2 is natural.

Conjecture 1.1 (O. Nguyen). Let (εk) be an i.i.d. sequence of standard Gaussian
random variables. Given α ∈ (0, 1), there exists a bounded sequence (ck) of real
numbers so that ERn = nα+o(1).

Here, it is important that ck only depends on k; if ck is allowed to also depend
on n, it becomes straightforward to establish Conjecture 1.1.

In this note, we confirm Conjecture 1.1 with a monotone decreasing sequence.

Theorem 1.2. Let (εk) be an i.i.d. sequence of standard Gaussian random vari-
ables. For any α ∈ (0, 1), there exists a monotone bounded sequence (ck) of real
numbers so that ERn = nα+o(1).

More generally, our main result below (Theorem 1.4) establishes several other
statistical properties of Rn for our construction, including a central limit theorem,
and shows these properties hold for many other coefficient distributions, beyond
the Gaussian case.

1Here, o(1) denotes a term which tends to zero as n tends to infinity; see Section 1.2 for more
details about the asymptotic notation used here and throughout the paper.

2The conjecture was formulated in a workshop at the American Institute of Mathematics and
can be found online at http://aimpl.org/randpolyzero/.
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POLYNOMIALS WITH AN INTERMEDIATE NUMBER OF ROOTS 4935

We now turn to the construction of the deterministic sequence (ck). Fix α ∈
(0, 1). Define the sequence mj := 2�j1/α� and the interval of integers Ij :=
(mj−1,mj ]; we set m−1 = −1 so that way the sequence (Ij)j�0 forms a partition
of {0, 1, 2, . . .}. We now define the sequence (ck)k�0 via

(2) ck = exp(−2j) if k ∈ Ij .

Note that the sequence (ck) depends on α, but we do not denote this dependence
in our notation.

We will assume (εk) is a sequence of i.i.d. random variables satisfying the fol-
lowing properties.

Assumption 1.3. Let (εk)k�0 be a sequence of real-valued i.i.d. random variables
which satisfy the following assumptions:

(i) P(εk > 0) =: p ∈ (0, 1)
(ii) E|εk| � 1
(iii) There exists a constant C0 > 0 so that P(|εk| � t) � C0t for all t � 0.

Since the number of real roots is invariant under scaling the polynomial, Con-
dition (ii) of Assumption 1.3 simply asserts that the random variables lie in L1.
Condition (iii) implies that εk is non-zero with probability 1. In particular, both
the standard Gaussian distribution and the Rademacher distribution satisfy As-
sumption 1.3. We note that Condition (ii) and (iii) can be relaxed considerably,
although we do not pursue this direction.

Fix α ∈ (0, 1). Define the random polynomial fn of degree n by (1), where (ck)
is the sequence defined in (2) and (εj) is a sequence of i.i.d. real-valued random
variables satisfying Assumption 1.3. Note that fn has (1 + o(1))(n/2)α “blocks”
of coefficients, i.e., if we set j∗ = max{j : Ij ∩ {0, 1, . . . , n} �= ∅} then j∗ =
(1+ o(1))(n/2)α. The idea will be that the terms indexed by the sequence (mj)j�0

will dictate the behavior of the polynomial with high probability. As such, we will
let Sn denote the number of sign changes among the sequence (εmj

)j∗−1
j=0 ∪ (εn)

(note that by Condition (iii) εj is non-zero with probability 1).
We say an event E (which depends on n) holds with overwhelming probability if

for every κ > 0 there exists a constant Cκ > 0 so that P(E) � 1 − Cκn
−κ for all

n > Cκ.

Theorem 1.4. Fix α ∈ (0, 1). Define the random polynomial fn by (1), where
(ck) is the sequence defined in (2) and (εk) is a sequence of i.i.d. random variables
satisfying Assumption 1.3. Let Rn be the number of real roots of fn, and let Sn

be the number of sign changes among the sequence (εmj
)j∗−1
j=0 ∪ (εn). Then there

exists an absolute constant C > 0 so that the event |Rn − 2Sn| � C(logn)1/α holds
with overwhelming probability. In particular, there are constants cp and c′p depend-
ing only on p from Condition (i) so that ERn ∼ cp(n/2)

α, VarRn ∼ c′p(n/2)
α,

Rn/(cp(n/2))
α → 1 almost surely as n → ∞, and

Rn − ERn√
VarRn

−→ N (0, 1)

in distribution as n → ∞, where N (0, 1) denotes the standard normal distribution.

Theorem 1.2 follows immediately from Theorem 1.4. We outline the proof in the
following short subsection and prove Theorem 1.4 in Section 2.
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4936 MARCUS MICHELEN AND SEAN O’ROURKE

1.1. Outline and sketch of the proof of Theorem 1.4. The intuition for why
fn has nα+o(1) many real roots is that for each t ∈ R we have one of two types of
behavior: either the mj term dominates, in which case we do not have a real root
with high probability; or we are transitioning from when the mj term dominates
to when the mj+1 term dominates, in which case we have a real root if and only
if there is a sign change among {εmj

, εmj+1
} with high probability. Since we have

chosen mj to always be an even integer, the behavior on the negative real axis is
quite similar to that on the positive real axis, and so we only focus on the positive
real axis.

In order to confirm this heuristic, we switch to exponential coordinates and de-
fine gn(t) = fn(e

t) and first write a deterministic lemma that drives all of our com-
parisons between terms (Lemma 2.1). Here we introduce disjoint intervals [aj , bj ]
where the mj term of gn dominates on [aj , bj ]. We then convert our deterministic
Lemma 2.1 to a probabilistic statement showing that in fact the mj term of gn
does dominate on [aj , bj ] with high probability (Lemma 2.2). This immediately
implies there are no real roots in [aj , bj ] with high probability (Lemma 2.3) and
that if {εmj

, εmj+1
} are the same sign then there is no real root in [bj , aj+1] with

high probability (Lemma 2.4). To handle the case when we do have a sign change
among {εmj

, εmj+1
}, Lemma 2.2 shows that gn has a sign change on [bj , aj+1] with

high probability thus showing that there is a real root; in order to show that there is
only one real root, we show that the derivative of a rescaled version of gn is nonzero
on [bj , aj+1] with high probability (Lemma 2.5). Finally, a simple application of
Rouché’s Theorem shows that there are not too many real roots near the origin
(Lemma 2.6), allowing us to use the asymptotic results we have proven up until
that point.

1.2. Notation. Starting in Section 2, unless otherwise noted, we use asymptotic
notation under the assumption that j → ∞; this differs from Section 1, where we
used asymptotic notation under the assumption that n → ∞. For two sequences
(aj) and (bj), we write aj = O(bj) if there exists a constant C > 0 so that |aj | � Cbj
for all j > C. If the constant C depends on other parameters, e.g., C = Cα, we
denote this with subscripts, e.g., aj = Oα(bj). We write aj = o(bj) to denote that
limj→∞ aj/bj = 0. The notation aj ∼ bj denotes that aj = (1 + o(1))bj . We use
i as an index (i.e., i does not denote the imaginary unit). We let C, c be positive
constants (i.e., they do not depend on n or j) that may change from one occurrence
to the next.

2. Proof of Theorem 1.4

It will often be more convenient to work in exponential coordinates, and we write
gn(t) := fn(e

t). Fix α ∈ (0, 1) and set β := min{1/2, 1−α
2α }. For each j � 1, define

aj := αj1−1/α2j−2(1 + j−β) and bj := αj1−1/α2j−1(1− j−β) .

It follows that that there exists a constant C > 0 (depending only on α) so that
aj < bj for all j > C and (aj)j>C and (bj)j>C are increasing sequences. Further
define the functions ϕj(t) := cmj

etmj and set j∗ = max{j : Ij ∩ {0, 1, . . . , n} �= ∅}
so we may write

gn(t) =
∑

j<j∗

ϕj(t)

mj−mj−1−1
∑

i=0

εmj−ie
−it +

n
∑

i=mj∗−1+1

ciεie
it .
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POLYNOMIALS WITH AN INTERMEDIATE NUMBER OF ROOTS 4937

We write gn in this form to note that the blocks for j < j∗ are “complete”
while the last block may potentially be “incomplete.” We prove Theorem 1.4 via a
sequence of lemmas, starting with a deterministic lemma showing that ϕj dominates
on the interval [aj , bj ]:

Lemma 2.1. There are constants C, c > 0 depending only on α so that for all
j � 1 we have

(3) log

(

ϕj−1(t)

ϕj(t)

)

� −c2jj−β + C

for any t � aj and

(4) log

(

ϕj+1(t)

ϕj(t)

)

� −c2jj−β + C

for all t � bj. In particular, there exist constants C ′, c′ > 0 depending only on α so
that

(5) log

(

ϕj−1(t)

ϕj(t)

)

� −c′2jj−β and log

(

ϕj+1(t)

ϕj(t)

)

� −c′2jj−β

for all j � C ′, where the first bound holds for all t � aj and the second for all
t � bj.

Proof. For t � aj , we compute

log

(

ϕj−1(t)

ϕj(t)

)

� −2j−1 + 2j + aj

(

2�(j − 1)1/α� − 2�j1/α�
)

= 2j−1 −
(

αj1−1/α2j−2(1 + j−β)
)

(

2j1/α−1

α
+Oα(1 + j1/α−2)

)

= −2j−1
(

j−β +Oα(j
1−1/α + j−1)

)

.

By the choice of β we note that β < 1 and β < 1/α − 1 and so we see that there
are constants C, c > 0 so that (3) holds. Similarly, for t � bj , we compute

log

(

ϕj+1(t)

ϕj(t)

)

� 2j − 2j+1 + bj

(

2�(j + 1)1/α� − 2�j1/α�
)

= −2j +
(

αj1−1/α2j−1(1− j−β)
)

(

2j1/α−1

α
+Oα(1 + j1/α−2)

)

= −2j
(

j−β +Oα(j
1−1/α + j−1)

)

.

The choice of β again establishes (4). The bounds in (5) follow from (3) and (4). �

We now extend this deterministic bound to show that the mj term of our random
polynomial dominates on [aj , bj ]:

Lemma 2.2. There exist constants C, c > 0 (depending only on α and C0) so that
the following holds.

• For any j � 1, with probability at least 1− C exp(−cj2),

(6) min
aj�s�bj

⎛

⎝

cmj
emjs|εmj

|
2

−
∑

i �=mj

|εi|cieis
⎞

⎠ > 0.
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4938 MARCUS MICHELEN AND SEAN O’ROURKE

• For any j � 1, with probability at least 1− C exp(−cj2),

(7) inf
aj�s

⎛

⎝

cmj
emjs|εmj

|
2

−
∑

i<mj

|εi|cieis
⎞

⎠ > 0.

• For any j � 1, with probability at least 1− C exp(−cj2),

(8) inf
s�bj

⎛

⎝

cmj
emjs|εmj

|
2

−
∑

i>mj

|εi|cieis
⎞

⎠ > 0.

• With probability at least 1− C exp(−cj2∗),

(9) inf
aj∗�s

(

cne
ns|εn| −

∑

i<n

|εi|cieis
)

> 0 .

Proof. We prove (6); the proofs of (7), (8) and (9) are similar, and we omit the
details. We first show that the mj term dominates all others in its block. To this
end, since ci = cmj

for all mj−1 + 1 � i � mj , we write

cmj
emjs|εmj

|/4−
mj−1
∑

i=mj−1+1

|εi|cieis d
= cmj

emjs

(

|εmj
|

4
−

mj−mj−1−1
∑

i=1

|εi|e−is

)

,

where
d
= denotes equality in distribution. Using Condition (ii), we bound

E max
aj�s�bj

mj−mj−1−1
∑

i=1

|εi|e−is � 2e−aj = e−Ωα(j2).

By Markov’s inequality along with Condition (iii), we can bound

P

⎛

⎝ min
aj�s�bj

⎛

⎝cmj
emjs

|εmj
|

4
−

∑

i∈Ij\j
|εi|cieis

⎞

⎠ � 0

⎞

⎠ � P(|εmj
| � Ce−cj2/2)(10)

+ e−Ωα(j2)

= e−Ωα(j2) .

To handle the coefficients not in Ij , first note that

∑

i/∈Ij

|εi|
cie

is

cmj
emjs

�
∑

r �=j

ϕr(s)

ϕj(s)

∑

i∈Ir

|εi| .

By iteratively applying Lemma 2.1 and using Condition (ii), we have

E max
aj�s�bj

⎛

⎝

∑

r �=j

ϕr(s)

ϕj(s)

∑

i∈Ir

|εi|

⎞

⎠ � Cmje
−cj2 +

∑

r>j

C|Ir|e−cr2

= e−Ωα(j2) .

By applying Markov’s inequality and Condition (iii) as in the proof of (10), one finds

(11) P

⎛

⎝ min
aj�s�bj

⎛

⎝

cmj
emjs|εmj

|
4

−
∑

i/∈Ij

|εi|cieis
⎞

⎠ � 0

⎞

⎠ = e−Ωα(j2) .

Combining bounds (10) and (11) shows (6). �
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POLYNOMIALS WITH AN INTERMEDIATE NUMBER OF ROOTS 4939

We now want to show that the number of positive real roots is the same as the
number of sign changes among the coefficients (εmj

)j . We first show that there are
no real roots in the interval [aj , bj ] with high probability.

Lemma 2.3. There exist constants C, c > 0 (depending only on α and C0) so
that the following holds. For each j � 1 with mj � n, with probability at least

1 − Ce−cj2 we have that sgn(gn(s)) = sgn(εmj
) for all s ∈ [aj , bj ]. In particular,

with probability at least 1−Ce−cj2 , gn(s) has no roots in [aj , bj ]. Similarly, for all

s � aj∗ we have sgn(gn(s)) = sgn(εn) with probability at least 1− Ce−cj2
∗ .

Proof. Applying the triangle inequality, we see that

|gn(s)| � cmj
emjs|εmj

| −
∑

i �=mj

|εi|cieis .

Thus, the conclusion follows from Lemma 2.2. The assertion for s � aj∗ follows
from Lemma 2.2 as well. �

We next show that if there is no sign change among {εmj
, εmj+1

} then there is
no real root on [bj , aj+1].

Lemma 2.4. There exist constants C, c > 0 (depending only on α and C0) so
that the following holds. For each j < j∗ with mj+1 � n, with probability at

least 1 − Ce−cj2 , if sgn(εmj
) = sgn(εmj+1

) then gn(t) has no roots in the interval
[bj , aj+1]. Similarly, if mj∗ > n and sgn(εmj∗−1

) = sgn(εn) then gn has no roots in

the interval [bj∗−1, aj∗ ] with probability at least 1− Ce−cj2
∗ .

Proof. Assume without loss of generality that sgn(εmj
) = sgn(εmj+1

) = +1. Then
for any s ∈ [bj , aj+1], we bound

gn(s) �

⎛

⎝

εmj
cmj

emjs

2
−

∑

i<mj

|εi|cieis
⎞

⎠+

⎛

⎝

εmj+1
cmj+1

emj+1s

2
−

∑

i>mj+1

|εi|cieis
⎞

⎠

+

⎛

⎝

εmj
cmj

emjs

2
+

εmj+1
cmj+1

emj+1s

2
−

mj+1−1
∑

i=mj+1

|εi|cieis
⎞

⎠

The first two terms can be bounded using (7) and (8) from Lemma 2.2. The
third term on the right-hand side can be bounded by following a nearly identical
argument which led to (10). The assertion for mj∗ > n follows in a similar way
from Lemma 2.2. �

We now handle the other case and show that if there is a sign change among
{εmj

, εmj+1
} then there is precisely one real root on [bj , aj+1]. For this, we show

that after rescaling our function gn, the derivative does not have a sign change with
high probability.

Lemma 2.5. There exist constants C, c > 0 (depending only on α and C0) so
that the following holds. For each j � 1 with mj+1 � n, with probability at least

1 − Ce−cj2 , if sgn(εmj
) = − sgn(εmj+1

), then gn has a single root in the interval
[bj , aj+1]. Similarly, if mj∗ > n and sgn(εmj∗−1

) = − sgn(εn) then gn has a single

root in the interval [bj∗−1, aj∗ ] with probability at least 1− Ce−cj2
∗ .
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4940 MARCUS MICHELEN AND SEAN O’ROURKE

Proof. We prove the first assertion as the second is similar. By replacing gn with
−gn if necessary, assume without loss of generality that εmj+1

> 0 and εmj
< 0.

Write gn(t) = et(mj+1+mj)/2hn(t) with

hn(t) := εmj
cmj

e−t(mj+1−mj)/2 + εmj+1
cmj+1

et(mj+1−mj)/2

+
∑

i/∈{mj ,mj+1}
εicie

t(i−mj+1/2−mj/2) .

It is sufficient to show that hn(t) has precisely one root in [bj , aj+1]. By Lemma
2.3, hn exhibits a sign change on the interval [bj , aj+1] with probability at least 1−
Ce−cj2 . Thus, it will be sufficient to show that with probability at least 1−Ce−cj2 ,
h′
n is positive on the interval. We compute

2et(mj+1+mj)/2

mj+1 −mj
h′
n(t) = (−εmj

)cmj
emjt + εmj+1

cmj+1
emj+1t

+
∑

i/∈{mj ,mj+1}
εicie

it · 2i−mj+1 −mj

mj+1 −mj
.

Recalling that (−εmj
) > 0 and εmj+1

> 0, it suffices to show that

|εmj
|cmj

emjt −
∑

i<mj

|εi|cieit
∣

∣

∣

∣

2i−mj+1 −mj

mj+1 −mj

∣

∣

∣

∣

> 0

and

|εmj+1
|cmj+1

emj+1t −
∑

i>mj ,i �=mj+1

|εi|cieit
∣

∣

∣

∣

2i−mj+1 −mj

mj+1 −mj

∣

∣

∣

∣

> 0

with probability at least 1− Ce−cj2 . Since
∣

∣

∣

∣

2i−mj+1 −mj

mj+1 −mj

∣

∣

∣

∣

� 2i+ 2mj

(this follows from the triangle inequality since mj+1 − mj � 1), the conclusion
follows by applying the proof of Lemma 2.2 (with only slight changes to account
for this extra factor of 2i+ 2mj). �

Since our previous lemmas are all asymptotic as j → ∞, we now need to show
that the behavior of the first few terms does not contribute too many roots close
to the origin. A simple application of Rouché’s theorem will allow us to bound the
number of roots in a ball centered at 0:

Lemma 2.6. There exist constants C, c > 0 (depending only on α and C0) so that

the following holds. For each j � 1 with mj < n, with probability at least 1−Ce−cj2 ,
the polynomial fn(z) has at most mj roots in the disk {z ∈ C : |z| � ebj}.

Proof. We will use Rouché’s theorem. In particular, if we show that for all z ∈ C

with |z| = ebj we have

(12) |εmj
cmj

zmj | >

∣

∣

∣

∣

∣

∣

∑

i �=mj

εiciz
i

∣

∣

∣

∣

∣

∣

,
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then we will have that fn(z) has at most mj roots in the disk {z ∈ C : |z| � ebj}.
We lower bound

min
|z|=ebj

⎛

⎝|εmj
cmj

zmj | −

∣

∣

∣

∣

∣

∣

∑

i �=mj

εiciz
i

∣

∣

∣

∣

∣

∣

⎞

⎠ � |εmj
|cmj

emjbj −
∑

i �=mj

|εi|cieibj

and hence the conclusion follows from Lemma 2.2. �

With the lemmas above in hand, we are now ready to complete the proof of
Theorem 1.4.

Proof of Theorem 1.4. Choose k = log n and apply Lemma 2.6 to see that, with
overwhelming probability, the number of real roots of fn differs from the number
of real roots in {z ∈ R : |z| > ebk} by at most 2(log n)1/α. Combining Lemmas
2.3, 2.4 and 2.5 shows that, with overwhelming probability, the number of real
roots in {t ∈ R : t > ebk} is equal to the number of sign changes of the sequence

(εmj
)j∗−1
j=k ∪ (εn); similarly, the same argument shows that the number of negative

real roots in {t ∈ R : t < −ebk} is also equal to the number of sign changes of

(εmj
)j∗−1
j=k ∪ (εn).

This shows that |Rn − 2Sn| � 4(logn)1/α with overwhelming probability. The
other conclusions of Theorem 1.4 follow from this bound. For example, the classical
law of large numbers for Sn implies the same conclusion for Rn. �
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