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Do Know Harm:
Considering the Ethics of

Online Community

Stevie Chancellor, Joseph A. Konstan, Loren Terveen, and Svetlana Yarosh

Research

Strategies for engaging in more ethical research with online communities.

OMPUTING TECHNOLOGY IS
integrated into people’s lives,
impacting how we work,
learn, play, and connect. As
a result, computing research-

ers are increasingly conducting stud-

ies that involve people as research par-
ticipants.* Oversight mechanisms and
boards typically review research stud-
ies using well-established ethical stan-
dards to ensure individual participants
are respected and not harmed. These
mechanisms include Institutional Re-
view Boards (IRB) in the U.S. and Ethics

Review Boards in other countries.

Computing technology also forms
the infrastructure for social interac-
tion. Research on groups can raise
significant ethical issues by disrupt-
ing and burdening communities. But
review boards are often “silent” about
proposed research on online communi-
ties because it falls outside their scope
as they focus exclusively on research on
individual subjects. This leaves com-
puting researchers without mandated
oversight of ethical decisions. Some
computing professionals are discov-
ering that there is more to ethics than
what traditional ethics boards consid-
er—and they are responsible for their
research’s ethical consequences.

Drawing on our experiences in hu-
man-computer interaction and social
computing, we provide three exam-
ples of computing research on online
communities and community mem-

bers that raised ethical issues. The
resulting tensions include: balancing
global benefits of research and local
trade-offs, reconciling researcher and
community norm mismatches, and
violating privacy by reuse of publicly
available sensitive data. We identify
steps that researchers should take to
study online communities ethically.

Example 1: Balancing Global vs.
Local Benefits—Linux Kernel

Patch Process Vulnerabilities
University of Minnesota computer se-
curity researchers hypothesized open

source software was vulnerable to ma-
licious patches that could introduce
bugs not detected during review. The
researchers tested this vulnerability by
submitting “hypocrite patches” to the
Linux kernel that hid potentially mali-
cious bugs (but stopped the patch be-
fore it could be applied). They did not
seek the consent of the code reviewers
or community because knowing they
were studied may change peoples’ be-
havior. The local IRB determined (after
the fact) that consent was not needed
because this was not human subjects
research—the researchers were study-
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ing the system, not the people.

The Linux community was enraged
that the researchers had created a
burden for them without consent and
benefited only the researchers, not the
community. The community was also
upset about wasted time and that bogus
patches invalidated their metrics for as-
sessing “legitimate” interest in code
sections. The community believed the
research was pointless because the sys-
tem was not designed to protect against
malicious software patches. Ultimately,
the researchers apologized, voluntarily
retracted their publication®* and were
banned from submitting future patch-
es pending a resolution.

That the researchers acted unethi-
cally, however, is not a foregone con-
clusion. Should researchers avoid re-
vealing potential security dangers for
fear of angering a community? Since
this research does not fall under IRB
requirements, the decision fell to the
researchers. If the Linux maintainers
ignored a serious vulnerability and the
research made the kernel more secure,
this global benefit could justify decep-
tion. Yet the Linux community’s anger
was clearly justified—research of this
type wastes community effort and
damages community longevity as non-
legitimate contributions can make the
community skeptical of new contribu-
tions and hostile toward newcomers.
The researchers might have obtained
representative consent (and cover) by
engaging community leaders, which
could have mitigated the harm of de-
ception. Even better, engaging com-
munity leaders in the initial design of
the research could have focused the
study on a topic of importance to both
parties, bringing benefits to both.

Example 2: Researcher

vs. Community Norm

Mismatches in Wikipedia

Ethical issues can arise from a mis-
match between researcher and com-
munity norms. One author began re-
searching Wikipedia in 2006, and his
first two studies® went smoothly. The
following study planned to interview
Wikipedia editors and recruit them
through invitations on their user talk

a Which is why we do not cite the study here. An
overview of the story can be found at: https://
bit.ly/3vRuj55
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pages. The research had IRB approval,
and recruitment began.

The response was immediate and
negative; some editors viewed this as
violating Wikipedia norms, and the
study had to be abandoned. Subse-
quent conversations with editors iden-
tified a conflict between Wikipedia
and research norms. Wikipedia edi-
tors are there to edit Wikipedia. Inter-
action on article and user talk pages is
focused on editing Wikipedia. Activity
from user accounts with little Wikipe-
dia history (such as those of research-
ers) is treated with suspicion. The re-
search practice of randomly selecting
editors as participants violated Wiki-
pedia community norms and killed
the project.

To learn how to engage the commu-
nity ethically, researchers on the team
worked with Wikipedia editors to de-
velop guidelines for ethically research-
ing the community,"” including these
best practices:

» “Methodology that interferes with
the main goals of the encyclopedia is
unlikely to get consent.”

» “In order not to unwittingly violate
community rules or norms, at least
one author should have become an edi-
tor and learned the culture of the com-
munity before starting.”

» “Consult with and gain the con-
sent of the community before begin-
ning.” Similar to the previous example,
there are ethical challenges in han-
dling these mismatches. In subsequent
work,'*? we published our study plans
and design ideas on appropriate Wiki-
pedia forums, sought feedback from
Wikipedia editors, revised our plans,
and research only proceeded when
community consensus was reached.
This worked in this scenario but may
have limitations in other communi-
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ties that actively resist researcher in-
tervention (for example, communities
that propagate misinformation). How
should we balance work that may be
important for other values and goals
that may also be critical of or harmful
to community norms or reveal that cer-
tain practices are harmful? There are
also the cumulative effects of research
on a given community damaging the
platform over time—one research proj-
ect that pushes community norms may
not be harmful. Still, the cumulative
impact of many research projects may
damage a platform, its mission, or its
community.

Example 3: Privacy and Reuse
of Publicly Available Sensitive
Data—Online Health Communities
Ethics board oversight is not typically
needed for research that gathers pub-
licly available online data, comparable
to naturalistic observation in public
contexts like a town square. However,
ethical tensions arise in online com-
munities focused on sharing health
information. Participants share their
data as part of seeking and provid-
ing advice as they manage complex
and stigmatized health conditions.
Many communities, such as those for
substance use disorder recovery, em-
phasize personal anonymity while
remaining public and accessible to
newcomers.*'* Narcotics Anonymous
states at every meeting that they “are
under no surveillance at any time.”®
Researchers have used public social
media to study online health commu-
nities and infer behavior,? such as sub-
stance use disorders, mental health
crises, and suicidality.! This creates
ethical tension between the expecta-
tions of the community participants
and researchers reusing the data for
societally positive but unrelated pur-
poses. Research in these spaces may
violate trust and social norms, leading
members to leave or limit their self-dis-
closure. This research may harm the
community, even if the impact on indi-
viduals is minor. In the most extreme
case, data can be used for purposes
irrelevant to the initial use case. For
example, Crisis Text Line was widely
criticized for using data from mental
health crisis text chats to start a for-
profit spinoff to train AI customer ser-
vice chatbots.®

ey
How do we balance
getting consent for
research at scales
where research can
chill participation

and potentially
violate privacy?

How do we balance getting con-
sent for research at scales where re-
search can chill participation and
potentially violate privacy? Consent
for each research project is impracti-
cal given the large number of com-
munity members, research projects,
and fluctuations in community mem-
bership. Because these consequences
are abstract, the trade-offs between
research that may benefit the general
public and the autonomy and well be-
ing of individuals and online commu-
nities need to be clarified. Asking peo-
ple for their preferences about privacy
can be challenging when the risks are
abstract and difficult to formalize for
an individual.

Lessons and Plans Going Forward
These examples illustrate some ethi-
cal tensions in researching online
communities and highlight the need
for researchers to make their own
ethical decisions. Even when ethics
review boards judge that a research
project on online communities is ap-
propriate, the community may dis-
agree, sometimes (Examples 1 and
2) harming the community, reducing
trust in the research process (Exam-
ple 3), and causing the research proj-
ect to fail.

Researching a community with the
approval of all impacted community
members (and stakeholders) is im-
practical. Such an absolute position
excludes work that can be ethically exe-
cuted and is in the interest of the com-
munity and the public. Some research
opposed by communities has inherent
public value (for example, communi-
ties encouraging hate speech or self-
harm) or cannot include advanced
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consent. There is often no correct ob-
jective decision regarding ethics. In-
stead, there are trade-offs and tensions
between the benefits of the work and
potential harm to individuals and the
community.

Therefore, we present a set of strate-
gies to engage in more ethical research
with online communities. These do
not guarantee ethical behavior but can
help avoid egregious misunderstand-
ings and improve the chances of con-
ducting ethical research.

Embedding in communities. Re-
searchers and practitioners should
participate in, or embed in, the com-
munities they will study to learn com-
munity norms. This means getting
involved in the community of inter-
est, clarifying when they are doing re-
search, and engaging the community
in study planning.

For example, researchers should
plan and iterate research designs with
the community whenever possible—or
at least post research plans publicly to
the online community for comment
and respond to feedback. When “con-
sensus is reached,” proceed with the
research. When it is not appropriate
to “participate” in a community (for
example, a health community expects
participants to have a particular ill-
ness), researchers should commit to
studying, observing, and giving back
to the community over time rather
than treating it as a one-time research
“site.” This will also help practitioners
better understand the nuances of the
community, respect their choices, and
evaluate when perhaps proceeding
with research is a justifiable decision.

Approval from key community
leaders. Winning the approval (or at
least acknowledgment) of influential
stakeholders in an online community
involves communicating with mod-
erators or administrators about the re-
search. This is particularly important
for experiments or field studies. When
leaders say no (as has happened to all
authors of this Opinion column),” re-
searchers must consider the trade-offs
of moving forward and often choose to
conduct research with a different com-
munity.

Evaluating dams in research de-
sign. Generally, we recommend that
research designs (for example, ran-
dom assignment, deception) cannot
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be used if they are unacceptable to a
community. Value-sensitive design re-
searchers call this a “dam” when there
is such strong resistance thatitis a bar-
rier.” If a community strongly opposes
a research design, computing profes-
sionals should not implement it.

However, researchers must en-
gage in thoughtful, ethical evalua-
tion here—problematic communities
may resist research (those that protect
harmful extreme social viewpoints or
racist content), or social values may
outweigh other values of autonomy.

Independent ethical advice. Re-
searchers may seek out or create an
independent entity to assist them in
reasoning about the ethical conse-
quences of their decisions to research
and engage with online communities.
The SIGCHI Ethics Review executive
committee could serve as a model.
It provides a team of ethical experts
that evaluates research ethics during
the conference review process. These
boards could be internal or external
to a professional’s institution, hold
research accountable during publica-
tion, assist in ethical thinking around
human subjects research, and sug-
gest ways for researchers to pursue the
abovementioned ideas. They may also
be able to provide legal oversight in in-
dustry or non-U.S. contexts.

Online communities are integral
to society, powering work and leisure,
providing information and disinfor-
mation, promoting health, and caus-
ing harm. Researching online com-
munities can provide valuable insights
into their functioning, human behav-
ior, and the effective design of com-
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munity tools. It can also be disruptive
and stressful to individual commu-
nity members and endanger the com-
munity as a whole. To avoid repeating
mistakes, computer science research-
ers must be equipped to perform this
research ethically. This should include
expanding the guidance or oversight of
ethics review boards and developing
appropriate training in engaging with
communities. These examples and
principles help computing practitio-
ners and researchers conduct ethical
research on these communities.
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