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Abstract

Personalized federated learning has received an upsurge
of attention due to the mediocre performance of conven-
tional federated learning (FL) over heterogeneous data.
Unlike conventional FL which trains a single global con-
sensus model, personalized FL allows different models for
different clients. However, existing personalized FL algo-
rithms only implicitly transfer the collaborative knowledge
across the federation by embedding the knowledge into the
aggregated model or regularization. We observed that this
implicit knowledge transfer fails to maximize the potential
of each client’s empirical risk toward other clients. Based
on our observation, in this work, we propose Personalized
Global Federated Learning (PGFed), a novel personalized
FL framework that enables each client to personalize its
own global objective by explicitly and adaptively aggregat-
ing the empirical risks of itself and other clients. To avoid
massive (O(N2)) communication overhead and potential
privacy leakage while achieving this, each client’s risk
is estimated through a first-order approximation for other
clients’ adaptive risk aggregation. On top of PGFed, we
develop a momentum upgrade, dubbed PGFedMo, to more
efficiently utilize clients’ empirical risks. Our extensive ex-
periments on four datasets under different federated set-
tings show consistent improvements of PGFed over previ-
ous state-of-the-art methods. The code is publicly available
at https://github.com/ljaiverson/pgfed.

1. Introduction

Recent years have witnessed the prosperity of feder-
ated learning (FL) [26, 14, 21, 39] in collaborative machine
learning where the participating clients are subject to strict
privacy rules [38]. Conventional FL aims to train a sin-
gle global consensus model by orchestrating the participat-

Figure 1. In PGFed, the explicit collaborative knowledge trans-
fer shows in the design of the local objective as a “personalized
global” objective at client i, where non-local risks are involved.

ing clients with a central server. The most notable FL al-
gorithm, FedAvg [26], proceeds the training by exchang-
ing between clients and server only the locally updated
and globally aggregated model weights, leaving the private
datasets intact. As a privacy-preserving machine learning
technique, FL tremendously boosts new collaborations of
decentralized parties in a number of areas [41, 16, 24, 14].

Unfortunately, along with the emergence of conventional
FL, new challenges have been posed in terms of systems and
statistical heterogeneity [21]. Systems heterogeneity ad-
dresses the variability of clients’ computation abilities, sizes
of storage, or even the choices of model architecture due to
different hardware constraints of the clients. Whereas sta-
tistical heterogeneity, the focus of this work, refers to the
non-IID data among the clients, which could lead to non-
guaranteed convergence [22, 30] and poor generalizability
performance [32], even after fine-tuning [13].

Over the years, the mediocre performance of conven-
tional FL over heterogeneous data has not only promoted
solutions that improve the single consensus model on top
of FedAvg [22, 1, 15, 20], a new paradigm, personalized
FL [36, 18], has emerged as well. In this paradigm, person-
alized models are allowed for each individual client. Some
efforts in this direction focus on different personalized lay-
ers and optimization techniques [23, 5, 29]. Leveraging

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

3946



multi-task [44] or meta-learning [10] is also shown to be
beneficial in personalized FL [34, 7, 3]. Other works in-
clude clustered FL [9, 33, 31], interpolation of personalized
models [43, 25, 6], and fine-tuning [28, 19, 40].

However, in most existing personalized FL algo-
rithms [23, 5, 6, 12, 2, 7, 4, 28], the way in which the
collaborative knowledge is transferred from the server to
the clients is implicit. Here, we consider the collaborative
knowledge as non-local information, such as the global ob-
jective of FedAvg, F (θ) =

∑
i piFi(θ), where θ is the

global model and Fi(·) represents client i’s local objec-
tive whose weights are denoted as pi’s. In addition, we
define “implicitness” by defining its opposite side, “ex-
plicitness”, as a direct engagement with multiple clients’
empirical risks. For instance, updating the global model
of FedAvg is explicit, where the direct engagement is
achieved through communication. However, this can hardly
be the case for updating clients’ personalized models, as
it would take O(N2) communication overhead to trans-
mit each client’s personalized model to every client, as-
suming FedAvg’s communication cost is O(N) over N
clients. Consequently, most personalized FL algorithms im-
plicitly transfer the collaborative knowledge from the server
to the clients by embedding it into the aggregation of model
weights or as different kinds of regularizers.

Why should we care about the “explicitness”, especially
for updating the personalized models? Let us first assume
all communication has zero cost, and, as an example, de-
sign a client’s explicit local objective as a “personalized
global objective” in the same form as the global objec-
tive of FedAvg (weighted sum of all clients’ risks), i.e.
Fi(θi) = fi(θi) + µ/(N − 1)

∑
j ̸=i fj(θi), where Fi(·)

and fi(·) are client i’s local objective and empirical risk, re-
spectively, and µ is a hyperparameter. By this means, the
clients are no longer limited to implicitly acquiring the col-
laborative knowledge in an embedded (from the aggregated
model weights) form.

The motivation behind this explicit design is that it facil-
itates the generalizability of the personalized models by di-
rectly penalizing their performance over other clients’ risks,
contributing to more informative updates and therefore bet-
ter local performance. On the other hand, an implicit per-
sonalization scheme embeds the non-local information into
the aggregated model weights, preventing the clients from
directly engaging with other clients’ risks.

We further demonstrate this motivation and the benefit
of the explicit design by an empirical study: we personalize
the output global model of FedAvg through S = 6 steps
of local gradient-based update, supposing that the O(SN2)
communication cost is affordable for now. We compare
the exemplar explicit design of each client’s local objective
with a simple implicit method, i.e. the local fine-tuning of
FedAvg where each client’s local objective is only its own

Figure 2. In the task of personalizing the output of FedAvg on
CIFAR10 with 100 heterogeneous clients, the performance of the
exemplar explicit local objective and an implicit local objective,
assuming the communication cost is affordable. Figure (a) and (b)
show the trend of the mean personalized test accuracy, and the his-
togram and density estimation of the individual gain, respectively.

empirical risk (Fi(θi) = fi(θi)).
The result of this empirical study are shown in Fig. 2.

On CIFAR10 dataset with 100 heterogeneous clients, we
observe that the explicit transfer of collaborative knowl-
edge exhibits a stronger ability to adapt the model to-
wards clients’ local data than the implicit counterpart, with
a mean individual performance gain of 7.73% over local
test data from the initial global model, 2.33% higher than
that of an implicit personalization. Intriguing as the re-
sults may seem, how can we transfer this idea back to the
communication-expensive real-world FL settings where ac-
quiring all fj(θi) ∀i, j ∈ [N ] will cost O(N2) communi-
cation overhead? Our solution is to estimate fj(θi) by ap-
proximation as shown in Fig. 1.

Based on the above observation, in this work, we pro-
pose Personalized Global Federated Learning (PGFed), a
novel personalized FL framework that enables each client
to personalize its own global objective by explicitly and
adaptively aggregating the empirical risks of itself and other
clients. To avoid massive communication overhead and
potential privacy leakage, each client’s risk is estimated
through a first-order approximation for other clients’ adap-
tive risk aggregation. Thereby, the clients are able to explic-
itly acquire the collaborative knowledge, and their person-
alized models can enjoy better generalizability. We summa-
rize our contributions as follows:
• We uncover that the explicitness of a personalized FL al-

gorithm empowers itself with stronger adaptation ability.
Based on this observation, we propose PGFed, a novel
explicit personalized FL algorithm that frames the local
objective of each client as a personalized global objective.

• To the best of our knowledge, PGFed is the first work

3947



in the field to achieve explicit transfer of global collabo-
rative knowledge among the clients, without introducing
the seemingly unavoidable O(N2) communication costs.

• On top of PGFed, we develop a momentum upgrade,
dubbed PGFedMo, to let the clients more efficiently uti-
lize other clients’ empirical risks.

• We evaluate PGFed and PGFedMo on four datasets un-
der different FL settings. The results show that both algo-
rithms outperform the compared state-of-the-art personal-
ized FL methods, with up to 15.47% boost in accuracy.

2. Related Work

Federated Learning. Federated learning [14, 21, 39] fo-
cuses on training a global consensus model over a federa-
tion of clients with similar data. The most notable FL algo-
rithm, FedAvg [26], broadcast copies of the global model
for local training and aggregate the updated copies as the
new global model for the next round.

However, evidence began to accumulate in recent years
that FedAvg is vulnerable towards data heterogeneity
(non-IID data) [22, 32, 30, 13], which is the most common
data distribution scenario in real-world FL. This vulnera-
bility manifests itself as non-guaranteed convergence [30]
and poor generalizability on test data after fine-tuning [13],
which can cost the incentives of participating clients.

To improve the performance of the global model,
FedProx [22] adds a proximal term to clients’ empirical
risks to restrict the local update. FedDyn [1] introduces a
dynamic regularizer to each client to align the global and
local optima. SCAFFOLD [15] corrects the local update by
a control variate. And FedAlign [27] focuses on local
model generality rather than proximal restrictions. How-
ever, while effective, these global FL algorithms cannot sys-
tematically alleviate the data heterogeneity challenge.

Personalized Federated Learning. Personalized FL [36,
18] allows different models for different clients. This relax-
ation fundamentally mitigates the impact caused by the non-
IID data. Methods in this category are the ones we mainly
compare with in our experiments.

In this branch of work, [2, 23, 5] focus on aggre-
gating different layers of the model. A recent work,
FedBABU [28], aggregates the feature extractor for a global
model, and fine-tunes it for personalized models. Moreover,
some works leverage multi-task [44] or meta-learning [10]
to learn the relationships between clients’ data distribu-
tions [34, 7, 3]. For instance, Per-FedAvg [7] takes
advantage of Model-Agnostic Meta-Learning (MAML) [8]
and trains an easy-to-adapt initial shared model. Instead of
training a different model per client, clustered FL [9, 33]
trains a distinct model for each cluster of similar clients. In-
terpolation of personalized models is also a popular direc-

tion [43, 25, 6], where works concentrate more on a person-
alized way to aggregate the models from different clients.

In addition, some recent works [43, 25] afford to pay the
O(N2) communication cost to transmit the clients’ mod-
els to other clients, but their massive communication cost
only benefits the model aggregation, instead of paying more
attention on aggregating clients’ risks, which makes their
algorithms fall into the implicit category. Another recent
work [4] bridges the personalized FL and global FL by
training a global model with balanced risk and personalized
adaptive predictors with empirical risk. However, it is still
implicit, as the clients do not engage with others’ risks. In
our work, we focus on an explicit way of personalization by
introducing estimates of non-local empirical risks to each
client without massive communication costs.

3. Problem Formulation
In this section, we formalize the problem of conventional

and personalized FL, and further elaborate on the explicit-
ness of personalized FL.

3.1. Conventional and Personalized FL

Conventional federated learning aims to train a global
consensus model for a federation of clients with similar
data. Take the most notable FL algorithm, FedAvg [26],
as an example. For a federation of N clients, the goal of
FedAvg is to minimize the global objective defined as:

min
θ

F (θ) =
N∑
i=1

piFi(θ), (1)

where θ denotes the global model, Fi(·) represents the local
objective of client i, and the weight pi is often set as pi =
ni/n with n =

∑
k nk where nk denotes the number of data

samples on client k. In FedAvg, the local objective Fi(·)
measures client i’s empirical risk, i.e.

Fi(θ) = Eξ∼Di
fi(θ|ξ) ≈

ni∑
k=1

fi(θ|ξk), (2)

whereDi represents the data distribution, ξk is the k-th data
sample on client i, and the empirical risk fi(·) is used to ap-
proximate the true risk on client i. To simplify the notations,
in the rest of the paper, we drop the summation and denote
fi(·) directly as

∑ni

k=1 fi(·|ξk) unless further clarified.
Personalized FL relaxes the number of models. Com-

pared to conventional FL, each client i is allowed to have
its own personalized model θi, i.e. the goal of personalized
FL is defined as:

min
Θ

F (Θ) = min
θ1,...,θN

N∑
i=1

piFi(θi), (3)
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where Θ is a d × N matrix with d being the number of
dimensions of the model.

In addition, the number of participating clients (N ) in FL
is often large [14], and not all clients are able to participate
in each federated round. Therefore, a subset of clients S
with |S| = M is selected for each round of training.

3.2. Implicit vs. Explicit Local Objective

As discussed in Sec. 1, we defined two types of ways
for transferring collaborative knowledge from the server to
the clients for personalized FL algorithms. The explicit way
updates the model with a direct engagement with multiple
clients’ empirical risks. For instance, updating the global
model of FedAvg achieves explicitness through communi-
cation. And in the empirical study (Fig. 2) in Sec. 1, we
provided an example of explicit local objective as:

Fi(θi) = fi(θi) +
µ

(N − 1)

∑
j ̸=i

fj(θi). (4)

It is obvious that engaging all fj(θi) ∀i, j ∈ [N ] to up-
date the clients’ personalized models would take O(N2)
communication overhead. Therefore, most personalized FL
algorithms implicitly transfer the collaborative knowledge
by embedding it into the aggregation of model weights or
as different regularizers.

One pitfall is that to see whether a personalized FL
algorithm manages to afford the O(N2) communication
overhead is NOT the criterion of checking its explicitness.
[43, 25] are two recent works that did afford this communi-
cation cost on small federations, but since their personalized
model updates do not directly involve other clients’ risks,
both of these algorithms still fall into the implicit category.

In addition, note that the explicitness of a personalized
FL algorithm does not prevent itself from simultaneously
possessing characteristics from the implicit counterpart. For
instance, in a personalized FL algorithm, taking the glob-
ally aggregated model as a round-beginning initialization
for clients’ personalized models is an implicit characteristic
that can co-exist with using Eq. (4) as an explicit personal-
ization.

4. Method
In this section, we introduce the proposed algorithm,

PGFed, in details. We clarify our global and local objec-
tives, explain how we circumvent the massive communica-
tion cost, and introduce a momentum version of the algo-
rithm, dubbed PGFedMo. The full procedure of PGFed is
provided in Algorithm 1.

4.1. Objectives of PGFed

We adopt Eq. (3) as the global objective of PGFed. As
mentioned in Sec. 3.2, an algorithm can simultaneously

leverage characteristics from both explicit and implicit col-
laborative knowledge transfer. In each training round, we
first implicitly transfer the collaborative knowledge to the
clients by embedding it into the globally aggregated model,
θglob, which serves as the round-beginning initialization for
the clients’ personalized models.

To address the explicitness, we design the local objective
as a personalized global objective in the same form as the
global objective of FedAvg (weighted sum of every clients’
risks). Different from the previous exemplar design shown
in Eq. (4), in PGFed, the local objective is defined as:

Fi(θi,αi) = fi(θi) + µ
∑
j∈[N ]

αijfj(θi), (5)

where αi is a N -dimensional vector of learnable scalars
αij > 0 which denotes the personalized weights of fj(·)
on client i. In this way, each client is able to personalize
how much other clients’ risks should contribute to their own
objective. Since M clients are selected for every round, we
initialize every as αij = 1/M ∀i, j ∈ [N ]. This new local
objective slightly changes the global objective to:

min
Θ,A

F (Θ,A) = min
θ1,...,θN ,α1,...,αN

N∑
i=1

piFi(θi,αi), (6)

where A is an N ×N matrix with the i-th row being αi.
Now, the question becomes: how can we overcome the

massive communication cost to achieve explicit personal-
ization? We answer this question in the next subsection.

4.2. Non-local Risk Estimation

In most real-world FL settings, O(N2) communication
cost is often not affordable, and PGFed is no exception. To
achieve the explicitness without having to pay the unafford-
able cost, we estimate the non-local empirical risks by first-
order approximations. Specifically, we define the non-local
empirical risk on client i as fj(θi) ∀j ̸= i, and estimate this
term by using Taylor expansion at θj , i.e.

fj(θi) ≈ fj(θj) +∇θj
fj(θj)

T (θi − θj), (7)

where the higher-order terms are ignored. By plugging the
approximation into Eq. (5), we have:

Fi(θi,αi) ≈ fi(θi) +R[N ]
aux(θi,αi), (8)

R[N ]
aux(θi,αi) = µ

∑
j∈[N ] αij

(
fj(θj) +∇θj

fj(θj)
T (θi − θj)

)
.

(9)
where we defineR[N ]

aux(·) as an auxiliary risk over all client
j ∈ [N ]. It is the existence of the auxiliary riskR[N ]

aux(·) that
makes the proposed algorithm an explicit personalization.

3949



The intuition behind why the approximation might work
lies in the regularization effect of our explicit personal-
ization. As we personalize different clients’ models in
the same form of global objective (Eq. (5)), the non-local
risks restrain the personalized model weights from un-
governed drifting. Compared to an implicit setting (e.g.
FedAvg [26]), the explicitly personalized models are more
regularized, which enables the clients to train their person-
alized models in a more uniform direction. Therefore, as the
regularization effect reduces the gaps between the personal-
ized models, the first-order approximation is rewarded with
a chance to shine in the proposed explicit personalization.

4.3. Gradient-based Update

In PGFed, the personalized models are updated through
gradient-based optimizers such as stochastic gradient de-
scent (SGD). In this section, we derive the gradient of the
local objective of client i with respect to the personalized
model θi and the personalized weights αi for the non-local
risks. Note that the gradient of the local objective is just the
gradient of the local empirical risk plus the gradient of the
auxiliary risk. Therefore, for the gradient w.r.t. θi, we have:

∇θiFi(θi,αi) = ∇θifi(θi) +∇θiR[N ]
aux(θi,αi)

= ∇θi
fi(θi) + µ

∑
j∈[N ]

αij∇θj
fj(θj)︸ ︷︷ ︸

g̃[N]

. (10)

Since the g̃[N ], the auxiliary gradient, is not related to θi,
we can have it computed by the server by acquiring αi from
client i, and ∇θj

fj(θj) from client j.
For the gradient w.r.t. αi, similarly, we have:

∇αij
Fi(θi,αi) = µ

(
fj(θj) +∇θj

fj(θj)
T (θi − θj)

)
= µ

(
fj(θj)−∇θjfj(θj)

Tθj
)︸ ︷︷ ︸

g(1)
α

+µ∇θjfj(θj)
Tθi︸ ︷︷ ︸

g(2)
α

.

(11)

As shown in Eq. (11), this gradient can be split into two
components: the first term, g(1)α , is a scalar purely associ-
ated with client j, which can be uploaded from client j with
little cost; the second term is an interaction between the gra-
dient of client j and the personalized model of client i. To
accurately acquire g(2)α term itself would, again, cost O(N2)
communication overhead. Therefore, we approximate this
term by an average, ḡ[N ], computed by the server, i.e.

g(2)α ≈ ḡT
[N ]θi =

µ

N

 ∑
j∈[N ]

∇θj
fj(θj)

T

θi. (12)

Although transmitting ḡ[N ] can be costly, and it is possible

for the server to transmit the scalar value of g(2)α ≈ ḡT
[N ]θi,

Algorithm 1 PGFed and PGFedMo
Input: N clients, learning rates η1, η2, number of rounds
T , coefficient µ(, momentum β for PGFedMo)
Output: Personalized models θT

1 , ..., θ
T
N .

ServerExecute:
1: Initialize αij ← 1/M ∀i, j ∈ [N ], global model θ0

glob

2: A[i]← αi ∀i ∈ [N ]
3: for t← 1, 2, ..., T do
4: Select a subset of M clients, St
5: g

(1)
t ← {};∇t ← {} // built for next round

6: for i ∈ St in parallel do
7: if t=1 then
8: θt

i , g
(1)
α ,∇f(θt

i),αi ← ClientUpdate(θt−1
glob, t)

9: else
10: g̃St−1

← µ
∑

j∈St−1
αij∇t−1[j]

11: ḡSt−1
← µ

M

∑
j∈St−1

∇t−1[j]

12: θt
i , g

(1)
α ,∇f(θt

i),αi ← ClientUpdate(θt−1
glob, t,

g̃St−1
, ḡSt−1

, g(1)t−1)
13: end if
14: // the next line records the values for next round
15: A[i]← αi; g

(1)
t [i]← g

(1)
α ; ∇t[i]← ∇f(θt

i)
16: θt

glob ←
∑

i∈St
piθ

t
i

17: end for
18: for i ∈ ([N ]− St) in parallel do
19: θt

i ← θt−1
i ; g̃t

i ← g̃t−1
i

20: end for
21: end for
22: return θT

1 , ..., θ
T
N

ClientUpdate(θt−1
global, t (, g̃, ḡ, g(1)t−1)):

1: if t=1 then
2: θt

i ← ClientUpdate(θt−1
global, η1) as in FedAvg

3: else
4: θt

i ← θt−1
global

5: g̃t
i ← g̃ // without momentum

6: g̃t
i ← (1− β)g̃ + βg̃t−1

i // with momentum
7: for Batch of data B ∈ Di do
8: θt

i ← θt
i − η1(∇f(θt

i ,B) + g̃i
t)

9: g(2) = ḡTθi
10: ∀j ∈ g

(1)
t−1 : αij ← αij − η2(g

(1)
t−1[j] + g(2))

11: end for
12: end if
13: g

(1)
α ← µ

(
f(θt

i)−∇f(θt
i)

Tθt
i

)
// for next round

14: return θt
i , g

(1)
α ,∇f(θt

i),αi

we argue that it is not ideal to directly send this scalar to
client i, because the calculations of g(2)α and∇αij

Fi(θi,αi)
are during the process of updating θi. And since calculating
g
(2)
α involves θi, it would be more reasonable to treat ḡT

[N ]θi
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CIFAR10 CIFAR100
25 clients 50 clients 100 clients 25 clients 50 clients 100 clients

Local 72.40±0.45 70.28±0.38 67.39±0.20 32.74±0.08 26.05±0.34 23.06±0.47
FedAvg [26] 65.07±0.25 64.41±0.66 63.19±0.46 28.48±0.59 26.06±0.65 25.58±0.80
FedDyn [1] 67.31±0.36 65.02±0.91 62.49±0.06 34.17±0.43 27.06±0.18 23.88±0.36

pFedMe [35] 70.60±0.23 68.92±0.35 66.40±0.04 27.97±0.24 23.82±0.06 22.35±0.03
FedFomo [43] 72.33±0.03 72.17±0.48 70.86±0.27 32.15±0.61 25.90±1.17 24.48±0.44
APFL [6] 77.03±0.26 77.36±0.18 76.29±0.13 39.16±0.93 35.15±0.65 33.86±0.60
FedRep [5] 76.85±0.44 76.03±0.17 72.30±0.52 33.43±0.80 26.86±0.39 22.76±0.45
LG-FedAvg [23] 72.83±0.28 70.44±0.31 67.55±0.09 33.65±0.19 27.13±0.37 24.82±0.28
FedPer [2] 77.84±0.18 77.76±0.22 75.01±0.20 35.22±0.67 28.63±0.70 25.56±0.26
Per-FedAvg [7] 75.49±0.74 76.27±0.50 75.41±0.35 32.89±0.43 32.24±0.75 32.59±0.21
FedRoD [4] 79.73±0.68 79.61±0.22 77.76±0.32 39.55±0.58 33.87±2.42 31.49±0.19
FedBABU [28] 78.92±0.36 79.35±0.84 76.34±0.22 32.71±0.23 29.66±0.64 27.72±0.11

PGFed (ours) 81.02± 0.41 81.42± 0.31 78.56± 0.35 43.12± 0.03 38.45± 0.44 35.71± 0.54
PGFedMo (ours) 81.20±0.08 81.48±0.32 78.74±0.22 43.44±0.14 38.50±0.45 35.76±0.65

Table 1. Mean top-1 personalized accuracy of the proposed algorithms and the baselines. We report the mean and standard deviation over
three different seeds. The highest and second-highest accuracies under each setting are in bold and underlined, respectively. Within the
comparison of personalized FL algorithms, PGFed and PGFedMo boost the accuracy by up to 15.47%.

as a variable and have it computed by client i locally, rather
than treating it as a constant computed it by the server.

In the descriptions of the proposed algorithm above, we
did not elaborate on how the client selection procedure
would affect the auxiliary risks of each client. As men-
tioned in Sec. 4.1, in each round t, a subset of clients, St
with |St| = M , are selected for the training. We, there-
fore, slightly modify the auxiliary risk fromR[N ]

aux toRSt
aux.

This change will subsequently affect the scope of two terms,
namely the auxiliary gradient g̃[N ] w.r.t. θi (changed to
g̃St

), and ḡ[N ], a portion of the gradient w.r.t. αij (changed
to ḡSt

). We formally define these two new terms below:

g̃St
= µ

∑
j∈St

αij∇θjfj(θj), (13)

ḡSt
=

µ

M

∑
j∈St

∇θj
fj(θj). (14)

To sum up, the auxiliary riskRSt
aux on a client ultimately

results in downloading two server-aggregated gradients g̃St

and ḡSt
(and a negligible scalar g

(1)
α ). Note that while

achieving the explicitness, this server aggregation makes it
infeasible for the client to separate other clients’ gradient
for inferring their data, which protects the clients’ privacy.

4.4. PGFed with Momentum (PGFedMo)

When considering the client selection for each round, the
auxiliary risk changed from R[N ]

aux to RSt
aux. This reduces

the number of clients’ risks involved in the calculation of
auxiliary risk from N to M , which could be a huge loss of

information. To compensate for this loss, each client main-
tains g̃i

St
locally, and every time when the client is selected,

it updates its local auxiliary gradient g̃i
St

in a momentum
manner, i.e.

g̃i
St
← (1− β)g̃i

St
(downloaded) + βg̃i

St
(previous) (15)

In this way, the clients are able to carry the auxiliary gradi-
ent, without having to discard the collaborative knowledge
from the N − M clients each round. We summarize the
proposed algorithm in Algorithm 1.

5. Experiments

5.1. Experimental Setup

Compared methods. We evaluate the proposed algo-
rithms, PGFed and PGFedMo, against a number of state-
of-the-art FL algorithms, including two global FL algo-
rithms: the leading FedAvg and FedDyn that uses a dy-
namically regularized local training, and nine personalized
FL algorithms: pFedME which conducts personalization
with Moreau Envelopes; FedFomo and APFL which in-
terpolates personalized models by interpolation; FedRep,
LG-FedAvg, and FedPer which personalize different
layers of the model; Per-FedAvg which leverages meta-
learning to learn an initial shared model, and one-step fine-
tuning over local data; FedRoDwhich trains a global model
with balanced risk and personalized adaptive predictors
with empirical risk; and FedBABU which focuses on global
representation learning and personalize the model by fine-
tuning for one epoch.
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Datasets. We conduct experiments on four datasets. In
the main content, we report the results on CIFAR10 and CI-
FAR100 [17], and we leave the experiments on OrganAM-
NIST [42] and Office-home [37] dataset in the supplemen-
tary materials. Following [11], we use Dirichlet distribu-
tion with α = 0.3 to partition the dataset into heterogeneous
settings with 25, 50, and 100 clients. For each setting, each
client’s local training and test datasets are under the same
distribution. We report the mean top-1 personalized accu-
racy by averaging the local test accuracies over all clients.

Implementation details. We adopt the same convolu-
tional neural network (CNN)’s architecture as in FedAvg
for all the compared methods. There are 2 convolutional
layers with 32, and 64 5 × 5 kernels and 2 fully connected
layers with 512 hidden units in this architecture. For the
methods that involve representation learning, we split the
model into a feature extractor with the first three layers, and
a classifier with the last layer. We use a stochastic gradient
descent (SGD) optimizer for every method with a fixed mo-
mentum of 0.9. Each method is trained on the dataset for
300 federated rounds. For each federated setting, the client
sample rate is set to 25%, and the local training epochs is
set to 5. The learning rate is tuned from {0.1, 0.01, 0.001,
0.0001} for every method. For PGFed, the coefficient for
the auxiliary risk, µ, is tuned from {0.1, 0.05, 0.01, 0.005,
0.001}. For PGFedMo, the momentum, β, is tuned from
{0.2, 0.5, 0.8}. More details about hyperparameters values
are included in the Supplementary Material.

5.2. Main Results and Analysis

We report the mean and standard deviation of three dif-
ferent seeds for each setting. As shown in Tab. 1, our
method achieves the highest mean accuracies under all set-
tings. With large data heterogeneity using Dir(0.3) as in
our experiments, local training can often achieve better
performance than participating in global FL. As the num-
ber of clients increases, the clients benefit more from FL,
since local training is more likely to overfit on the small
local datasets. Within the comparison of personalized
FL algorithms, PGFed and the momentum upgrade,
PGFedMo, enjoy performance improvements by up to
15.47% in accuracy (CIFAR100 with 25 clients), outper-
forming the methods that personalize different components
of the model such as FedRep, LG-FedAvg, and FedPer,
and even with the fine-tuning in FedBABU and the meta-
learning Per-FedAvg, as well as the interpolation meth-
ods such as APFL and FedFomo. With the global model
and the personalized adapter, FedRod benefits the local
performance by the most within the baselines, yet was still
exceeded by PGFed and PGFedMo by up to 4.63% (on CI-
FAR100 with 50 clients). For PGFed, the momentum up-
grade, PGFedMo, further boosts its performance since more

clients’ risk is included in the clients’ auxiliary risks with
the momentum update.

25 clients 50 clients 100 clients
#round speedup #round speedup #round speedup

APFL 31 1.0× 28 1.7× 24 2.6×
FedPer 8 3.9× 6 7.8× 8 7.9×
Per-FedAvg 31 1.0× 47 1.0× 63 1.0×
FedRoD 26 1.2× 35 1.3× 10 6.3×
PGFed 9 3.4× 14 3.4× 15 4.2×
PGFedMo 9 3.4× 14 3.4× 15 4.2×

Table 2. The number of rounds to achieve 70% mean top-1 per-
sonalized accuracy on CIFAR10. The speedup is computed based
on the slowest approach listed (i.e. “1.0×”).

In Tab. 2, we show the convergence speed of the person-
alized algorithms by reporting the round numbers at which
the algorithms achieve 70% mean top-1 personalized accu-
racy on CIFAR10. For each setting, we set the algorithm
that takes the most round to reach 70% as “1.0×”, and
find that the proposed PGFed and PGFedMo consistently
present a decent amount of speedup from the compared per-
sonalized FL algorithms. Among the six compared person-
alized FL algorithms, FedPer has the fastest convergence
speed, due to the smaller size of the globally aggregated
model component (only the feature extractor layers are ag-
gregated in FedPer). Although not fastest, PGFed and
PGFedMo still have an average of 3.7× speed up in conver-
gence rate, while enjoying the best performance in accuracy.

25 clients 50 clients 100 clients

FedAvg −8.99±10.36 −8.90±15.48 −5.02±14.30

APFL 2.79± 8.07 5.73± 8.43 8.37± 6.91
FedPer 5.31± 2.56 8.31± 6.00 8.63± 5.26
Per-FedAvg 0.72± 6.22 5.02± 7.39 8.09± 7.00
FedRoD 7.80± 3.68 8.84± 6.29 10.68±6.14
PGFed 8.49± 4.67 10.78±5.88 11.15±5.06
PGFedMo 8.61± 3.59 10.90±6.11 11.16±5.44

Table 3. Mean and standard deviation of the individual perfor-
mance gain over Local training in terms of accuracy% on local
test set on CIFAR10.

Besides the overall performance and the convergence
speed, we take a micro-perspective to examine the indi-
vidual performance gain over the Local training. Specifi-
cally, we concentrate on the statistics of the individual per-
formance gain across the federation of clients, which can
indicate the fair performance of the algorithms. For in-
stance, the individual gain with a high standard deviation
might indicate that the performance gains on some clients
come with a sacrifice over the performance gains (little or
negative gains) on other clients. In Tab. 3 and 4, we show
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Figure 3. Visualization of the change in A. (a) is a heat map of the change in A. For (b) and (c), the Y-axis of Figure (b) represents the
column average of the change in A (the average change of weights of client j’s empirical risk on other clients). The Y-axis of (c) is the
row average of the change in A (the average change of weights of the auxiliary risk on client i). Through the regression line, we verify the
positive correlation between ∆Aj and nj in (b), and the negative correlation between ∆αi and ni in (c).

25 clients 50 clients 100 clients

FedAvg −3.29± 4.22 0.02± 4.63 1.77± 6.38
APFL 6.48± 2.93 8.70± 3.37 9.31± 4.55
FedPer 3.43± 1.80 2.16± 2.45 2.31± 3.54
Per-FedAvg 0.07± 3.71 5.47± 3.86 7.49± 5.73
FedRoD 7.32± 2.68 6.59± 3.17 7.47± 3.69

PGFed 9.34± 1.71 9.01± 2.97 12.05±3.93
PGFedMo 9.40± 1.87 8.99± 2.76 12.07±3.97

Table 4. Mean and standard deviation of the individual perfor-
mance gain over Local training in terms of accuracy% on local
test set on CIFAR100.

that while enjoying the highest mean individual gains un-
der each setting, the standard deviations of both PGFed
and PGFedMo are reasonably small as well, suggesting a
fair boost of performance from every client. We attribute
the high mean and low standard deviation merit of the pro-
posed algorithms to the explicitness of our design of local
objectives. Although clients’ local objectives are personal-
ized, the explicitness enables the clients’ local objectives to
be of the same form (weighted sum of multiple empirical
risks). And each client’s local empirical risk takes roughly
1/(1 + µ) of its own objective, which is the same for every
client, hence the similar individual performance gain and
fair federated personalization.

5.3. Visualization of Coefficient Matrix A

We investigate the coefficient matrix, A, of αij’s in
PGFed (recall that αij is the coefficient of client j’s empir-
ical risk on client i). Specifically, we visualize the change
of all αij ∀i, j ∈ [N ] on CIFAR10 with 25 clients. As a
refresher, αi, the i-th row of A, represents the vector of
weights indicating how much client i values other clients’
risks. The j-th column of A, Aj , represents the vector of

weights indicating how much client j is valuable towards
other clients’ risks.

In theory, without the first-order estimation (see Eq. (5)),
the gradient of αij equals µfj(θi), which is non-negative.
This suggests that αij will always converge to 0 given
enough time, i.e. ∀i, j ∈ [N ], limt→∞ αij = 0. However,
since fj(θi) is estimated through Taylor expansion, and
higher order terms are omitted, in practice of PGFed, αij

has a chance to increase (pink and red blocks in Fig. 3(a)),
or decreases more slowly (light blue in Fig. 3(a)), as long as
client i’s local objective decreases. Therefore, whether αij

changes in the positive or negative directions depends on
whether fj(·) can be “helpful” to reduce the local objective
of client i as a result of optimization.

We quantify this “help” that client j can offer by ∆Aj :
the average change of the j-th column of A (i.e. αij ∀i ∈
[N ]), and quantify the “help” that client i needs by ∆αi:
the average change of the i-th row of A (i.e. αij ∀j ∈ [N ]).
An intuitive indicator of this “help” is the number of lo-
cal training samples. From the perspective of client j (the
helper), larger local training set of client j should be able
to make its empirical risk more likely to be helpful to other
clients. From the perspective of client i (the helpee), smaller
training set of client i should require more help from others.
Therefore, ideally, ∆Aj and ∆αi should be positively and
negatively correlated to the number of local training sam-
ples, respectively. This is verified as a finding in the result-
ing A of PGFed in Fig. 3(b) and Fig. 3(c).

5.4. Generalizability to New Clients

In real-world FL settings, it is possible that some clients
did not participate in the FL training, but wish to have a
model that could quickly adapt to their local data. This
makes it especially desirable for a personalized FL algo-
rithm to possess excellent adaptive ability. By design,
PGFed is able to generate a global model as a side product
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Figure 4. A comparison w.r.t. generalizability on new clients on CIFAR10 and CIFAR100. We fine-tune the global models of different
FL approaches and compare them with Local training. For FL approaches, we first train the global models on 80 clients for 150 rounds
before fine-tuning them on 20 new clients for 20 epochs. (a) and (c) show the final mean personalized accuracies over the 20 new clients
on CIFAR10 and CIFAR100, respectively. (b) and (d) show the learning curve along the fine-tuning.

(line 16 of Algorithm 1). Therefore, we simulate such a set-
ting and study the generalizability of our global model, and
compare it against several baseline algorithms (global and
personalized) that also produce the global model. Specif-
ically, we simulate this setting by conducting FL over 80
clients randomly selected from 100 clients on CIFAR10
and CIFAR100 datasets, and fine-tuning the trained global
model on the rest 20 new clients. Besides Local train-
ing, we compare PGFed and PGFedMo with FedAvg
and Per-FedAvg, whose goal is to train an easy-to-adapt
model. The results are shown in Fig. 4.

Since the local fine-tuning on the 20 new clients is a
standard vanilla training with SGD for all five compared
methods, a high mean personalized accuracy directly indi-
cates stronger overall generalizability of the global model
(for FL algorithms), especially when the starting mean ac-
curacies (before fine-tuning) are roughly the same. From
Fig. 4, we can see that the Local trained models do not
generalize well on local test data, since the size of the local
dataset is likely to be small with a 100-client setting. For
the FL algorithms, PGFedMo achieves the best mean per-
sonalized accuracy, which shows strong generalizability of
the global model of the proposed algorithm thanks to the
explicit design. While not being the main focus, the high
generalizability of PGFed’s and PGFedMo’s global mod-
els shown on new clients also indicates the models’ strong
adaptiveness in the original personalized FL task.

6. Conclusion and Discussion
In this work, we discovered that a personalized FL algo-

rithm’s explicitness enhances models’ generalizability, re-
sulting in better local performance. Based on our observa-
tions, we proposed, PGFed, and its momentum upgrade,
PGFedMo. Both algorithms explicitly transfer the collab-
orative knowledge across the clients by formulating their

local objectives as personalized global objectives. This
is achieved without introducing the seemingly unavoidable
massive communication costs or potential privacy risk. Our
extensive experiments demonstrated the improvements of
the proposed algorithms over state-of-the-art methods on
four datasets under different heterogeneous FL settings.

We expect the proposed framework to be extended in dif-
ferent directions. First, since the proposed framework is
agnostic, it can be potentially combined with existing im-
plicit FL algorithms such as [23, 5, 6, 2, 4, 28]. Moreover,
although the proposed work manages to avoid the O(N2)
communication overhead, since it still costs roughly 2.5×
the communication of FedAvg, a more communication-
efficient method is also worth investigations. We leave these
directions for future work.
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