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Abstract—Neural networks (NNs) playing the role of con-
trollers have demonstrated impressive empirical performance on
challenging control problems. However, the potential adoption
of NN controllers in real-life applications has been signifi-
cantly impeded by the growing concerns over the safety of
these neural-network controlled systems (NNCSs). In this work,
we present POLAR-Express, an efficient and precise formal
reachability analysis tool for verifying the safety of NNCSs.
POLAR-Express uses Taylor model arithmetic to propagate
Taylor models (TMs) layer-by-layer across a neural network to
compute an over-approximation of the neural network. It can
be applied to analyze any feed-forward neural networks with
continuous activation functions, such as ReLU, Sigmoid, and
Tanh activation functions that cover the common benchmarks for
NNCS reachability analysis. Compared with its earlier prototype
POLAR, we develop a novel approach in POLAR-Express to
propagate TMs more efficiently and precisely across ReLU
activation functions, and provide parallel computation support
for TM propagation, thus significantly improving the efficiency
and scalability. Across the comparison with six other state-of-
the-art tools on a diverse set of common benchmarks, POLAR-
Express achieves the best verification efficiency and tightness in
the reachable set analysis. POLAR-Express is publicly available
at https://github.com/ChaocHuang2018/POLAR_Tool.

Index Terms—Neural-Network Controlled Systems; Reachabil-
ity Analysis; Safety Verification; Formal Methods

I. INTRODUCTION

Neural networks (NNs) have been successfully used for
decision making in a variety of systems such as autonomous
vehicles [1], [2], [3], aircraft collision avoidance systems [4],
robotics [5], HVAC control [6], [7], and other autonomous
cyber-physical systems (CPSs) [8], [9]. NN controllers can be
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obtained using machine learning techniques such as reinforce-
ment learning [10], [11], imitation learning [12], [13], and
transfer learning [14]. However, the usage of NN controllers
raises new challenges in verifying the safety of these systems
due to the nonlinear and highly parameterized nature of neural
networks and their closed-loop formations with dynamical sys-
tems [15], [16], [17], [18], and adversarial perturbations [19],
[20], [21]. In this work, we consider the reachability verifica-
tion problem of neural-network controlled systems (NNCSs).

Uncertainties around the state, such as those inherent in state
measurement or localization systems, or scenarios where the
system can start from anywhere in an initial space, require the
consideration of an initial state set rather than a single initial
state for the reachability problem. Specifically, we define the
reachability problem for NNCSs as follows.

Definition 1 (Reachability Problem of NNCSs). The reacha-
bility problem of an NNCS is to determine whether the system
can reach a given goal state set from any state within an initial
state set of the system, whereas the bounded-time version of
this problem is to determine the reachability within a given
bounded-time horizon.

We show Fig 1 as an example of this set-based closed-
loop reachability analysis. It is worth noting that simulation-
based testings [22], which sample initial states from the initial
state set, cannot provide formal safety guarantees such as
“no system trajectory from the initial state set will lead to
an obstacle collision.” In this paper, we consider reachability
analysis as the class of techniques that aim at tightly over-
approximating the set of all reachable states of the system
starting from an initial state set.

Reachability analysis of general NNCSs is notoriously hard
due to nonlinearities that exist in both the NN controller
and the physical plant. The closed-loop coupling of the NN
controller with the plant adds another layer of complexity.
To obtain a tight over-approximation of the reachable sets,
reachability analysis needs to track state dependencies across
the closed-loop system and across multiple time steps. While
this problem has been well studied in traditional closed-loop
systems without NN controllers [23], [24], [25], [26], [27],
[28], it is less clear whether it is important to track the
state dependency in NNCSs and how to track the dependency
efficiently given the complexity of neural networks. This paper
aims to bring clarity to these questions by comparing different
approaches for solving the NNCS reachability problems.
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Fig. 1: An illustrating example of the reachability problem.
The system shown in the figure can start from any state in
the initial state set (black). Each polygon (blue) is the over-
approximation of the state set after a control step by the
NN controller. In this example, the over-approximation of the
reachable set falls in the target set (green). Therefore, this
goal-set-reaching verification problem is proven to be True.

Existing reachability analysis techniques for NNCSs typi-
cally use reachability analysis methods for dynamical systems
as subroutines. For general nonlinear dynamical systems, the
problem of exact reachability is undecidable [29]. Thus, meth-
ods for reachability analysis of nonlinear dynamical systems
aim at computing a tight over-approximation of the reachable
sets [30], [31], [32], [33], [34], [25], [27], [26]. On the other
hand, there is also rich literature on verifying neural networks.
Most of these verification techniques boil down to the problem
of estimating or over-approximating the output ranges of the
network [35], [36], [37], [38], [39], [40]. The existence of
these two bodies of work gives rise to a straightforward
combination of NN output range analysis with reachability
analysis of dynamical systems for solving the NNCS reach-
ability problem. However, early works have shown that this
naive combination with a non-symbolic interval-arithmetic-
based [41] output range analysis suffers from large over-
approximation errors when computing the reachable sets of the
closed-loop system [16], [15]. The primary reason is the lack
of consideration of the interactions between the NN controller
and the plant dynamics. Recent advances in the field of NN
verification feature more sophisticated techniques that can
yield tighter output range bounds and track the input-output
dependency of an NN via symbolic bound propagation [38],
[42], [40]. This opens up the possibility of improvement for
the aforementioned combination strategy by substituting the
non-symbolic interval-arithmetic-based technique with these
new symbolic bound estimation techniques.

New techniques have also been developed to directly ad-
dress the verification challenge of NNCSs. Early works mainly
use direct end-to-end over-approximation [16], [15], [43]
of the neural-network function, i.e. computing a function
approximation of the neural network with guaranteed error
bounds. While this approach can better capture the input-
output dependency of a neural network compared to output
ranges, it suffers from efficiency and scalability problems due
to the need to sample from the input space. This approach is
superseded by more recent techniques that leverage layer-by-
layer propagation in the neural network [17], [44], [45], [46].
Layer-by-layer propagation techniques have the advantage of
being able to exploit the structure of the neural network. They
are primarily based on propagating Taylor models (TMs) layer

by layer via Taylor model arithmetic to more efficiently obtain
a function over-approximation of the neural network.

Scope and Contributions: We present POLAR-Express, a
significantly enhanced version of our earlier prototype PO-
LAR [46]. Inherited from POLAR [46], POLAR-Express uses
layer-by-layer propagation of TMs to compute function over-
approximations of NN controllers. Our technique is applicable
to general feed-forward neural networks with continuous (but
not necessarily differentiable) activation functions. Compared
with POLAR, POLAR-Express has the following new features.

« A more efficient and precise method for propagating TMs
across non-differentiable ReLU activation functions.

o Multi-threading support to parallelize the computation
in the layer-by-layer propagation of Taylor models for
neural-network controllers, which significantly improved
the efficiency and scalability of our approach for complex
systems.

« Comprehensive experimental evaluation with recent state-
of-the-art tools such as RINO [47], CORA [48], and
Juliareach [49]. Across a diverse set of benchmarks and
tools, POLAR-Express achieves state-of-the-art verifica-
tion efficiency and tightness of over-approximation in the
reachable set analysis, outperforming all existing tools.

More specifically, compared with the existing literature [40],
[18], [48], [49], [47], [46], [44], we provide the most com-
prehensive experimental evaluation across a wide variety of
NNCS benchmarks including NN controllers with different
activation functions and dynamical systems with up to 12
states. In terms of the over-approximation approach for NN,
existing tools can be categorized into two classes. The first
class shares the common idea of integrating NN output
range analysis techniques with reachability analysis tools for
dynamical systems, such as a, 5~-CROWN [40], NNV [18],
CORA [48], JuliaReach [49], and RINO [47]. The second class
focuses on passing symbolic dependencies across the NNCS
and across multiple control steps during reachability analysis,
such as POLAR-Express and Verisig 2.0 [44]. Through the
comparisons, we hope this paper can also serve as an acces-
sible introduction to these analysis techniques, for those who
wish to apply them to verify NNCSs in their own applications
and for those who wish to dive more deeply into the theory
of NNCS verification.

II. BACKGROUND

We first introduce the technical preliminaries and review
existing techniques for the safety verification of NNCSs. An
NNCS is often defined by an ODE that is governed by
a feed-forward neural network at discrete times. Although
it is undecidable to know if a state is reachable for an
NNCS starting from an initial state, we may compute an
over-approximated set of reachable states. The safety of an
NNCS can be proven by showing that the reachable set of
this NNCS does not contain any unsafe state. Although more
general safety or robustness of an NNCS can be proven by
computing an invariant for the system reachable states [50],
[51], [52], [53], it is still hard to handle a large number of
system variables and general nonlinear dynamics. Hence, most



Algorithm 1: Reachable set computation for NNCSs
based on set propagation.
Input: Definition of the system modules, number of
control steps K, the initial state set Xg.
Output: Over-approximation of the reachable set in K
steps.
1: X < Xo, R < ); # the resulting over-approximate set
2: fori=0to K —1do
3:  Computing an over-approximation U; for the NN
output w.r.t. the input set X;;
4:  Computing a set F of flowpipes for the plant
dynamics from the initial set X; in a control step;
55 R+ RUF;
:  Evaluating an over-approximation for the reachable
set after the control step and assigning it to X;41;
7: end for
return R.

*®

of the existing methods for reachability analysis use the set
propagation scheme [54]. That is, an over-approximation of
the reachable set in a bounded time horizon can be obtained
by iteratively computing a super-set for the reachable set in
a time step and propagating it to the set computation for the
next step. More precisely, starting from a given initial set X,
a set propagation method computes an over-approximation of
the reachable set ®;¢[o,51(Xo,t) where ¢ is the time step, ®
denotes the system’s evolution function (flowmap) that is often
unknown. It then repeats the above work from the obtained
reachable set over-approximation at the end of the previous
step and computes a new over-approximation for the current
one. The over-approximation segments are called flowpipes.
Such a scheme has been proven effective in handling various
system dynamics and efficient in handling large numbers of
state variables [16], [18], [45], [49], [46], [47].

Algorithm 1 shows the main framework of set propagation
for NNCSs. Starting with a given initial set X, the main
algorithm repeatedly performs the following two main steps
to compute the flowpipes in the (i + 1)-th control step for
1=0,1,..., K—1: (a) Computing the range U; of the control
input. This task is to compute the output range of the NN
controller w.r.t. the current system state. Since the current
system state is a subset of the latest flowpipe, I/; is computed
as an over-approximate set. (b) Flowpipe construction for the
continuous dynamics. According to the obtained range U; of
the constant control inputs, the reachable set in the current
control step can be obtained using a flowpipe computation
method for ODEs.

Existing methods can be mainly classified into the following
two groups based on their over-approximation purposes.

(I) Pure range over-approximations for reachable sets. The
techniques in this group aim at directly over-approximating
the range of the reachable set using geometric or algebraic
representations such as intervals [55], zonotopes [56] or other
sets represented by constraints. Such an approach can often be
developed by designing the over-approximation methods for
the plant and controller individually and then using a higher-
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Fig. 2: Taylor model over-approximation of a flowmap.

level algorithm to make the two methods work cooperatively
for the closed-loop system. Many existing tools for computing
the reachable set over approximations under the continuous
dynamics defined by linear or nonlinear ODEs can be used
to handle the plant, such as VNODE-LP[24], SpaceEx [25],
CORA [26], and Flow* [27]. On the other hand, the task
of computing the output range of a neural network can be
handled by various output range analysis techniques developed
in recent years [57], [58], [59], [60], [35], [36], [61], [62], [39],
[38], [18], [42], [40]. The main advantages of the techniques in
this group are twofold. First, there is no need to develop a new
technique from scratch, and the correctness of the composed
approach can be proven easily based on the correctness of the
existing methods for the subtasks. Second, the performance of
the approach is often good on simple case studies since it can
use well-engineered tools as primitives. However, since those
methods mainly focus on the pure range over-approximation
work, and do not just lightly track the dependencies among the
state variables under the system dynamics, it may accumulate
significant over-approximation error when the plant dynamics
is nonlinear or the initial set is large, making the resulting
bounds less useful in proving properties of interest.

(II) Functional over-approximations for system evolution.
The reachable set over-approximation methods in this category
focus on a more challenging task than only over-approximating
the reachable set ranges. They seek to compute an over-
approximate function for the flowmap ® of an NNCS. As
we pointed out in the previous section, ® is a function only
in the variables representing the initial state and the time, and
it often does not have a closed-form expression. However, it
can be over-approximated by a Taylor model (TM) over a
bounded time interval. Fig 2 gives an illustration in which
the TM p(xo,to + 7) + [a,b] is guaranteed to contain the
range of the function ®(x,to+ 7) for any initial state &y and
t € [0, 0]. In practice, we usually require & to be in a bounded
set. Such a TM provides a functional over-approximation
rather than a pure range over-approximation which allows
tracking the dependency from a reachable state to the initial
state approximately. Functional over-approximations often can
handle more challenging reachability analysis tasks, in which
larger initial sets, nonlinear dynamics, or longer time horizons
are specified. Recent work has applied interval, polynomial,
and TM arithmetic to obtain over-approximations for NNCS
evolution [16], [15], [44], [46]. These techniques are often
able to compute more accurate flowpipes than the methods in
the other group but are often computationally expensive due
to the computation of nonlinear multivariate polynomials for



TABLE I: Summary of the tools evaluated in this paper.

Tool ‘ Category ‘ Dy}:;lr‘:\[ics %ﬂ;‘::?}:;n ‘ chn:f:rl\lalion
a,f‘-;}ZSLVN ‘ ) ‘ nonlinear continuous ‘ ’]E:)l/il;\r/arlniggl
w0 [ el R g
Juliareach | [0 | nonlinear | continuous | Zonotope + Taylor model
CORA | (1) | nonlinear | continuous | Polynomial zonotope
RINO | 1)) | nonlinear | differentiable | interval + interval Taylor series
Verisig 2.0 ‘ [Q19) ‘ nonlinear ‘ differentiable Taylor model
POLAR-Express | [0)) | nonlinear | continuous | Taylor model

tracking the dependencies.

Existing tools. We consider the following tools in the exper-
imental evaluation: NNV [18], Verisig 2.0 [44], CORA [48],
JuliaReach [49] and RINO [47]. Additionally we also simply
combine the use of a, 3-CROWN [40] and Flow* [27] to
provide a baseline for the performance of pure range over-
approximation. We summarize the key aspects of the tools
in Table I. Basically, NNV, CORA, JuliaReach, and RINO
compute range over-approximations, while Verisig 2.0 and
POLAR-Express compute functional over-approximations.

Taylor models. Taylor models were originally proposed to
compute higher-order over-approximations for the ranges of
continuous functions (see [63]). They can be viewed as a
higher-order extension of intervals. A Taylor model (TM) is
a pair (p,I) wherein p is a polynomial of degree k over a
finite group of variables zi,...,z, ranging in an interval
domain D C R"™, and I is the remainder interval. Given a
smooth function f(x) with & € D for some interval domain
D, its TM can be obtained as (p(x),I) such that p is the
Taylor expansion of f at some &y € D, and [ is an interval
remainder such that Vo € D.(f(x) € p(z) + 1), ie, p+ 1
is an over-approximation of f at any point in D. When the
order of p is sufficiently high, the main dependency of the f
mapping can be captured in p. Basically, the polynomial p can
be any polynomial approximation of the function f, and it is
unnecessary to only use Taylor approximations.

When a function f(x) is overly approximated by a TM
(p(x),I) wrt. a bounded domain D, the approximation
quality, i.e., size of the overestimation, is directly reflected
by the width of I, since f(x) = p(x) for all * € D when
I is zero by the TM definition. Given two order £ TMs
(p1(x),I;) and (p2(x),I2) that are over-approximations of
the same function f(z) w.r.t. a bounded domain D C R”,
we use (p1(x),I1) <k (p2(x),I2) to denote that the width
of I, is smaller than the width of I in all dimensions, i.e.,
(p1(x), I;) is a more accurate over-approximation of f(x).

TMs are proven to be powerful over-approximate represen-
tations for the flowmap of nonlinear continuous and hybrid
systems [64], [65], [66]. Although polynomial zonotopes [67]
are also polynomial representations, they are not expressed
in the same variables as the system flowmap functions and
therefore not functional over-approximations. Interval Taylor
Series (ITS) are univariate polynomials in the time variable
t where the coefficients are intervals. ITS are often used as
nonlinear range over-approximations for ODE solutions [24].

III. PROBLEM FORMULATION

We use the formal model presented in Fig 3 to describe the
behavior of an NNCS. It is a composition of four modules,
each of which models the evolution or input-output mapping
of the corresponding component in an NNCS. The top three
modules form the controller of the system, it retrieves the
sensor data y, computes the control input u, and applies it to
the plant at discrete times ¢t = 0, d,, . .., kd, ... for a control
step size d. > 0. The roles of the modules are described below.
Plant. This is a model of the physical process. We use an ODE
over the n state variables « and m control inputs u to model
the evolution of the physical process such as the movement
of a vehicle, the rotation of a DC motor, or the pitch angle
change of an aircraft. In the paper, we collectively represent
a set of ordered variables x1,...,x, by . We only consider
the ODEs which are at least locally Lipschitz continuous such
that its solution w.r.t. an initial condition x(0) = ¢ € R" is
unique [68].

Preprocessing Module. This module transforms the sample
data. It serves as the gate of the controller. At the time ¢ =
ko., for every kK = 0,1,..., it retrieves the sensor data y,
which can be viewed as the image under a mapping from
the actual system state x(t), and further transform it to an
appropriate format z for the controller’s NN component. For
instance, a typical preprocessing task in a collision avoidance
control system could be computing the relative distances of
the moving objects.

Neural Network. This is the core computation module for the
control inputs. It maps the input data z to the output value v
according to the layer-by-layer propagation rule defined in it.
In the paper, we only consider feed-forward neural networks.
Since the paper focuses on the formal verification of NNCSs,
the neural network is explicitly defined as a part of the NNCS.
Postprocessing Module. This module transforms the NN
output value to the control input. Typically, it is used to keep
the final control input in the actual actuating range or to filter
out inappropriate input values.

We assume that the preprocessing and postprocessing mod-
ules can only be defined by a conjunction of guarded transi-
tions each of which is in the form of

v(z) — ' =1(z) (1)

such that the guard ~(x) is a conjunction of inequalities
in x, and II is a transformation from x. Here, we assume
that all guards are disjoint, and allow (1) to have polynomial
arithmetic and the elementary functions sin(-), cos(-), exp(-),
log(+), v/ - - Then the expressiveness is sufficient to define
lookup tables.

Preprocessing z v Postprocessing
—_— _—
z2=g() u = h(v)

v =k(z)

y = n(x) Plant u
X = flx,u)

Fig. 3: Formal model of NNCS.
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Fig. 4: The 2D spacecraft docking environment. (a) The goal is
to start from some initial position and move towards the origin.
(b) The safe speed limit v, . decreases as the position of the

spacecraft approaches the origin.

Example 1 (2D Spacecraft Docking). We consider the dock-
ing of a spacecraft in a 2D plane. The benchmark is de-
scribed in [69]. As shown in Fig 4, the control goal is
to steer the spacecraft to the position at the origin while
the velocity should be kept in a safe range. The whole
benchmark can be modeled by an NNCS with 5 variables:
T = (2,Y,Vs, 0y, V)] wherein (z,y) denotes the posi-
tion of the spacecraft, (vy,v,) denotes the velocity, and
Usge = 0.2 4 0.002054+/22 4+ y2 is a particular variable
that indicates a position-dependent safe limit on the speed.
The dynamics is defined as in equation 2 where f, and
fy constitute the control input w = (f, f,) which is ob-
tained by a neural network controller k. The input z =

20y, 20y, 4 /U2 + V2, Vsafe) Of the neural network

y
(000> T000°
is prepossessed from x. The output v = (ug,u,) of the neural
network is postprocessed to f, = tanh(u,), f, = tanh(u,).

0.002054(z - vy +y - vy)
Usafe

v = 0.002054v, + 3 x (0.001027)%x + f,/12,

vy = —0.002054v, + f,/12,

Executions of NNCSs. Starting from an initial state g € R,
for all 4 = 0,1,..., the system state x(¢) in the (i + 1)-st
control step t € [id, (¢ + 1)d.] is defined by the solution of
the ODE & = f(x,u;) w.rt. the initial state x(id.) and the
control input u; which is obtained as u; = horogom(x(id.)),
where h, K, g, ™ are shown in Fig 3. If we denote the solution
of the ODE w.r.t an initial state o and a particular control
input w’ by x(t) = ®s(xo,t,u’), the system state at a time
t € [idc, (i + 1)d.] for any ¢ > 0 from the initial state xo can
be expressed recursively by

z(t) = @p(x(i0c), t — 10, u;)

where u; = ho ko gom(x(id.))

T ="Vg, Y=7Uy, Usafe=

2

3)

such that £(0) = xo. We also call this state a reachable
state. Without noises or disturbances from the environment,
an NNCS has deterministic behavior, and its evolution can
be defined by a flowmap function in the form of ®(x,t),
i.e., the reachable state from an initial state x( at a time ¢ is
x(t) = ®(xo,t), and it is uniquely determined by the initial
state and the time. Unfortunately, ® usually does not have a
closed-form expression.

Algorithm 2: Framework of POLAR-Express.

Input: Plant dynamics @’ = f(«, u), preprocessing g(-),
postprocessing h(-), NN controller x(-), number of
control steps K, initial set X.

Output: Over-approximation of the reachable set over the
time interval of [0, Kd.] with d. as control step size.

I: R+ 0, Xy < Xo;

2: fori=0to K —1do

3:  Computing a superset }; for the range of w(X;);
4

5

Computing a superset Z; for the range of g(};);

Computing a superset V; for the range of x(Z;), with

multi-threading support;

Computing a superset U; for the range of h(V;);

7. Computing a set F of flowpipes for the continuous
dynamics & = f(x,u) with u € U; from the initial set
x(0) € X; over the time interval of [id,, (¢ + 1)d.];

8: R+ RUF;

. Evaluating an over-approximation for the reachable set
at the time ¢t = (i + 1)d, based on F and assigning it
to Xiq1;

10: end for
11: return R.

=)

The reachability analysis task with respect to two given
system states @, x’ and an NNCS asks whether @’ is reach-
able from a under the evolution of the system. Reachability
analysis plays a key role in the safety verification of dynamic
systems. However, it is a notoriously difficult task due to the
undecidability of the reachability problem on the systems de-
fined by nonlinear difference equations [70]. In order to prove
the safety of a system, most of the reachability techniques seek
to compute an over-approximation of the reachable set. If no
unsafe state is contained in the over-approximated reachable
set, the system is guaranteed to be safe.

IV. FRAMEWORK OF POLAR-EXPRESS

We present the POLAR-Express framework in Algorithm 2
to compute flowpipes for NNCSs. It uses the standard set-
propagation framework Algorithm 1 but has the following
novel elements: (1) Polynomial over-approximation for acti-
vation functions using Bézier curves. (2) Symbolic represen-
tation of TM remainders in layer-by-layer propagation. (3)
A seamless integration of the above techniques to compute
accurate flowpipes for NNCSs. The last two novel elements
are the new contributions of POLAR-express when compared
to POLAR: (4) A more precise and efficient method for
propagating TMs across ReLU activation. (5) Multi-threading
support to parallelize the computation in the layer-by-layer
propagation of TMs for NN. The details are explained below.
Computing Y; and ;. Given a preprocessing or postprocess-
ing module and its input set which is represented as a TM, an
output TM can be obtained by computing the reachable sets
of the guarded transitions. Given a guarded transition of the
form (1) along with a TM S for «’s range, the reachable set
S’, i.e., the range of &', can be computed by first computing
the intersection S; = S N {x|y(z)} and then evaluating



Algorithm 3: Layer-by-layer propagation using poly-
nomial arithmetic and TMs
Input: Input TM (p1 (o), 1) with g € X, the M +1
matrices Wy, ..., Wy of the weights on the
incoming edges of the hidden and the output layers,
the M + 1 vectors By, ..., Bjs41 of the neurons’
bias in the hidden and the output layers.
Output: a TM (p, (), I,) that contains the set
w((p1 (o), I1)).
(pr 1) < (p1, [1);
:fori=1to M +1do
(pe, It) < Wi (pr, 1) + By
Computing a polynomial approximation p, ; for the
vector of the current layer’s activation functions o
w.r.t. the domain (p¢, I1);
5. Evaluating a conservative remainder I, ; for p, ;
w.r.t. the domain (p:, I;);
. (pr; Ir) — pa,i(pt + [t) + Ia,i;
7: end for
return (p,,I.).

B

*®

II(.Sy) using TM arithmetic [71]. Although TMs are not closed
under an intersection with a semi-algebraic set, we may use
the domain contraction method proposed in [64] to derive an
over-approximate TM for the intersection.

A. Layer-by-Layer Propagation using TMs

POLAR-Express uses the layer-by-layer propagation

scheme to compute a TM output for the NN, and features
the following key novelties: (a) A method to selectively
compute Taylor or Bernstein polynomials for activation
functions. The purpose is to derive a smaller error according
to the approximated function and its domain. The Bernstein
polynomials are represented in their Bézier forms. (b)
A technique to symbolically represent the intermediate
linear transformations of TM interval remainders during
the layer-by-layer propagation. The purpose of using
Symbolic Remainders (SR) is to reduce the accumulation of
overestimation produced in composing a sequence of TMs.
The approach is described as follows.
Layer-by-Layer Propagation with Multi-Threading Sup-
port. The framework of layer-by-layer propagation has been
widely used to compute NN output ranges. Most of the existing
methods use range over-approximations such as intervals with
constant bounds [57], [72] or linear polynomial bounds [38],
zonotopes [62], [39], star sets [18]. Some TM-based meth-
ods are also proposed [16], [15], [45] to obtain functional
over-approximations for the input-output mapping of an NN.
However, the use of functional over-approximations in the
reachability analysis of an NNCS as a whole has not been
well investigated. Hence, we propose the following approach
to better over-approximate the input-output dependency than
the existing state-of-the-art.

Algorithm 3 presents the main framework of our approach
without using SR and focuses on the novelty coming from
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Fig. 5: Single layer propagation

the tighter TM over-approximation for the activation func-
tions (Lines 4 and 5). Before introducing our selective over-
approximation method, we describe how a TM output is
computed from a given TM input for a single layer. The
idea is illustrated in Fig. 5. The circles in the right column
denote the neurons in the current layer which is the (i 4 1)-
th layer, and those in the left column denote the neurons in
the previous layer. The weights on the incoming edges to
the current layer are organized as a matrix W;, while we
use B; to denote the vector organization of the biases in the
current layer. Given that the output range of the neurons in
the previous layer is represented as a TM (vector) (p; (o), I;)
where x( are the variables ranging in the NNCS initial set.
Then, the output TM (p;+1(xo),I;+1) of the current layer
can be obtained as follows. First, we compute the polynomial
approximations P, i,-...,Ps,,; for the activation functions
o1,...,0; of the neurons in the current layer. Second, interval
remainders I, ;,..., I, ; are evaluated for those polynomials
to ensure that for each j = 1,...,l, (py;,i,1ls;:) is @ TM
of the activation function o; wr.t. z; ranging in the j-th
dimension of the set W;(p;(xo) + I;). Third, (p;+1(xo, Li+1))
is computed as the TM composition p, ;(W; (pi(zo)+1;)+1s
where pU,i(z) = (pal,i(zl)a R 7pal,i(zk))T and Ia,i =
(Isysis- -+ 1s:)T. Hence, when there are multiple layers,
starting from the first layer, the output TM of a layer is treated
as the input TM of the next layer, and the final output TM is
computed by composing TMs layer by layer. Besides, we use
(pji,1Ij4) for j = 1,...,1 to represent the TMs associated
with the [ neurons in a linear layer. The computation of
those TMs can be conducted in parallel. So is the propagation
through the activation functions in a layer. POLAR-Express
realizes such parallelism via multi-threading to retain time
efficiency when the dimension of the NN layers is large.

Polynomial Approximations to TMs. Basically, a TM only
defines an over-approximate mapping and is independent of
the approximation method used for the polynomial part. Thus,
we consider using both Taylor and Bernstein approximations
when propagating through an activation function and choose
the one that produces less overestimation after a TM combina-
tion. The following example shows that the selection cannot be
determined only based on the approximation error. Given the
TMs (p1, I1), (p2, I2) which are both TM over-approximations
for the sigmoid function f(x) = w.r.t. a TM domain
xeqy)+ J:

_ 1
1+e—%



(p1, 1) = (0.5 + 0.252 — 0.0208323, [-7.93e-5, 1.92e-4])
(p2, I2) = (0.5 + 0.24855x — 0.00458323, [-2.42e-4, 2.42¢-4])
(¢,J) = (0.1y — 0.1y*,[-0.1,0.1]).

where y € [—1, 1]. However the composition (p1(¢(y) + J) +
I;) produces a TM with the remainder [—0.0466,0.0477],
while the remainder produces by p2(q(y) + J) + Iz is
[—0.0253,0.0253] which is smaller. In other words, a smaller
polynomial approximation error does not always lead to a
smaller error in combination. Therefore, it motivates us to
do a selection after the combination. We generalize this
phenomenon by defining the accuracy preservation problem,
and obviously, the answer is No if TM arithmetic is used.

Definition 2 (Accuracy preservation problem). If both
(p1(x), I) and (p2(x), I3) are over-approximations of f(x)
with © € D, and (p1(x), ;) <k (p2(x),l2). Given an-
other function g(y) which is already over-approximated by
a T™M (q(y), J) whose range is contained in D. Then, does
p1(q(y)+J)+11 <k p2(q(y)+J)+ Iz still hold using order
k TM arithmetic?

B. Bernstein Over-approximation for Activation Functions

Now we turn to our Bernstein over-approximation method
for activation functions. It first computes a Bernstein polyno-
mial for the function and then evaluates a remainder interval
to ensure the over-approximation. The polynomials are in the
Bézier form.

Definition 3 (Bernstein polynomial). Given a continuous
Sunction f(x) with x € [a,b], its order k Bernstein polynomial
pr(x) is defined by

5 (i) () (22) <’£Z>“)(4)

Bernstein approximation in Bézier form. The use of Bern-
stein approximation only requires the activation function to
be continuous in (p¢, I;) and can be used not only in more
general situations but also to obtain better polynomial ap-
proximations than Taylor expansions (see [73]). We first give
a general method to obtain a Bernstein over-approximation
for an arbitrary continuous function, and then present a more
accurate approach only for ReLU functions. Given that the
activation functions in a layer are collectively represented as
a vector o(z) and z ranges in a TM (p¢, I;). Then the order k
Bernstein polynomial p,, ;(z;) for the activation function o;
of the j-th neuron. It can be computed as (4) while f is o,
a, b are the lower and upper bound respectively of the range in
the j-th dimension of (p, I;), and they can be obtained from
an interval evaluation of the TM.

Remainder Evaluation. The remainder I, ; for the polyno-
mial p,;, ; can be obtain as a symmetric interval [—¢;, €;] such
that ¢; is

FiEiLyg)
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wherein L; is a Lipschitz constant of ¢; with the domain
(pt, It), and m is the number of samples that are uniformly
selected to estimate the remainder. The soundness of the error
bound estimation above is proven in [15] for multivariate Bern-
stein polynomials. Since the univariate Bernstein polynomial,
which we use in this paper, is a special case of multivariate
Bernstein polynomials, our approach is also sound.

More Precise and Efficient Bernstein Over-approximation
for ReLU. The above Bernstein over-approximation method
works on all continuous activation functions, however, if a
function is convex or concave on the domain of interest, a more
accurate Bernstein over-approximation that is represented as a
TM can be obtained as follows. Given a continuous function
f(x) with x € D such that f is convex on the domain, the
Bernstein polynomials of f are no smaller than f at any point
in D. Thus, a tight upper bound for f can be computed as
one of its Bernstein polynomial p, while a tight lower bound
can be obtained by moving p straight down by the distance
which is equivalent to the maximum difference of f and p
for x € D. When f is ReLU and 0 € D, it is convex on D,
and its maximum difference to any Bernstein polynomial p is
p(0). This direct over-approximation avoids sampling for error
estimation and thus is more precise and efficient than [15].
We give the particular Bernstein over-approximation method
for ReLU functions by Algorithm 4. An example is illustrated
in Fig. 7, and the effectiveness of this approach is shown in
example 2.

Lemma 1. Given that py(x) is the order k > 1 Bernstein
polynomial of a convex function f(x) with x € [a,b]. For all
x € [a,b], we have that (i) f(z) < pi(z) and (ii) pry1(z) <
pr(z).

Proof. The Lemma is proven in [74] for the domain x € [0, 1].
However, it also holds on an arbitrary domain = € [a,b]
after we replace the lower and upper bounds in the Bernstein
polynomials by a and b. O

Corollary 1. If p(z) is the order k > 1 Bernstein polynomial
of ReLU(z) with x € [a,b], then 0 < ReLU(x) < p(x) for all
x € [a,b).

Lemma 2. Given that p(x) is the order k > 1 Bernstein
polynomial of ReLU(x) with x € [a,b] such that a < 0 < b,
then we have that p(x) — ReLU(z) < p(0) for all = € [a, D).

Proof. Since ReLU(z) is convex over the domain, by [74],
so is p(x). Therefore, the second derivative of p w.r.t. x is
non-negative. By evaluating the first derivatives of p at z = a
and x = b, we have that g—lﬁmza > 0 and %b:b < 1. Since
the first derivatives of ReLU(x) are 0 and 1 when x € [a, 0)
and z € (0,b] (ReLU(0) is continuous but not differentiable)
respectively, p(a) = ReLU(a), and p(b) = ReLU(b), we have
that the function p(z) — ReLU(x) monotonically increasing
when x € [a,0) and decreasing when z € (0,b], and p(z) —
ReLU(x) is continuous at « = 0, hence its maximum value is
given by p(0). O

Example 2. In Fig 6, an NNCS with ReLU as the activation
functions starts from an initial set near (0.4,0.45) and moves
towards a target set enclosed by the yellow rectangle (see



Algorithm 4: Efficient and Tight Bernstein over-
approximation for ReLU functions

Input: Domain D = [a,b] (a < b) of the ReLU function,
approximation order k.
Output: a TM that overly approximates the ReLU on D.
if a > 0 then return (z,[0,0]);
else if b < 0 then return (0, [0, 0]);
else
Computing the order k£ Bernstein polynomial p;
e + p(0);
return (p — 0.5¢, [—0.5¢,0.5¢]);

AN AN L A

details in benchmark 5 [16], [15]). POLAR-Express with this
new precise and efficient over-approximation approach for
the ReLU function generates tighter flowpipes than POLAR.
The runtime of POLAR-Express is 1.8s while the runtime
of POLAR is 7.1s. This result serves as evidence that this
novel Bernstein over-approximation for ReLU achieves better
verification efficiency and accuracy.

04 02 0 0z 04 06
x0
Fig. 6: POLAR-Express (blue) generates tighter over-
approximations than POLAR (green) under the same hyper-
parameters; the red curves are the simulated traces; the yellow
rectangle is the target set.

C. Using Symbolic Remainders

A main source of overestimation in interval arithmetic is
the computation of linear mappings. Given a box (Cartesian
product of single intervals) I, its image under a linear mapping
x — Az is often not a box and has to be over-approximated
by a box in interval arithmetic. For a sequence of linear
mappings, the resulting box is often unnecessarily large due to
the overestimation accumulated in each mapping, known as the
wrapping effect [55]. To avoid this class of overestimation, we
may symbolically represent the intermediate boxes and only
do an interval evaluation at last. For example, if we need to
compute the image of the box I through the linear mappings:
x — Ayx,...,x — Apx, the box [ is kept symbolically
and the composite mapping is computed as A’ = A,, --- A;.
A tight interval enclosure for the image can be obtained from
evaluating A’ using interval arithmetic.

Although TM arithmetic uses polynomials to symbolically
represent the variable dependencies, it is not free from wrap-
ping effects since the remainder is always computed using

PB,k(0)

The interval remainder for the TM is [— ""+(°), >

"l = ReLU(x)

0
— ol - 2220

Fig. 7: The TM over-approximation p(z) + I of ReLU(z)
is given by p(z) = ppr(z) — ”B‘T"’(O) and I =
[—pB‘T’“(())7 w]) where pp 1 (0) is the Bernstein polynomial
pi.k(z) evaluated at x = 0. As shown, for z € [a,b](a < 0 <
b), the bounds of the interval remainder I are tight for any

order k£ > 1 Bernstein polynomials approximation.

interval arithmetic. Consider the TM composition for comput-
ing the output TM of a single layer in Fig. 5, the output TM
Po,i(Wi(pi(xo) + I;) + B;) + 15, equals to Q; W;p;(xo) +
Q:W;I;+ Q;B; -&-pfz(Wl(pl(mo) + Ii) + Bl) + IUJ‘ such that
Q; is the matrix of the linear coefficients in p,;, and pﬁi
consists of the terms in p,; of the degrees # 1. Therefore,
the remainder I; in the second term can be kept symbolically
such that we do not compute @;W;I; out as an interval but
keep its transformation matrix ();W; to the subsequent layers.
Given the image S of an interval under a linear mapping, we
use S to denote that it is kept symbolically, i.e., we keep the
interval along with the transformation matrix, and S to denote
that the image is evaluated as an interval.

Next, we present the use of SR in layer-by-layer propaga-
tion. Starting from the NN input TM (pi (@), I1), the output
TM of the first layer is computed as

QiWip1(xo) + Q1B1 + piy (Wi(pi(xo) + 1) + B1) + o

q1(xo)+J1

+QWhi,

which can be kept in the form of qi(zq) + J1 + Q1 WilI;.
Using it as the input TM of the second layer, we have the
following TM

Po,2(Wa(qr(xo) + J1 + QiWil1) + Bz2) + o2
=Q2Waqi(xo) + Q2B2 +P52(W2(<Z1(930) +J1+ QiWili) + B2) + Iy 2

q2(z0)+J2
+ Q2WaJi + Q2Wo Q1 Wil

for the output range of the second layer. Therefore the
output TM of the i-th layer can be obtained as ¢;(xo) +
Ji + QW5 ---Q Wil such that J; = J; + Q;W;J;_1 +
QiW;Qi—aWi_1Ji—o+ -+ Q:W;---QaWalJjy.

We present the SR method in Algorithm 5 where we use
two lists: Q[j] for Q;W; - - - - Q;W; and J|[j] for J; to keep
the intervals and their linear transformations. The symbolic
remainder representation is replaced by its interval enclosure
I, at the end of the algorithm.




Algorithm 5: TM output computation using symbolic
remainders, input and output are the same as those in
Algorithm 3
1: Setting Q as an empty array which can keep M + 1
matrices;
2: Setting J as an empty array which can keep M + 1
multidimensional intervals, J < 0;
3: fori=1to M +1 do
Computing the composite function p,; and the
remainder interval I ; using the BP technique;
Evaluating ¢;(zo) + J; based on J and Q[1][3;
for j =1t i—1do Q[j] - ®;- Q[j]; end for
Adding ®; to Q as the last element;
for j =2toidoJ<« J+ Q[j]-J[j— 1]; end for
10:  Adding J; to J as the last element;
11: end for
12: Computing an interval enclosure I, for J+ Q[1]1;
13: return qpry1(x) + I

&
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Time and space complexity. POLAR-Express and POLAR
have similar time and space complexity. Although Algorithm 5
produces TMs with tighter remainders than Algorithm 3,
because of the symbolic interval representations under linear
mappings, it requires (1) two extra arrays to keep the interme-
diate matrices and remainder intervals, and (2) two extra inner
loops that perform 7 — 1 and ¢ — 2 iterations in the ¢-th outer
iteration. The size of Q;W; - -- - - Q;W; is determined by the
rows in @; and the columns in W}, and hence the maximum
number of neurons in a layer determines the maximum size
of the matrices in Q. Similarly, the maximum dimension of
J; is bounded by the maximum number of neurons in a
layer. Because of the two inner loops, the time complexity
of Algorithm 5 is quadratic in M, whereas Algorithm 3 is
linear in M.

Theorem 1. In Algorithm 2, if (p(xo,7),I) is the i-th TM
flowpipe computed in the j-st control step, then for any initial
state ¢ € X, the box p(c,7) + 1 = p/'(7) + I contains the
actual reachable state ppr(c, (j —1)0.+ (i — 1)6 + 1) for all
T € [0,0].

V. BENCHMARK EVALUATIONS

We conduct a comprehensive comparison with state-of-the-
art tools across a diverse set of benchmarks. In addition, we
discuss in detail the applicability and comparative advantages
of different techniques. The experiments were performed on
a machine with a 6-core 2.20 GHz Intel i7 CPU and 16GB
of RAM. For tools that can leverage GPU acceleration such
as a, B-CROWN, the experiments were run with the aid of an
Nvidia GeForce GTX 1050Ti GPU. The multi-threading sup-
port is realized by using the C++ standard library. Considering
the overhead introduced by multi-threading, we also measure
the performance of the application under a single thread to
identify the bottleneck caused by multi-threading.
Benchmarks. Our NNCS benchmark suite consists of Bench-
marks 1-6 [16], [15], Discrete Mountain Car (MC) [17],

TABLE II: Reachability verification tasks for Benchmark 1-6.

Benchmark‘ Initial set ‘ Target set! ‘ N
1 \ [0.8,0.9] x [0.5,0.6] \ [0,0.2] x [0.05,0.3] | 35
2| [0.7,0.9] x [0.7,0.9] | [-0.3,0.1] x [-0.35,0.5] | 10
3| [0.8,0.9] x [0.4,0.5] | [0.2,0.3] x [-0.3,-0.05] | 60

[0.25,2.27] x [0.08,0.1]
4 0.2,-0.1] x [0,0.05 10
‘ x[0.25,0.27] - o]
[0.38,0.4] x [0.45,0.47]
5 —0.43,—0.15] x [0.05,0.22] | 10
‘ x[0.25,0.27] 5] |
- 45, 0.4
6 —077, =0.75] x [=045, =043 | 6 o1 (—0.9,~06] | 10
x[0.51,0.54] x [~0.3, —0.28]

Adaptive Cruise Control (ACC) [18], 2D Spacecraft Dock-
ing [69], Attitude Control [46], Quadrotor-MPC [17] and
QUAD?20 [46]. Benchmark 6, Attitude Control, and QUAD20
are directly used or incorporated with minor modifications
in recent ARCH-COMP AINNCS competitions [75]. The
remaining examples either do not appear in ARCH-COMP
or are substantially different from the mentioned instances
(e.g., ACC is 8-dimensional in this paper, whereas 6-
dimensional in ARCH-COMP). All the benchmarks are on-
line at https://github.com/ChaoHuang2018/POLAR_Tool/tree/
main/POLAR_Express_Benchmarks, where the dynamics and
NN in each benchmark are formatted in the languages required
by the tools. The details of the benchmarks are as follows.
Benchmark 1-6. The reachability verification task asks if the
NNCS can reach the target set from any initial state in NV
control steps, as in Table II.

Discrete-Time Mountain Car (MC). It is a 2-dimensional
NNCS describing an underpowered car driving up a steep hill.
We consider the initial set defined by o € [—0.53, —0.5] and
x1 = 0. The target is g > 0.2 and x; > 0 where the car
reaches the top of the hill and is moving forward. The total
control steps IV is 150.

Adaptive Cruise Control (ACC). The benchmark models the
moves of a lead vehicle and an ego vehicle. The NN controller
tries to maintain a safe distance between them. We use the
definition of the initial and target set given in [45], and the
number of control steps is N = 50.

2D Spacecraft Docking (Example 1). The initial set is defined
by z,y € [24,26], v, = v, = —0.1378, and veqpe €
[0.2697,0.2755] which is directly computed based on the
ranges of x,y. The total control steps N is 120. In this
benchmark, we only verify the safety property. That is, the NN
controller should maintain , /v2 + vg < vgsqfe all the time.

Attitude Control & QUAD?20. The reachability problems for
the two benchmarks are the same as the ones given in [46].

Quadrotor-MPC. This benchmark is originally given in [45].
It consists of a quadrotor and a planner. The position of the
quadrotor is indicated by the state variables (p,, py, p-), while
the velocity in the 3 dimensions is given by (v, vy, v,). The
velocity of the planner is (b, b,,b,) which has a piecewise-
constant definition: (bg,b,,b,) = (—0.25,0.25,0) for ¢t €
[0,2] (first 10 steps), (by,by,b,) = (—0.25,-0.25,0) for
t € [2,4], (by,by,b,) = (0,0.25,0) for ¢t € [4,5], and

IThe target set is defined on the first two dimensions by default.


https://github.com/ChaoHuang2018/POLAR_Tool/tree/main/POLAR_Express_Benchmarks
https://github.com/ChaoHuang2018/POLAR_Tool/tree/main/POLAR_Express_Benchmarks

(bg, by, b.) = (0.25,—-0.25,0) for t € [5, 6]. The control input
0, ¢, T is determined by an NN “bang-bang” controller, which
is a classifier mapping system states to a finite set of control
actions. The initial set is defined as p, —¢, € [—0.05, —0.025],
Py — Gy € [—0.025,0], and p, — g, = v, = vy = v, = 0.
The verification task asks to prove that all reachable states
in 30 control steps should be in the safe set —0.32 <
Dz — xs Dy — Ay, Pz — G < 0.32.

Evaluation Metrics. The tools are compared based on their
performance on all of the benchmarks. Since tools use different
hyper-parameters, we tune their settings for each benchmark
and try to make them produce similar reachable set over-
approximations and compare the time costs. For a tool that
is not able to handle a benchmark, we present its result with
the best setting that we can find. Those hyper-parameters can
also be found in the Github collection.

Stopping Criteria. We stop the run of a tool when the
reachability problem is proven, or the tool raises an error
or is terminated by the operating system due to a runtime
system error such as being out of memory. Hence, every ver-
ification produces one of the following four results: (Yes) the
reachability property is proven, (No) the reachability property
is disproved, (U)nknown the computed over-approximation is
too large to prove or disprove the property with the best tool
setting we can find, (DNF) (did not finish) a tool or system
error is reported and the reachability computation fails.
Experimental Results. Table III and Fig. 8 show the results.
Because Quadrotor-MPC is a hybrid system, only POLAR-
Express, Verisig 2.0, and «, 3-CROWN +Flow* are able to
deal with it. According to CORA’s manual, the tool does
not have an API to directly model hybrid systems with NN
controllers. It is verified to be safe by POLAR-Express with
13.1 seconds and by Verisig 2.0 with 961.4 seconds. The result
is Unknown for «, 3-CROWN + Flow* after 10854 seconds.

A. Challenges with Running Other Tools

We found soundness issues when running the CORA tool
for Benchmark 5 and the QUAD20 example. In Benchmark
5, both simulation traces and reachable sets of CORA deviate
from the other tools. In QUAD20, the reachable sets computed
by CORA cannot cover the simulation traces (i.e. not an over-
approximation). We contacted the authors of CORA and they
confirmed that this issue is caused an internal bug. We fixed
it and updated the results in Table III.

The default setup in JuliaReach reports the runtime of
running the same reachable set computation the second time
after a “warm-up” run (whose runtime is not included), likely
to take advantage of cache effects or saved computations. For
a fair comparison with the other tools, we report the runtime
of the first run.

RINO has three “DNF”’s caused by division-by-zero errors.
Both RINO and JuliaReach have their own plot functions,
while the other tools plot reachable sets in MATLAB. This
is an issue in several examples such as the plot function in
RINO taking too long to plot the reachable sets.

For the most complicated QUAD20 example, Verisig 2.0
failed after 17939 seconds during 1-step reachable set compu-
tation, o, 3-CROWN + Flow* failed after 3 control steps, NNV

failed after 1 step, CORA failed after 20 steps, the reachable
set of JuliaReach explodes after 25 control steps, and RINO
has the division-by-zero error.

B. Experimental Comparison and Discussion

According to the experimental results in Table III and Fig 8,
POLAR-Express can verify all the benchmarks and achieve
the overall best performance in terms of the tightness of the
reachable set computations and runtime efficiency. We can also
observe that the multi-threading support for POLAR-Express
helps to reduce runtime in higher dimensional systems. How-
ever, because of the overhead involved, it may take longer than
the single-threaded version for some of the lower dimensional
benchmarks. Thus, we believe that multi-threading support
will be more suitable for higher-dimensional tasks.

Verisig 2.0 can only handle NN controllers with differential
activation functions (e.g., sigmoid and tanh). In the lower-
dimensional benchmarks, the reachable sets computed by
POLAR-Express and Verisig 2.0 almost overlap with each
other. However, POLAR-Express takes much less time to com-
pute the reachable sets in all cases. In the higher-dimensional
benchmarks, compared with POLAR-Express, Verisig 2.0 ei-
ther has much larger over-approximation errors (e.g., Fig 8
(g) (h) (k)) or can only compute fewer steps of reachable sets
(e.g., Fig 8 (i) () ().

NNV and «, 5-CROWN are pure (symbolic) bound esti-
mation techniques. As explained in Section II and can be
observed in Fig 8, these methods can produce large over-
approximation errors when used in reachable set computations,
even if the bound estimations are relatively tight compared
with function-over-approximation-based approaches. Due to
the closed-loop nature of NNCSs, a large over-approximation
will also slow down the reachable set computations for the
subsequent control steps, as evident in the runtime of «, 3-
CROWN + Flow* in Table III even though «, 3-CROWN itself
is quite efficient [76].

JuliaReach’s runtimes are close across many benchmarks
despite the substantial differences in the system dynamics
and the neural networks in those benchmarks. After break-
ing down those runtimes, we notice that memory allocation
always constitutes the largest portion of the runtimes which
makes the difference of benchmarks less significant. On the
other hand, it fails to verify Benchmark 2 and Benchmark
5 due to large over-approximation errors. CORA can achieve
similar runtime efficiency and over-approximation tightness as
POLAR-Express in some benchmarks, despite the soundness
issues as noted earlier. RINO can only handle neural networks
with differential activation functions such as sigmoid and tanh.
It is quite efficient on the lower-dimensional systems but is
slow for the higher-dimensional systems.

VI. CONCLUSION AND FUTURE WORK

We present POLAR-Express, a formal reachability verifica-
tion tool for NNCSs, which uses layer-by-layer propagation
of TMs to compute function over-approximations of NN con-
trollers. We provide a comprehensive comparison of POLAR-
Express with existing tools and show that POLAR-Express
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Fig. 8: Computed reachable sets of all examples by different tools. POLAR-Express (blue sets), Verisig 2.0 (cyan sets), «, 8-
CROWN + Flow* (grey sets), NNV (yellow sets), CORA (green sets) and simulation traces (red curves), JuliaReach and RINO
have their own plotting support and are not shown in this paper.



TABLE III: Verification results. Dim indicates the dimensions of input for NN controllers in each benchmark. NN Architecture
lists activation functions and network structures in each benchmark. For example, ReLLU (n X k) represents that the network has
n hidden layers and & neurons per layer. Hidden layers and the output layer use ReLLU as an activation function. ReLU_tanh
represents that hidden layers use ReLU and the output layer uses tanh. For each tool, we provide verification results and
time in seconds. If a property cannot be verified, it is marked as U (Unknown). If a tool crashes on a benchmark with an
internal error, it is marked as DNF. mt is short for multi-threads (we used 12 threads) and st is short for single-thread. The
runtime of POLAR-Express is decomposed into the running time of the propagation of TMs in the neural-network controller
(multi-threading support) and separately the reachability computation for the dynamical system. For neural-network controller
that does not have any ReLU activation function, the single-threaded version of POLAR-Express is exactly the same as our

prior prototype POLAR [46].

Benchmarks | Dim | NN Architecture | POLAR-Express (mt) | POLAR-Express (st) | Verisig 2.0 (mt) | o, 3-CROWN+Flow* | NNV | JuliaReach | CORA | RINO
ReLU (2 x 20) Yes (0.54 + 0.08) Yes (0.09 + 0.08) - U (230.1) DNF Yes (19.7) Yes (6.7) -
Benchmark 1 2 sigmoid (2 x 20) Yes (0.77 + 0.09) Yes (1.0 + 0.09) Yes (26.6) U (506.8) U (14.0) Yes (16.9) Yes (6.7) Yes (1.0)
tanh (2 x 20) Yes (1.44 + 0.18) Yes (2.6 + 0.14) Yes (62.1) U (299.3) U (18.6) Yes (17.2) Yes (3.2) Yes (1.9)
ReLU_tanh (2 x 20) Yes (0.55 + 0.08) Yes (0.1 + 0.07) - U (293.5) U (18.0) Yes (17.2) Yes (4.6) -
ReLU (2 x 20) Yes (0.13 + 0.02) Yes (0.02 + 0.01) - U (112.9) U (13.6) U (18.8) Yes (4.0) -
Benchmark 2 5 sigmoid (2 x 20) Yes (0.37 + 0.17) Yes (0.6 + 0.15) Yes (6.5) U (134.5) U (6.8) U (18.9) Yes (1.1) Yes (0.3)
tanh (2 x 20) Yes (1.3 + 0.5) Yes (2.7 + 0.5) U @4.7) U (161.1) U (5.9) U (18.9) DNF DNF
ReLU_tanh (2 x 20) Yes (0.26 + 0.5) Yes (0.1 + 0.4) U (85.5) U 17.1) U (18.9) Yes (1.0) -
ReLU (2 x 20) Yes (1.2 + 0.85) Yes (0.4 + 0.75) U (217.8) U (21.0) Yes (17.6) Yes (4.5) -
Benchmark 3 2 sigmoid (2 x 20) Yes (3.3 + 0.8) Yes (7.1 + 0.8) Yes (38.2) U (353.0) U (26.8) Yes (17.5) Yes (2.6) Yes (2.8)
enchmark > tanh (2 x 20) Yes (3.2 + 0.8) Yes (6.2 + 0.7) Yes (31.9) U (424.6) U (27.1) Yes (17.7) Yes (2.4) Yes (6.5)
ReLU_sigmoid (2 x 20) No (1.4 +0.8) No (0.6 + 0.7) - U (141.2) U (20.6) No (17.7) No (2.2) -
ReLU (2 x 20) Yes (0.15 + 0.02) Yes (0.03 + 0.02) U (75.4) DNF Yes (16.6) Yes (3.0) -
Benchmark 4 3 sigmoid (2 x 20) No (0.24 + 0.02) No (0.17 + 0.02) No (5.7) No (139.5) DNF No (16.7) No (0.9) No (0.3)
tanh (2 x 20) No (0.23 + 0.02) No (0.17 + 0.02) No (4.6) No (160.9) DNF No (16.9) No (0.9) No (0.1)
ReLU_tanh (2 x 20) Yes (0.14 + 0.02) Yes (0.03 + 0.02) U (89.6) U (54 Yes (16.9) Yes (1.0) -
ReLU (3 x 100) Yes (2.4 + 0.02) Yes (1.8 + 0.02) U (111.4) DNF U (18.6) Yes (3.4) -
Benchmark 5 3 sigmoid (3 x 100) No (4.2 + 0.02) No (3.7 + 0.02) No (93.1) U (229.3) DNF U (19.0) U (1.3) U (7.2)
. tanh (3 x 100) Yes (4.2 + 0.02) Yes (3.8 + 0.02) Yes (74.2) U (263.0) U (125.0) U (18.7) Yes (1.2) Yes (2.7)
ReLU_tanh (3 x 100) Yes (2.5 + 0.02) Yes (2.1 + 0.02) - U (96.1) U (4.1) U (18.8) Yes (1.7) -
ReLU (3 x 20) Yes (0.2 + 0.05) Yes (0.05 + 0.05) - U (149.8) U (8.8) Yes (19.6) Yes (8.6) -
Benchmark 6 4 sigmoid (3 x 20) Yes (0.47 + 0.05) Yes (0.7 + 0.05) Yes (24.3) U (217.5) U (9.9 Yes (19.5) Yes (2.7) Yes (0.6)
tanh (3 x 20) Yes (0.5 + 0.05) Yes (0.7 + 0.05) Yes (18.8) U (259.1) U 9.1) Yes (20.4) Yes (3.7) Yes (0.5)
ReLU_tanh (3 x 20) Yes (0.2 + 0.05) Yes (0.05 + 0.05) U (109.3) U (5.9 Yes (19.6) Yes (5.1) -
Discrete Mountain Car | 2 | sigmoid_tanh (2 x 16) |  Yes (3.0 + 0.12) | Yes (4.0 +0.14) | Yes (70.3) | U (450.0) | U (18.1) | - | - | DNF
ACC ‘ 6 ‘ tanh (3 x 20) ‘ Yes (2.6 + 0.15) ‘ Yes (4.4 + 0.14) ‘ Yes (1980.2) ‘ U (1806.4) ‘ U (39.6) ‘ U (29.9) ‘ Yes (3.7) ‘ Yes (10.1)
2D Spacecraft Docking | 6 | tanh (2 x 64) | Yes (158 +29.7) | Yes (255 +29.8) | U@333L0) | U (3119.7) | U@40) | Yes(373) | Yes(335 | DNF
Attitude Control | 6 | sigmoid (3 x 64) | Yes (8.0 + 0.6) | Yes (10.1+05) | U (1271.5) | U (582.6) | U (358.2) | Yes (19.9) | Yes (1.9) | Yes (121.3)
QUAD20 | 12 sigmoid (3 x 64) | Yes (316.8 + 212.5) | Yes (8094 + 197.6) | U (179397, Istep) | U (370.2, 3step) | U (3255, Istep) | U (60.6, 25step) | U (2297, 20steps) | DNF

achieves state-of-the-art efficiency and tightness in reachable
set computations. On the other hand, current techniques still
do not scale well to high-dimensional cases. In our experiment,
the performance of Verisig 2.0 degrades significantly for the
6-dimensional examples, and POLAR-Express is also less ef-
ficient in the QUAD20 example. We believe state dimensions,
control step sizes, and the number of total control steps are the
key factors in scalability. As TMs are parameterized by state
variables, higher state dimensions will lead to a more tedious
polynomial expression in the TMs. Meanwhile, a large control
step or a large number of total control steps can make it more
difficult to propagate the state dependencies across the plant
dynamics and across multiple control steps. We believe that
addressing these scalability issues will be the main subject of
future work in NNCS reachability analysis.
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