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The Ethical Concerns of Artificial Intelligence in Urban Planning

Thomas W. Sanchez Marc Brenman  Xinyue Ye

ABSTRACT

Problem, research strategy, and findings: The integration of a artificial intelligence (Al) into urban planning
presents potential ethical challenges, including concerns about bias, transparency, accountability, privacy,
and misinformation. As planners rely more on Al for decision making, the potential for these systems to
perpetuate biases, obscure decision-making processes, and infringe on privacy becomes more pro-
nounced, potentially undermining public trust and excluding marginalized communities. We reviewed
existing literature on Al ethics in urban planning, examining biases, transparency, accountability, and
privacy issues. Our methodology synthesized findings from various studies, reports, and theoretical
frameworks to highlight ethical concems in Al-driven urban planning. Recommendations for ethical Al
implementation emphasize transparency, inclusive data sets, public engagement, and robust ethical
guidelines. Our research identified critical ethical concemns in Al-driven urban planning. Bias in Al sys-
tems can lead to unequal outcomes, disproportionately affecting marginalized communities.
Transparency issues arise from the black box nature of Al, complicating understanding and trust in Al-
driven decisions. Privacy concerns are heightened due to extensive data collection and potential misuse,
raising the risk of surveillance and data breaches. Limitations include the availability of specific literature
focused on Al ethics for urban planning and the evolving nature of Al technologies, suggesting a need
for ongoing research and adaptive strategies. Human oversight and continuous monitoring are essential
to ensure ethical practices, with an emphasis on community engagement and public education to foster
trust and inclusivity.

Takeaway for practice: Urban planners should adopt a proactive approach to mitigate ethical risks associ-
ated with Al. Ensuring transparency, involving diverse community groups, and maintaining robust data

privacy measures are crucial. Prioritizing public engagement and education will help to demystify Al tech-
nologies and build public trust. Addressing these ethical concerns allows planners to leverage Al's poten-

tial while safeguarding equity, privacy, and accountability in urban development.

Keywords: Al, ethics, planning, technology

The machine does not isolate man from the great
problems of nature but plunges him more deeply into
them.

—Antoine de Saint-Exupéry

he quote by Antoine de Saint-Exupéry, a French
writer and pioneering aviator best known for his
novella The Little Prince, reflects his views on the
impact of technology on human engagement
with the natural world and existential issues. The state-
ment frames the following discussion about the ethical
implications of artificial intelligence (Al) in urban plan-
ning. As urban planners increasingly use Al to address
complex urban challenges, they find themselves con-
fronting not only the technological complexities of Al
but also a diverse mix of moral and ethical questions

(Phillips & Jiao, 2023). This convergence of advanced
technology with human-centric urban environments
underscores the urgent need for a comprehensive and
critical exploration of Al's influences on urban land-
scapes and society. This integration is fraught with eth-
ical considerations, including privacy, equity, and
accountability, which are viewed with caution and
sometimes fear.

In the rapidly evolving landscape of urban technol-
ogy, emerging Al tools have the potential to signifi-
cantly affect urban planning and management.
Considerable growth has been observed in areas like
smart cities, the internet of things (loT), and digital
twins, contributing to the digitalization of urban envi-
ronments. Other current cases of urban planners using
Al include sentiment analysis of public comment,
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computer vision for neighborhood conditions assess-
ments and school district boundary adjustment, and
optimization processes to improve public transportation
routes (Sanchez, 2023a; Ye et al.,, 2023a). On a broader
scale these technologies are expected to have barriers
to adoption, but proactively identifying those chal-
lenges and understanding potential negative disruptive
effects should be considered diligently (Ye et al,, 2023b).
In this article we explore some of the anticipated chal-
lenges urban planners face when adopting Al technol-
ogy. Al encompasses a wide array of tools rather than a
singular platform or application, and it has already been
integrated into various software types commonly used
by planners, including word processing, email, spread-
sheets, and GIS. We rely on a simple definition of Al for
this article and the issues that are being discussed,
where Al is seen as a set of methods that mimic human
intelligence through computerized instructions, rules,
and processes.

Like other fields, Al in urban planning is expected
to encounter an array of ethical challenges and risks,
notably regarding human control and the potential for
misuse. As Al systems increasingly influence decision
making in urban governance, questions about bias,
transparency, and accountability must be considered
(Yigitcanlar et al,, 2020). We discuss these issues as they
relate to Al in urban planning, with a focus on address-
ing the ethical implications. By exploring several aspects
of ethics related to planning practice and Al, we seek to
highlight the balance between harnessing Al's capabil-
ities and safeguarding the ethical and social values inte-
gral to urban planning. One of the challenges we
encountered was that there were very few current pub-
lications with a specific focus on Al ethics for practicing
planners. Our search using Web of Science, Scopus, and
Google Scholar to find such publications (using the
terms urban planning and Al and ethics) returned only
six publications. These publications covered a much
broader territory than Al ethics for planners but helped
shape our discussion (see Luusua et al,, 2023; Peng
et al, 2023; Phillips & Jiao, 2023; Sanchez et al.,, 2022;
Son et al, 2023; Yigitcanlar et al.,, 2020).

Given the rapid growth in data collection, acceler-
ated computer processing speeds, and greater accessi-
bility of Al applications, planners are now asking how
(or whether) applying advanced analytical approaches,
including the concept of “urban Al” as described by
Cugurullo (2020), can enhance planning practice. Urban
Al encompasses the integration of Al into the fabric of
urban environments, transforming cities into more
autonomous, self-regulating systems. This underscores a
shift from mere data analysis to the proactive, Al-driven
management of urban spaces, suggesting a future
where cities not only predict but adapt to changes
autonomously. The novelty of Al and urban Al methods
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for planners presents both opportunities and challenges
that will require time to understand their impacts fully
(Allam & Dhunny, 2019). Though the potential of Al for
planning has been acknowledged since the 1960s and
1970s, its practical application was limited by the lack of
urban system data and inadequate computing power
(Batty, 2021; Sanchez, 2023b). Today, however, the land-
scape is dramatically different. Enhanced data collection
capabilities allow for the monitoring of movement pat-
terns, land use changes, real estate transactions, and
energy usage, providing a rich data set for urban Al
applications to optimize and autonomize urban plan-
ning processes (Barkham et al,, 2022). This evolving
scenario, propelled by advancements in information
technology, sets the stage for urban planners to explore
the potential of urban Al in creating self-sufficient, intel-
ligently managed urban ecosystems, aligning with
Cugurullo’s vision of the future of urban planning.

Al and big data are increasingly becoming part of
our everyday lives. This includes data being used to
make decisions, such as medical diagnoses, credit
reporting, and consumer recommendations (Sanchez,
2023b). In the realm of urban planning and develop-
ment, smart city initiatives deploy data collection sen-
sors that monitor human activities across various scales,
amassing vast amounts of data about us, often without
our awareness (Chang, 2021; Cugurullo, 2020; Zuboff,
2019). Other significant concerns and warnings have
been expressed, such as bias embedded in search
engine results and algorithms (Noble, 2018) and how
big data and algorithms harm the poor, reinforcing
racism and inequality (Eubanks, 2018; O'Neil, 2016). The
potential reliance on Al for critical decision making in
urban planning raises questions that include accuracy,
bias, and displacement of human expertise. As the pro-
fession moves toward Al-driven urban planning, it is
important to address these concerns to ensure that the
development of our cities remains inclusive, sustainable,
and reflective of the needs of stakeholders.

In this article, we identify specific areas of concern
where the appropriateness of a new generation of ana-
Iytical methods will be the subject of debate. This article
draws on limited (but hopefully growing) literature with
a specific focus on ethical concerns related to the appli-
cation of Al to urban planning practice. Future research
will likely result from experiences documented in the
field of planning over time because of increasing Al
implementation. Besides contributing to the growing
academic literature, one of our objectives is to address
the needs of the planning profession. Professional
organizations like APA have been putting substantial
energy and resources into strategizing about how plan-
ners can prepare for Al. This includes a recent series of
reports directed to planning professionals on digitaliza-
tion for planning (see Gomez & DeAngelis, 2022), Al and



planning (see Andrews et al.,, 2022; Sanchez, 2023a), and
generative Al (Daniel, 2023). We hope that this article
will lead to further research, discussion, and debate. We
then conclude by providing recommendations on how
to proceed with caution as the profession gains experi-
ence with these new processes and outcomes.

Ethics for Planners

The role of ethics in urban planning has several dimen-
sions, encompassing the responsibility to guide urban
development and management in a manner that is
equitable, just, and sustainable. Urban planning, by its
very nature, affects the lives of many, and the decisions
influenced by planners have long-lasting impacts on
communities. This responsibility necessitates a strong
ethical framework to navigate the complexities and
challenges inherent in the field. Many ethical dilemmas
planners face stem from the need to balance diverse
and often conflicting interests (Wachs, 1985). Urban
planning is not merely about land use and infrastructure
development; it involves mediating among different
stakeholders, each with its own set of values, needs,
and objectives. Ethical planning requires a conscientious
approach to conflicts, striving for solutions that are fair
and just, especially in the face of competing demands.

At the heart of decision making in urban develop-
ment lies the power dynamics that permeate the plan-
ning process. Forester (1989) discussed the challenges
planners face in advocating for equitable outcomes,
especially when confronted with powerful entities
whose interests may conflict with those of the wider
community. Forester underscored the importance of
ethical courage and the need for planners to stand firm
in their principles, even when it means challenging
established power structures. In addition, Fainstein
(2010) argued for a model of urban development that
prioritizes equity, democracy, and diversity. This includes
the ethical imperative for planners to create cities that
not only function efficiently but are also socially just
and inclusive, particularly for marginalized and disad-
vantaged communities.

Ethics in urban planning further includes a commit-
ment to environmental stewardship and sustainability
(Wheeler, 2013). Planners are tasked with making deci-
sions that have long-term implications for the environ-
ment and future generations. This involves balancing
current development needs with the preservation of
natural resources and the health of ecosystems.
Furthermore, public participation and engagement are
essential ethical components in urban planning
(Brenman & Sanchez, 2012). However, it remains a chal-
lenge for planners to ensure that community members
have opportunities to be involved in the planning
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process, particularly those from underrepresented or
marginalized groups. This commitment to inclusivity
and transparency is intended to build trust, incorporate
diverse perspectives into planning decisions, and avoid
adverse impacts on groups such as people of color.

Challenges

There are a variety of challenges that will influence the
speed and efficiency with which urban planners can
implement Al. In discussing the future of Al for urban
planning, Sanchez (2023b) identified seven challenges
that could be encountered as part of the innovation
adoption process (see Figure 1). The challenges urban
planners will face range from fear and uncertainty, the
demand for new skills, evolving data needs, unclear
objectives, issues of transparency and explainability, the
presence of bias, to ethical dilemmas. These are not dis-
tinct from each other but interwoven and dynamic. This
interrelation stems from the inherently complex nature
of Al systems and the many ways in which they may
affect urban planning practices. For instance, fear and
uncertainty about Al can be directly linked to a lack of
transparency and explainability in Al algorithms, making
it difficult for planners to trust and effectively use these
systems. Similarly, the need for new skills is intertwined
with changing data needs and considerations, because
urban planners must not only understand how to work
with new types of data but also how to do so in a way
that aligns with ethical principles and minimizes bias.
Acknowledging the interconnectedness of these chal-
lenges is crucial for developing holistic strategies that
address not just the technical aspects of Al adoption
but also the human and ethical dimensions, ensuring
that Al serves as a tool for enhancing urban planning
outcomes.

Of these challenges, we focus here on those associ-
ated with ethical issues. Although ethical issues are
intertwined with the other challenges, they have
emerged as primary concerns given the perceived
impacts of Al decisions on community plans and quality
of life. We next discuss these ethical concerns as they
relate to urban planning and Al. This includes five pri-
mary areas related to ethical concerns: bias, privacy,
equity and inclusivity, accountability and transparency,
and misinformation and disinformation. Like the chal-
lenges mentioned above, each is not completely dis-
tinct from the other, but they represent aspects that
have been identified thus far in the literature on Al eth-
ics. We then provide a range of considerations directed
to planners who may be at risk from Al-generated out-
puts being used in the plan-making process. We con-
clude by highlighting the major points while
acknowledging there are many unknowns that make it
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for new
skills

Changing data
needs and
considerations

Fear and uncertainty

Incorporating transparency
and explainability

Encountering bias

Ethical issues related to new Al methods
and data

Figure 1. Al challenges for urban planners.

difficult to provide firm conclusions other than to
extend what has already been observed.

Bias

Bias in Al can arise in various forms, frequently stem-
ming from skewed data sets or assumptions embedded
in algorithms (Du et al,, 2023). In addition, missing data,
such as census undercount data or low public survey
participation rates, lead to representation bias in Al sys-
tems, primarily because these systems rely on data to
learn, make predictions, and inform decision-making
processes (Shahbazi et al., 2023). When certain popula-
tions are undercounted or missing from the data set,
the Al models developed using these incomplete data
inherit these gaps, leading to skewed outputs. These
biases can lead to unequal outcomes in urban develop-
ment, disproportionately affecting certain communities
or failing to adequately represent the diverse needs of
urban and other populations. The challenge, therefore,
is to ensure that Al systems in urban planning are devel-
oped and implemented with an awareness of potential
biases. This involves not only scrutiny of the data used
to train these systems, such as large language models
(LLMs) and other generative Al applications, but also
continuous monitoring and adjustment of algorithms to
address biases and outcomes as they emerge.
Engagement and consultation with diverse community
groups and stakeholders to understand their unique

needs and perspectives can also inform more equitable
Al development.

Research on human bias, particularly implicit biases,
emerged from well-established theories of learning and
memory as well as experimental psychology and neuro-
science and revealed that even without conscious
awareness, people harbor biases against races, genders,
ages, classes, and nationalities (Lovell et al,, 2023;
Nordell, 2021). Early concerns highlighted how these
biases manifest in ways that are discrepant from facts,
such as associating American symbols more with White
faces than with Asian faces, despite all being U.S. citi-
zens (Fiske & Taylor, 2013). The extent to which these
human biases can infiltrate Al systems and cause detri-
mental outcomes has become a topic of discussion in
society in the last few years (Ferrer et al,, 2021; Roselli
et al, 2019). These hazards are important considerations
for all organizations considering the adoption of Al sys-
tems. Systems trained on large databases and human
behavior seem to inevitably replicate pre-existing biases.
Overcoming, reducing, eliminating, and ameliorating
these biases and their adverse effects on people is very
difficult. In the United States this is evident in failures in
the enforcement of civil rights laws and diversity pro-
grams and initiatives that have been in place for several
decades.

Al methods have the potential to intensify human
bias by systematically introducing these biases into



sensitive application domains. Algorithms are suscep-
tible to bias in several ways, even when sensitive factors
like gender, ethnicity, or sexual orientation are
accounted for (Roselli et al,, 2019). It can be extremely
difficult to account for and correct for non-merit factors.
Even large amounts of accumulated training data can
be incomplete or inaccurate, reflecting previous poor
decisions, social conditions, the vestiges of past discrim-
ination, and biased analyses resulting from historical
conditions. One question is whether Al can assist in
identifying and minimizing the effects of human biases
if properly trained. We are all susceptible to and respon-
sible for combating bias. Unfortunately, some ideo-
logical adherents do not believe bias exists (Sue, 2010),
some choose to perpetuate bias and its effects, and
some seek to increase non-rational differences among
groups. An agnostic or colorblind approach contributes
nothing to solving social problems. However, some
expect that computer algorithms can be trained to
detect even subtle forms of bias (Mayson, 2018). Given
the subtlety and societally embedded nature of some
forms of bias and their manifestation, it seems unlikely
that bias can be eliminated.

Not only does bias harm those discriminated
against but it also limits people’s participation in the
economy and society. As a result of fostering distrust
and delivering skewed results, bias lowers Al's potential
for use in government, business, and society in general.
Bias is irrational, illogical, and not the result of random
processes. Whereas software systems can be pro-
grammed to follow the rules of formal logic, assump-
tions and premises must be ascertained and examined
for veracity and credibility, for which there are few
resources or applications. In theory, random decisions
can be substituted for biased human (and machine)
decision making. However, true randomness is notori-
ously difficult to achieve.

Solutions to combating bias involve expanding
research into Al prejudice in planning and public policy,
as well as general education, to carefully consider the
many ways in which Al may supplement our current
methods of making decisions. It is important to detect,
resolve, and document any instances where we witness
bias in Al. However, defining and assessing fairness is
very difficult in the public realm (Brenman & Sanchez,
2012). Researchers have devised technical definitions of
fairness, such as mandating that models have similar
outcome values across socioeconomic groups (Corbett-
Davies & Goel, 2018). However, defining fairness by out-
comes invites opposition by some conservatives that
social programs demand equality of outcomes rather
than just equality of opportunities. Different fairness cri-
teria typically cannot be satisfied at the same time,
which is a considerable challenge.
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Researchers have made strides in strategies that
can improve how Al systems match fairness require-
ments and metrics, whether by preprocessing data,
reviewing results, or embedding appropriate and trans-
parent rules as part of the data training process
(Corbett-Davies & Goel, 2018). Counterfactual fairness is a
method that ensures a model’s conclusions would be
true even if sensitive characteristics like race, gender, or
sexual orientation were modified (Kusner et al,, 2017).
This approach can be used in complex situations in
which some impacts from sensitive qualities that affect
outcomes are viewed as fair, whereas others are viewed
as unfair. The model could be used, for instance, to
ensure that an applicant’s race had no bearing on
whether they were approved for a mortgage while still
allowing the lender to include race as demographic
information for later reporting.

It is also necessary to determine when a system is
deemed fair for use by deciding under what circum-
stances automated decision making can be permitted
(Araujo et al,, 2020). In some cases, human-in-the-loop
algorithms or Al system responses, which include
human intervention or review, will be needed to main-
tain control or oversight, especially in unusual circum-
stances that may not have significant machine
intelligence to draw upon. These issues call for interdis-
ciplinary approaches from planners, engineers, design-
ers, ethicists, and social scientists. This can be especially
challenging in the case of planning, where political
forces play a significant role in decision making.

There are some basic steps to address potential
ethical concerns relating to bias. Planners should keep
up to date on the ethical dimensions of rapidly evolving
urban technologies, including Al, which are being con-
tinuously uncovered as more and more applications are
being implemented. New forms and effects of discrim-
ination are being discovered. An example is the recent
discovery that houses occupied and owned by Blacks
are often given lower appraisals than identical houses
occupied and owned by Whites (Faber, 2020). In add-
ition, planners can create accountable procedures that
help reduce prejudice when they use Al, including the
use of technical tools or operational techniques such as
oversight committees or external evaluations. Oversight
and external evaluation have their challenges, along
with the enforcement of guidelines (Katyal, 2019). Much
depends on who is doing the oversight and evaluation
and whether the findings of the oversight group are
adopted or merely treated as recommendations.

Ongoing organizational discussions about potential
biases in all plans or analyses can increase awareness to
determine whether decisions were fair. Research has
been conducted on how to hold individuals to higher
standards using more sophisticated techniques for
checking for bias in machines (Schwartz et al,, 2022).



Journal of the American Planning Association

2024 | Volume 0 Number O

Human-in-the-loop @

Annotation/
verification

Al model > Results

This can include comparing the outcomes of algorithm
performance with human decisions and using explain-
ability approaches that, depending on the Al technique
used and the level of detail needed, can help identify
factors that influenced the model's results (Belle &
Papantonis, 2021). The question can be raised as to
whether accepting the fallibility of human decision
making as a standard is sufficient. Human-in-the-loop
systems can offer suggestions that staff can verify or
select from (see Figure 2). Humans can intervene to
help interpret results and explain levels of confidence in
these algorithms. Probabilities, Bayesian concepts, and
margins of error can be made explicit. Individuals repre-
senting different disciplines such as planning, engineer-
ing, architecture, and computer science can confer in
the event of contentious or difficult-to-explain algorith-
mic performance. The nature of public policy decisions,
however, is that there are many external influences and
undue influence by small groups.

Privacy

As urban planners increasingly use Al for their planning
analyses, potential ethical concerns begin to surface,
with privacy being one of the most prominent (Machin
et al,, 2021). Privacy in urban planning encompasses the
safeguarding of individuals’ and group rights to control
personal and group information, particularly within the
context of urban spaces and their interactions within
them (Braun et al,, 2018). It involves respecting the
boundaries of personal and group space and ensuring
that individual and group data are collected, stored, and
used in @ manner that respects their autonomy. With Al-
driven planning analyses, vast amounts of data may be
required for comprehensive insights. However, this reli-
ance on data collection brings forth a wide range of
privacy concerns that must be addressed responsibly
(Xia et al,, 2023).

One of the most pronounced privacy concerns in
Al-driven urban planning revolves around the extensive
data collection necessary for analyses such as traffic ana-
lysis. Urban planners gather data from various sources,

Low

including public records, sensor networks, social media,
and mobile applications. These data might encompass
information about residents, visitors, and users as well
as customers’ movements, transportation habits, and
even their social interactions. Although high-resolution,
disaggregate data are indispensable for comprehending
urban dynamics, the data simultaneously pose potential
issues related to surveillance and infringements on indi-
vidual and group privacy (Kitchin, 2016). For instance,
the implementation of smart city technologies, such as
surveillance cameras equipped with facial recognition,
has the capacity for constant monitoring of individuals
in public spaces (Kashef et al., 2021). Facial recognition
has been shown to sometimes generate false identifica-
tion for decision purposes such as arrest. Surveillance
can violate individuals’ privacy and freedom rights,
especially if they are unaware that they are being
watched, their activities are being recorded, or decisions
are being made solely based on automated surveillance.
Striking a balance between data collection for insightful
analysis and respecting individuals’ privacy and freedom
rights becomes an ethical question for planners in these
cases. Legal issues can arise that go beyond ethics into
curtailment of rights.

The growing amount of data collected for Al-driven
urban planning analyses requires secure storage and
protection against data breaches and misuse (Xia et al,,
2023). Given the potential sensitivity of the information
involved, a breach can have severe repercussions on
individuals' privacy and overall safety. Unauthorized
access to data can lead to identity theft, stalking, or
other malicious activities, profoundly harming the
affected individuals. Urban planners and planning
organizations bear the ethical responsibility to institute
strict data security measures that ensure the information
collected remains confidential, inaccessible to unauthor-
ized parties, and not misused. Such security measures
include encryption, access controls, periodic security
audits, well-defined protocols for responding swiftly to
data breaches, and institutional review boards. Not only
is this an ethical imperative, but it is also a legal require-
ment in many jurisdictions (Smallwood, 2019).



To mitigate privacy concerns, there are methods for
de-identification and anonymization to eliminate per-
sonally identifiable information from data sets. However,
it is essential to recognize that de-identification is not
infallible, and there remains a risk of re-identification if
sufficient information is available (Lauradoux et al.,
2023). Moreover, with the rise of external data sources
and increasingly sophisticated Al algorithms, the possi-
bility of re-identification attacks becomes more substan-
tial. Planning organizations will need to recognize the
limitations of de-identification and commit to ongoing
research and development efforts to enhance privacy
protection methods. In addition, adopting best practices
for data anonymization can help reduce the risk of re-
identification, thereby preserving individuals' privacy.

Respecting individuals' privacy rights extends to
informed consent, where individuals should be fully
informed about the data being collected, their purpose,
and how they will be used. In many Al-driven urban
planning initiatives, residents may not receive adequate
information or the opportunity to provide meaningful
consent (Yigitcanlar et al,, 2021). This lack of transpar-
ency can erode trust between the community and plan-
ning organizations, perhaps undermining the legitimacy
of data collection efforts and leading to opposition. To
address this privacy concern, urban planners should
also prioritize transparency in data collection practices
(Engin et al, 2020). Residents should be made aware of
the types of data being collected and the precise pur-
poses for which they will be used. Providing clear and
accessible privacy policies and mechanisms for residents
to opt in or out of data collection initiatives can help
residents make informed decisions about their participa-
tion. This will often require distributing information in
languages other than English and providing access to
people with cognitive impairments.

Data ownership in the context of Al-driven meth-
ods is a complex and evolving issue. Individuals may
not always have control over the data generated by
their interactions with urban environments, such as
data collected from loT devices or shared on social
media platforms. This raises concerns when data are col-
lected without explicit consent and then used for deci-
sion making that affects individuals’ lives. Urban
planners will need to confront questions about data
ownership and control. This includes considering who
owns the data and whether individuals should have
more control over how their data are used. Initiatives
that empower individuals to manage and control their
data can be a step toward addressing privacy concerns
and fostering a sense of ownership over their personal
information.

Beyond privacy, the ethical use of data in Al-driven
urban planning encompasses broader considerations.
Planners must ensure that data are used for the
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betterment of the community and do not result in
harm to vulnerable populations or disproportionately
benefit certain groups. The adoption of ethical guide-
lines and codes of conduct can serve as valuable tools
to guide planners in making responsible decisions
about data usage. Beyond guidelines and codes, there
must be monitoring, implementation, and enforcement
mechanisms.

Equity and Inclusivity

Equity and inclusion within urban planning refers to the
principles of fairness and social justice in the develop-
ment and management of cities and communities
(Moroni, 2020). It involves ensuring that all individuals,
regardless of their background or circumstances, have
access to essential and basic services, opportunities, and
resources within the urban environment (Sharma, 2023).
Al'in urban planning has the potential to either
reinforce existing inequalities or reduce them. Al algo-
rithms used for urban planning will likely rely on histor-
ical data for training models. These historical data may
carry biases inherited from past discriminatory practices
and systemic inequalities (Veale & Binns, 2017). When Al
algorithms are applied to decision-making processes,
they may inadvertently perpetuate and exacerbate
these biases. For example, if historical data favor invest-
ment in affluent neighborhoods over marginalized
ones, Al algorithms may recommend resource allocation
that continues to neglect underserved communities,
leading to biased decision making, as previously
discussed.

Addressing this issue requires planners and organi-
zations to be vigilant in identifying and mitigating
biases within Al systems. This may involve refining algo-
rithms, diversifying training data, implementing regular
audits to ensure fairness and equity in decision-making
processes, and having historical knowledge of harms
that have come before. In addition, engaging with com-
munities to understand their unique needs and per-
spectives may increase in importance. Those with
limited access to digital devices, the internet, or digital
literacy may find themselves excluded from the benefits
of Al-driven planning initiatives, particularly those for
public participation. To address this concern, urban
planners need to consider how to ensure equitable
access to Al-driven services and information. Strategies
may include providing digital literacy training, improv-
ing broadband infrastructure in underserved areas, and
designing Al interfaces that are user friendly and access-
ible to diverse populations. By bridging the digital div-
ide, planners can work to see that Al-driven planning
benefits all residents, visitors, customers, clients, and
users.
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When properly managed, Al technologies can sig-
nificantly improve public participation by providing
innovative tools for gathering input and feedback from
residents and others. However, there is a risk that relying
too heavily on Al-driven engagement processes may
exclude those who lack access to technology or are not
comfortable using digital platforms (Afzalan et al.,, 2017).
Urban planners and planning organizations will need to
strike a balance between leveraging Al for community
engagement and ensuring that traditional, in-person
engagement methods remain accessible and inclusive.
This includes conducting outreach in multiple lan-
guages, providing accommodations for individuals with
disabilities, and fostering a culture of inclusion where all
voices are valued, regardless of their mode of expres-
sion (Brenman & Sanchez, 2012).

One of the unintended consequences of Al-driven
planning could be forms of gentrification and displace-
ment. As Al identifies areas for redevelopment or invest-
ment, it may inadvertently accelerate the process of
raising property values and rents, pushing out long-
standing residents and businesses (Lorinc, 2022). This
can lead to the displacement of vulnerable commun-
ities and the loss of cultural diversity within neighbor-
hoods. Urban planners should proactively develop
strategies to mitigate these effects, such as affordable
housing initiatives, tenant protections, and community
land trusts. In addition, urban planners should prioritize
the preservation of cultural heritage and the voices of
those at risk of displacement in their planning processes
(Anguelovski et al,, 2019).

To truly harness the potential of Al in urban plan-
ning for the betterment of all community members, a
deep commitment to equity and inclusivity is para-
mount. This commitment necessitates a shift in per-
spective, recognizing that technological solutions must
be deliberately designed and implemented to address
the unique needs of diverse populations, including
those historically marginalized. Urban planners and Al
developers must engage directly with these commun-
ities, employing a co-creation approach to ensure that
Al-driven solutions are grounded in the real-world expe-
riences and challenges of those they aim to serve. This
engagement should not be superficial but deeply inte-
grated into every stage of the planning process, from
conceptualization to implementation and evaluation.

Furthermore, inclusivity in this context means going
beyond mere access to ensuring that Al applications are
comprehensible, usable, and beneficial across different
socioeconomic backgrounds, ages, and abilities. Urban
planners must advocate for and develop Al tools that
are inherently accessible, with interfaces and interac-
tions designed for a broad spectrum of users. Efforts to
improve digital literacy, alongside the deployment of Al
solutions, will be critical in ensuring that the digital
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divide does not widen the gap between different com-
munity segments.

Accountability and Transparency

As public servants, the issue of accountability is para-
mount to urban planners, regardless of the methods
they are using. Al systems potentially add a layer of
complexity based on the vast amounts and types of
data that may be used. However, when these decisions
lead to unanticipated outcomes, it can be challenging
to determine who is responsible. Is it the developers of
the Al, the data providers, the urban planners who
implemented it, or political leadership? This ambiguity
can lead to a lack of accountability. For example, if an Al
system recommends reducing public transportation in a
certain area, resulting in reduced accessibility for lower-
income residents, who is to blame? Without clear lines
of accountability, such decisions can exacerbate social
inequalities.

The complexity of Al algorithms may further com-
plicate this issue. Al models, especially those based on
machine learning, are often described as black boxes
owing to their opaque analytical processes. This opacity
makes it difficult for planners and stakeholders to under-
stand how particular predictions or decisions were
reached. In urban planning, where decisions can have
far-reaching consequences on community develop-
ment, infrastructure, and public welfare, this lack of
understanding is a significant concern as it relates to
the distribution of services and benefits.

Transparency is closely linked to accountability. For
urban planners to be held accountable, the processes
and reasoning behind Al-driven decisions must be
transparent. However, achieving transparency in Al sys-
tems is challenging. Many Al algorithms are proprietary,
and their internal workings are closely guarded secrets
of the companies that developed them. Even when the
algorithms are open for inspection, their complexity can
make them incomprehensible to those without special-
ized knowledge. This lack of transparency can lead to
distrust among the public, especially in communities
directly affected by urban planning decisions. Moreover,
the data used by Al in urban planning can raise add-
itional transparency issues. Al systems are only as good
as the data they are trained on. If these data are biased,
the Al's decisions may perpetuate and amplify these
biases. Transparency about data sources, data quality,
and the potential for bias are crucial for ethical Al use in
urban planning.

Another concern is the potential for Al to reinforce
existing power structures within planning organizations
and communities (Afzalan & Muller, 2018). Al-driven
planning tools can be expensive and require specialized
knowledge to operate, potentially centralizing power in



the hands of those who have access to these resources.
This centralization can lead to a less-inclusive planning
process, with community members and smaller stake-
holders having less influence over decisions that directly
affect them. To address these issues, urban planners
and planning organizations will need a multifaceted
approach. One critical step is the development and
enforcement of ethical guidelines for Al use in urban
planning. These guidelines should emphasize account-
ability, requiring clear lines of responsibility for decisions
made with the assistance of Al. They should also pro-
mote transparency, in terms of both the algorithms
used and the data they operate on. Making these
aspects of Al systems accessible and understandable to
nonexperts can help build trust and facilitate more
inclusive decision-making processes. Cities such as San
José (CA), Tempe (AZ), and Boston (MA) have drafted
such guidelines that outline frameworks along these
lines.

Related to openness, transparency, and account-
ability, urban planners should consider enhanced par-
ticipatory approaches involving community members in
the planning process. This involvement can help iden-
tify potential biases in data and decision making, ensur-
ing that the Al's recommendations do not inadvertently
harm certain groups. Moreover, it can help demystify Al,
making it a tool for the community rather than a force
acting upon it. Addressing these concerns requires a
concerted effort from all stakeholders involved in the
urban planning process. By developing ethical guide-
lines, promoting transparency, ensuring accountability,
and engaging with the community, urban planners can
use new Al methods while mitigating its potential eth-
ical pitfalls. But it is important to point out that this is
true for all aspects of a planner’s responsibilities and not
limited to Al-based approaches.

The use of Al algorithms in urban planning may be
opaque, making it challenging for residents to under-
stand how certain recommendations or decisions were
made. A lack of transparency can erode trust in the
planning process, particularly among marginalized com-
munities that may already have a history of being
excluded from decision making. To address this con-
cern, planners and organizations should prioritize trans-
parency in their use of Al. Transparency should be
emphasized throughout the planning process
(Hersperger & Fertner, 2021). This means not only pro-
viding clear explanations of how algorithms work but
also involving the community in algorithm develop-
ment and decision making. Transparency can help resi-
dents understand the rationale behind planning
decisions and hold planners accountable for their
actions.

The challenge of explaining Al methods and results
to the public is a critical aspect of fostering trust and
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inclusivity. As urban planners increasingly rely on Al to
inform their decisions, it becomes imperative to develop
strategies for effectively communicating the complex-
ities and outcomes of these technologies to a nonspe-
cialist audience. This includes creating clear, accessible
explanations of how Al algorithms function, the data
they use, and the rationale behind their recommenda-
tions. Simplifying the technical jargon and employing
visual aids or interactive tools can help bridge the gap
between complex Al processes and public understand-
ing. Moreover, urban planners should actively seek
opportunities for public education about and engage-
ment with Al, organizing workshops, forums, or online
platforms where community members can ask ques-
tions, provide feedback, and learn about the Al tools
being used in their cities. By prioritizing the explanation
of Al methods and results in a transparent and compre-
hensible manner, planners can ensure that all commu-
nity members, regardless of their technical expertise,
feel informed, involved, and empowered within the
urban planning process.

Misinformation and Disinformation
Another major ethical problem involves the deployment
of Al in disseminating false, harmful, and misleading
information. Bad actors may use machine learning mod-
els to produce and spread on social media channels
factually incorrect information regarding contentious
urban development issues (Hollander et al.,, 2020). This
has already been seen in U.S. politics. The extent to
which social media played a role in propagating false
information during the 2016 presidential election serves
as an example of this on a much larger scale (Shu et al,,
2017). The spread of misinformation will likely continue
on social media platforms, however, with or without the
intervention of Al technologies. Slowing the spread of
misinformation on social media platforms is a complex
and multifaceted challenge that requires a multi-
pronged approach. Overall, it will require a combination
of fact-checking, algorithm adjustments, education,
community engagement, moderation, and legal meas-
ures (Anderson & Rainie, 2017). More forceful and con-
tentious measures include censoring or banning social
media platforms such as TikTok, as proposed by the U.S.
Congress in 2024.

Misinformation, the unintentional spread of false
information, and disinformation, the deliberate dissemin-
ation of misleading or false information, pose unique
challenges in the context of Al-driven urban planning.
One of the primary issues is the quality and veracity of
the data fed into Al systems. Al algorithms, particularly
those based on machine learning, are heavily depend-
ent on large data sets to make predictions and deci-
sions. If the underlying data are flawed, outdated, or
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biased, the Al's outputs can be inaccurate or misleading,
leading to misinformation. The risk of disinformation
arises when there is a deliberate attempt to influence
urban planning processes or decisions using false or
manipulated data. This can occur for various reasons,
such as political gain, financial profit, or sabotage. For
example, a developer might manipulate data to make a
site appear more suitable for development than it is,
influencing planning decisions to their advantage. Such
acts not only undermine the planning process but also
erode public trust in the authorities and the systems
they use.

Another aspect of this challenge is the complexity
and opacity of many Al systems. The black box nature
of some Al models makes it difficult for planners and
stakeholders to understand certain outputs. This opacity
can be exploited to spread disinformation, because it is
challenging to verify or contest decisions made by an Al
system whose reasoning is not transparent. For urban
planning, where decisions can have significant impacts
on communities, this lack of transparency and account-
ability can lead to distrust. To address these challenges,
urban planners and planning organizations need to take
a proactive and multifaceted approach. First, ensuring
the quality and integrity of the data used by Al systems
is crucial. This involves not only using reliable and up-
to-date data sources but also regularly auditing and vali-
dating the data for accuracy and bias, such as human-
in-the-loop evaluation. Planners should be aware of the
sources of their data, understand the limitations, and
consider the potential for manipulation.

Although Al offers potential benefits for the urban
planning process, the risks of misinformation and disin-
formation cannot be ignored. Addressing these risks
requires diligence, transparency, and a commitment to
ethical practices. By focusing on data integrity, transpar-
ency in decision making, public engagement, and cre-
ation and adherence to ethical standards, urban
planners and planning organizations can mitigate the
risks of misinformation and disinformation. This is true
at any level or with any type of analysis whether Al is
involved or not. This approach not only will enhance
the effectiveness and fairness of urban planning but will
also help maintain public trust in the systems and insti-
tutions responsible for shaping our cities.

How Humans Control Al Technology
Recognizing the limitations of Al underscores the neces-
sity for human control and oversight. The relationship
between Al and its human supervisors is emphasized in
various facets of Al deployment and operation. First, the
human-in-the-loop paradigm underscores the critical
role of human experts in guiding, intervening, and even
correcting Al output and decisions. In Al applications
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within urban planning, Al may produce preliminary rec-
ommendations based on data analysis, but these should
be refined or adjusted by human planners to account
for contextual nuances that the Al might overlook or
errors that the Al system might have produced. It
should be noted, however, that relying on the human
in the loop may assume a level of expertise, consistency,
and dependability beyond what we can reasonably
expect from humans.

The training phase of Al, especially within super-
vised learning models, further accentuates the need for
human control. During this phase, Al learns from data
curated, cleaned, and labeled by human experts. It is
through this iterative process, where humans delineate
right from wrong and correct from incorrect and create
rules-based structures, that Al models gain their deci-
sion-making capabilities. In addition, though Al operates
on algorithms, the nuances of its operations are deter-
mined by parameters and hyperparameters set by
human operators. This offers a means for experts to
fine-tune the behavior and outcomes of Al, ensuring its
alignment with specific urban planning objectives, like
the population prediction example mentioned earlier.

The use of Al in urban planning obligates planners
to play multiple roles, transitioning from mere beneficia-
ries of Al's analytical capabilities to stewards of its ethical
and effective deployment. Planners, while leveraging
Al's insights, retain the crucial responsibility of contextu-
alizing these insights within the landscape of the urban
fabric, societal nuances, and historical precedents. A
problem for planners who are assigned these new roles
becomes one of playing a gatekeeper role in society. Al,
for all its computational agility, may at times provide
solutions that, although theoretically optimal, are mis-
aligned with the lived experiences and aspirations of
urban populations. It is here that the planner’s expertise
and attention to ethics and morals become indispens-
able in moderating and refining Al's recommendations
to ensure alignment with holistic urban objectives.

The ethical dimensions of Al's incorporation into
urban planning further accentuate the planner’s role as
a gatekeeper. In a domain where decisions have pro-
found sociospatial ramifications, the onus lies on urban
planners to ensure that Al-driven solutions uphold the
highest ethical standards, safeguarding against biases
and championing inclusivity. By setting and enforcing
ethical parameters, urban planners can mitigate the risk
of Al perpetuating systemic biases or overlooking margi-
nalized communities. The AICP Code of Ethics and
Professional Conduct states that most important, plan-
ners “serve the public interest” with “integrity,”
“proficiency,” and "knowledge.” Though the Code of
Ethics does not address specific planning methodolo-
gies, some of the themes do have applicability to the



use of Al, particularly related to the adoption of an open
data ethic (Schweitzer & Afzalan, 2017).

Recommendations for Ethical Al

Implementation in Urban Planning

The earlier discussion of the ethical implications of Al in
urban planning underscores the importance of compre-
hensive and balanced preparation. To ensure that Al
technologies benefit urban planning activities and out-
comes, it is important to note that the planning profes-
sion has emphasized the need for ethical standards that
apply to all areas of the plan-making process. Based on
this discussion, the following recommendations are
proposed:

e FEstablish clear ethical guidelines and standards:
Urban planners and policymakers should develop
and adhere to comprehensive ethical guidelines for
Al implementation. These guidelines should address
privacy, data security, transparency, and fairness.
Planners should learn from the lessons and best
practices of their peers, especially in the early stages
of Al adoption. Drawing from best practices in cities
with established clear standards can help prevent
biases and protect citizen and community rights.

e Prioritize transparency and accountability: Al systems
should be designed to be as transparent as pos-
sible, allowing stakeholders to understand and
question the decision-making processes. This
includes clear documentation of Al algorithms and
methodologies.

e Ensure inclusive and diverse data sets: To mitigate
bias, it is crucial to use diverse and inclusive data
sets that accurately represent the entire population
and users of an urban area. This involves actively
seeking data that include underrepresented com-
munities, ensuring equitable Al outcomes. Planning
analyses of all types, whether in Al models or not,
should meet this standard.

e Foster public engagement and participation:
Encourage public participation in Al-driven urban
planning projects. This can be achieved through
community consultations, surveys, and participatory
design sessions, allowing residents and others to
voice their concerns and preferences.

e Conduct regular ethical audits and reviews:
Implement regular audits of Al systems to evaluate
their ethical implications, effectiveness, and align-
ment with city and area goals. Ethical committees
or review boards can provide oversight and ensure
ongoing compliance with ethical standards. Most, if
not all, public agencies, as well as the planning pro-
fession, already have such mechanisms in place that
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should incorporate knowledge of new technologies.
Unfortunately, these committees and boards do not
always make the best use of their roles. Because of
this, our recommendations for Al use might go
beyond current practice. We are comfortable with
this. It is better to stay ahead of technological
developments rather than play catch-up later.

e Promote interdisciplinary collaboration: Encourage
collaboration between technologists, urban plan-
ners, ethicists, and community groups. This interdis-
ciplinary approach can provide a holistic view of
the implications of Al in urban planning and foster
solutions that are both technologically sound and
ethically responsible.

e Invest in Al literacy and education: Investing in Al
literacy for both professionals and the public can
lead to better understanding and engagement with
Al technologies. Educational programs can demys-
tify Al and foster informed discussions about its role
in urban development. This will also be an impor-
tant aspect of all oversight and review functions, to
be knowledgeable about data and methodologies.

e Develop robust privacy and data security policies:
Robust policies on data privacy and security are essen-
tial and will become increasingly important. This
includes implementing strong cybersecurity measures
and clear policies on data usage and sharing.

At this early stage, urban planners should emphasize
the need for education about the many dimensions of
Al (Sanchez et al,, 2022). An understanding not only
facilitates optimized Al applications but also equips
planners to discern instances where human knowledge
or expertise should prevail. The allure of Al's data proc-
essing capabilities, although tempting, should not over-
shadow the intrinsic human touch, characterized by
context and empathy, which has been central to effect-
ive urban planning. Equally important is the collabor-
ation between urban planners and Al experts. Such
interdisciplinary synergy can fine-tune Al tools to cater
specifically to urban challenges, ensuring relevance and
utility. Moreover, this cross-pollination of expertise can
bridge the existing knowledge gap and ease the uncer-
tainty that clouds Al's integration into urban planning.

Conclusions

Though Al holds great promise for enhancing urban ana-
Iytical methods, recognizing its ethical challenges is cru-
cial. In this article, we identify areas of ethical concerns
and recommend establishing clear ethical guidelines, pri-
oritizing transparency and accountability, ensuring inclu-
sive data sets, and fostering public engagement. Regular
ethical audits, interdisciplinary collaboration, Al literacy,
and robust privacy policies are also strongly
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recommended. These recommendations are aimed at
achieving a balance where Al can be used effectively in
urban planning while ensuring that ethical standards are
upheld and the rights and needs of all urban residents
are considered. Ultimately, the successful integration of
Al in urban planning will depend on a concerted effort
from technologists, policymakers, urban planners, and
the public to navigate these ethical complexities and
work toward creating more equitable, efficient, and sus-
tainable urban environments by using these tools.

A key takeaway from the preceding discussion is
that warnings about the use of Al ultimately echoing
existing concerns regarding human performance and
trustworthiness (De Cremer & Kasparov, 2022). As com-
plex as some Al models are, it should be noted that the
human brain is the ultimate black box (O'Gieblyn, 2022).
Humans often exaggerate or are unaware of the reasons
why they made a particular decision or why they
selected specific alternatives. The term hallucination is
frequently used to characterize misinformation
assembled by LLMs; however, humans do this as a mat-
ter of course, and these instances are casually dismissed.
There is no difference, but it is implied that LLMs are
somehow less trustworthy. It can be very difficult to
detect the source or type of bias in human thought,
whereas the data and logic used by computers can be
carefully deconstructed and analyzed. There are, how-
ever, exceptions to this, including deep neural networks,
known for being black boxes where outputs are very
difficult to predict or explain.

Though there are concerns about rapid technology
changes, the adoption cycle is often less disruptive than
expected because it tends to be a gradual process that
occurs incrementally (Rogers et al,, 2014; Rosério & Dias,
2022). In the case of planning, consider the adoption of
GIS, possibly the most significant technological advance-
ment for planners in the past few decades (Drummond &
French, 2008; Sanchez et al,, 2022). The use of GIS has pro-
gressed from the creation and updating of maps by speci-
alized GIS technicians to relatively sophisticated spatial
analysis methods now available to anyone with access to
a smartphone or web-based GIS platforms. This has taken
place over several years and has transformed planning
practice with few (if any) negative impacts on the profes-
sion. It remains to be seen whether the adoption of Al by
planners will follow a similar path. The planning profes-
sion is generally risk averse and not a highly technical
field, so we suspect a relatively gradual process.

The promises and potential of Al are both intrigu-
ing and absorbing, but organizations should carefully
prepare before investing significant resources in Al. It is
important to prepare for change, and some interruption
is to be expected. We are accustomed to our routines;
therefore, all types of change take time and have their
challenges. As we describe here, it is important to create
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a clear vision and goals for Al use and to develop a thor-
ough understanding of what Al offers. Upon adoption,
it is also important to track performance and evaluate
the value and advantages of Al deployment as well as
its possible harms. Throughout the process of adopting
Al, planners should be aware of the potential for ethical
concerns related to its use as new types of data and
analysis emerge for Al applications.

Finally, we return to Antoine de Saint-Exupéry’s quote.
He suggested that technology, rather than distancing
humans from the natural world and humankind, actually
deepens our involvement with it. For instance, machines
like airplanes do not just transport us above the Earth; they
offer new viewpoints and understanding of our planet and
our role within it. This deeper engagement does not sim-
plify our problems but exposes their complexity and inter-
connectedness. He also touches on the moral and ethical
responsibilities that accompany technological power. As
our capabilities grow, so do the ethical dilemmas regard-
ing our impacts on the world around us. This perspective
is a departure from the notion that technology enables
humans to dominate or control nature. Instead, it suggests
that technology pushes us to better understand human-
kind. Ultimately, there are many unknowns, and the record
shows that we are not skilled at predicting the future,
especially when it comes to technological change. It is the
planner’s role to use all available facts and proceed in a
way that best serves the public.
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