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Abstract—Distributing quantum entanglements over long dis-
tances is essential for the realization of a global scale quantum
Internet. Most of the prior work and proposals assume an
on-demand distribution of entanglements which may result in
significant network resource under-utilization. In this work,
we introduce Quantum Overlay Networks (QONs) for efficient
entanglement distribution in quantum networks. When the de-
mand to create end-to-end user entanglements is low, QONs
can generate and store maximally entangled Bell pairs (EPR
pairs) at specific overlay storage nodes of the network. Later,
during peak demands, requests can be served by performing
entanglement swaps either over a direct path from the network
or over a path using the storage nodes. We solve the link
entanglement and storage resource allocation problem in such a
QON using a centralized optimization framework. We evaluate
the performance of our proposed QON architecture over a
wide number of network topologies under various settings using
extensive simulation experiments. Our results demonstrate that
QONs fare well by a factor of 40% with respect to meeting surge
and changing demands compared to traditional non-overlay
proposals. QONs also show significant improvement in terms
of average entanglement request service delay over non-overlay
approaches.

Index Terms—Quantum Overlay Networks, Storage, Fidelity,
Quantum Network

I. INTRODUCTION

The vision of a quantum Internet, a global network capa-
ble of transmitting quantum information, brings with it the
promise of implementing quantum applications such as quan-
tum key distribution (QKD) [6], quantum computation [10],
quantum sensing [12], clock synchronisation [25], quantum-
enhanced measurement networks [17], and many others [23].
Recent experiments have demonstrated successful quantum
key distribution at short distances [31], [41], [37] and some
are even commercially available [17].

Executing these applications relies on creating long distance
quantum entanglements between end nodes in a quantum
entanglement distribution network [26], [11]. Quantum entan-
glement is a shared state between two or more quantum bits
(qubits) where the quantum state of individual qubits cannot
be described independently of the others. Distributing quan-
tum entanglement over long distances first involves creating
entanglements, known as link-level entanglements, between
adjacent nodes in a quantum network. Finally, end-to-end
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Figure 1: A pictorial depiction of serving user demands in a
QON. Users can create end-to-end entanglement using either
the entanglements stored at storage nodes (green arrows) or
consuming link level entanglements directly from the network
(red arrow).

user entanglements are generated by having each node on the
path connecting the end users perform a quantum operation
known as an entanglement swap on the individual link-level
entanglements. These end-to-end user entanglements can then
be delivered to respective quantum applications such as QKD
for consumption.

As more and more quantum Internet based applications
develop in the future, the ever-evolving nature of quantum
applications will bring new challenges in managing and de-
livering quantum entanglement services to end users. Most
studies of quantum networks have focused on developing
routing protocols for entanglement generation [43], [30], [8],
[40], [44] and network protocol stack design [26], [11].
Existing proposals for quantum networks generally assume
static conditions and cannot serve end user demands at more
than a predefined capacity at any given time. We envision time
varying user traffic demands for end-to-end user entanglements
in future quantum networks. Thus, situations may arise when
the quantum network cannot generate entanglements at the
requested rate. We pose the following research question. What
networking infrastructure will allow for handling peak traffic
demands for creating end-to-end user entanglements in a
quantum network? We introduce Quantum Overlay Networks
(QONs) as a solution to address this problem.

We briefly describe the QON architecture. In a QON, we
envision that the network infrastructure provides entanglement
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storage service at some of the nodes of the network for future
usage. The infrastructure may deploy a number of storage
nodes each with a set of long-lived quantum memories as
shown in Figure 1. Recent advances in quantum memory
design suggest that memory lifetimes on the order of 16
seconds [15], [27] and up to one minute [19], [28] are
achievable. Thus it is not unreasonable to expect quantum
memory coherence times of a few minutes in 5-10 years.

However, QMs are likely to operate at cryogenic tempera-
tures and may require isolated and costly hardware to operate.
Thus, these resources will be limited and it is important
to manage them efficiently in a QON. In periods of low
demand, a quantum network can dedicate its resources (link-
level entanglements) to creating entanglements between the
storage nodes in addition to generating entanglement directly
between users. During high demands, requests can be served
by performing entanglement swaps either over a direct paths
connecting end users (red solid arrow) or over paths using the
storage nodes (green solid arrows) as shown in Figure 1.

When user demands are dynamic and stochastic, the QON
resources (e.g., link-level entanglements and storage capacity)
need to be manged carefully. In particular, the following key
trade-off should be addressed. How much of the network
resources should be used to serve present user demands
versus how much of the resources should be allocated for
entanglement generation between storage nodes for future
usage? In this work, we precisely answer these questions. We
formulate and solve several QON resource allocation problems
with different performance objectives. These include serving
peak end user demands, minimizing average request service
delay, and maximizing weighted entanglement generation rate.

Apart from end-to-end entanglement generation rate, an-
other important network performance metric is the end-to-end
entanglement fidelity. Here, entanglement fidelity is a measure
of the quality of a served entanglement. Due to noise in
quantum channels and quantum operations, fidelity decreases
with each quantum swap operation. Quantum applications may
set a minimum threshold on end-to-end entanglement fidelity.
End-to-end entanglement fidelity can be improved through an
entanglement purification quantum operation [16]. Some end-
to-end entanglements are sacrificed in the purification process,
which decreases end-to-end entanglement generation rate. In
this work, we apply purification on established end-to-end
entanglements to satisfy the fidelity requirements of end-user
applications.

Our contributions are summarized below.
• We propose and develop a QON architecture that places

nodes with long-lived QMs in a quantum network to
efficiently distribute quantum entanglements. To the best
of our knowledge, this is the first work that presents a
complete design and performance analysis of a quantum
overlay network.

• We present several optimization formulations for a QON
to optimize different performance objectives such as
aggregate entanglement generation rate, and average en-
tanglement request service delay.

• We evaluate the effectiveness of our proposed solution
through experiments on both real-world classical net-
works (ex- ATT, IBM, Abilene, SURFnet) and random
networks (power law and Erdos Renyi). Our results con-
firm that QONs can satisfy peak entanglement generation
requests about 40% more than non-overlay approaches.
QONs also increase the weighted entanglement gener-
ation rate, and significantly reduce the request service
delay over non-overlay proposals.

The rest of the paper is organized as follows. First, we
present some preliminary background information on quantum
operations and the system model in Section II. In Section III,
we explain different models and objectives of our proposed
QON architecture. In Section IV, a thorough performance
evaluation of the proposed architecture is conducted and
conclusions are drawn in Section VI.

II. TECHNICAL PRELIMINARIES

In this section, we provide a high level overview of some
of the quantum operations and describe the system model that
will be used throughout the paper.

A. Quantum Background

We now briefly mention some of the quantum operations
that are relevant to this work.

Quantum States: A quantum bit (qubit) is fundamentally dif-
ferent than a classical bit. A classical bit can either be in state
0 or 1 while a qubit can be in a superposition state of state 0
and 1. Typically a qubit is represented as |α〉 = α1|0〉+α2|1〉.
Similar to one qubit system, a two qubit quantum system
can be in a superposition of |00〉, |01〉, |10〉, |11〉 states and
represented as |α̃〉 = α̃1|00〉+α̃2|01〉+α̃3|10〉+α̃4|11〉. While
there exists many possible physical realization of a qubit,
photonic qubits are most likely to be used for quantum com-
munication and information transfer. In practice, these qubits
can be sent through optical fiber based quantum channels using
polarization, time-bin, or absence and presence of a photon
based encodings [29].

Quantum Entanglement: An entangled state is a special
type of multi-qubit quantum state which can not be writ-
ten as the product of its individual component states. The
measurement outcomes of an entangled state are correlated.
A two qubit maximally entangled state shared between two
parties A and B can be in one of the following four forms,
also known as the Bell pairs: |ψ±AB〉 = |0A0B〉±|1A1B〉√

2
and

|φ±AB〉 = |0A1B〉±|1A0B〉√
2

. We refer to Bell pair |ψ+
AB〉 as an

EPR pair.

Entanglement Swapping: Suppose two parties A and B
share an EPR pair |ψ+

AB〉. Also, assume that B shares another
pair |ψ+

BC〉 with C. Then B can create an EPR pair |ψ+
AC〉

between A and C by performing a bell state measurement
followed by classical communication exchange and a correc-
tion. This operation is known as entanglement swapping. The
process can be repeated in a nested manner to create EPR
pairs between distant parties.
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Fidelity and Entanglement Purification: Fidelity is a widely
used metric to quantify the quality of an entanglement. Due
to noisy quantum channels, interaction with environment and
imperfect quantum operations, the quality of an EPR pair
typically decreases from its initial state. However, quantum
applications may have a minimum threshold on the fidelity
(F th) of EPR pairs for subsequent usage. Thus, low quality
EPR pairs delivered to the application may not be suitable for
consumption. A quantum operation known as Entanglement
Purification can solve this issue. Entanglement purification
typically consumes two low-fidelity base EPR pairs and create
one EPR pair with higher fidelity. Each purification step is
probabilistic and both base pairs are lost in case of failure.
This operation can be repeated in a nested manner by again
purifying two newly purified EPR pair until a target fidelity is
reached. These protocols are also known as recurrence based
purification protocols. We refer to a purified EPR pair with
fidelity greater than target fidelity as a high quality EPR pair.

Let F denote the fidelity of base EPR pairs that participate
in purification. The average number g(F, F th) of base EPR
pairs needed to create one high quality EPR pair under a
recurrence based purification protocol is given by [16],

g(F, F th) =

kmax∏
k=1

2

pk
, (1)

where kmax denotes the number of successful purification
steps needed to achieve an output fidelity of F th starting from
an input fidelity F and pk denotes the success probability of
kth purification step.

Quantum Memories: QMs can store EPR pairs for fu-
ture usage. To realize long-distance entanglement storage,
the photonic qubits need to be stored at intermediate nodes
of a quantum network with high efficiencies. In a QM,
photonic quantum states are mapped onto individual matter
(non-photonic) qubits. Physical implementations of QMs can
be grouped into the following five platforms: rare-earth ion-
doped solids, diamond color centers, crystalline solids, alkali
metal vapours, and molecules. We refer interested readers to
[20], [33] for a more elaborate discussion on various proposed
implementations of QMs.

B. Basic Components of QON

In this section, we describe the basic components of QON.
Table I shows the notations used in this and next sections.

Network: We consider a quantum network represented by
a graph G = (V,E), where V is the set of nodes and E is
the set of physical communication links. We define c(u, v)
as the capacity of edge (u, v), which denotes the average
EPR pair generation rate between adjacent nodes u and v.
We assume a subset of the nodes (S ⊂ V ) in the network
have storage capability and pairs of them can store EPR
pairs for satisfying future requests. Let J denote the set of
storage pairs in the network. The storage nodes can also act
as normal nodes meaning that they can create EPR pairs with
neighboring nodes and perform entanglement swapping. Each

c(u, v) Capacity of link (u, v) in EPRs/sec

K Set of user pairs

Virtual link A newly added link to the graph that connects a storage pair
directly

Pk
N Set of all paths for user pair k in G

Pk
S Set of all paths for user pair k that use at least one virtual

link in G̃

Fk
t Fidelity threshold of user pair k at time interval t

g(Fp, F th) Avg. no. of base EPR pairs needed for purification on path p
to achieve fidelity threshold F th

S Set of nodes that have storing capability

J Set of storage pairs

Dk
t Rate of demand for request pair k at time interval t

Bs Capacity of storage server s

Fp Basic fidelity of path p

wk
p,t Rate of entanglement generation for pair k on path p at time

interval t

uj
p,t Avg. no. of EPR pairs at storage j at the beginning of time

interval t that are generated using path p

∆ Duration of one time interval in sec

h EPR pair lifetime (e.g., no. of time intervals) at storage servers

Table I: Notations used in this paper.

storage server can store a limited number of EPR pairs in its
memory for future usage. The capacity of each storage server
s ∈ S is identified by Bs.
Workload: We assume the time to be discretized and consists
of a set of T discrete time intervals. We denote K to be the set
of source-destination pairs of users that generate entanglement
requests at each time interval. Let Dk

t denote the entanglement
generation request rate from source-destination pair k at time
interval t. We assume there is a central controller in the
network that receives these requests and orchestrates resources
at different time intervals. Each request from user pair k has
an application-level target fidelity threshold indicated by F k

t .
Paths and Virtual Links: We assume that each user pair k =
(src, dst) has a set of predefined paths between them. Same
holds true for storage pairs j = (j1, j2). We denote the set of
paths that connect two user (storage) pairs through the network
as P k

N (P j
N ). We now add a parallel link between a storage

pair for each path that connects them and refer to these new
links as virtual links1 (Figure 2b). Let G̃ = (V, Ẽ) denote the
virtual graph created by adding virtual links between storage
node pairs. We define a virtual path to be a path that uses at
least one virtual link. For each parallel virtual link, one needs
to know the corresponding network path that created it. This

1The notion of a single virtual link was first introduced in [34].
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(b) Adding one virtual link for
each path between storage servers

Figure 2: Adding parallel virtual links between storage pair
(2, 5) to construct virtual paths for user pair (1, 6).

will be helpful in tracking the fidelities associated with the
EPR pairs stored at the corresponding storage servers. Hence,
we associate an identifier for each virtual path.

For example, in Figure 2, consider the virtual path p1 =
{1, 2, 5, 6} that was created using network sub-path s1 =
{2, 3, 5}. Consider another virtual path p2 = {1, 2, 5, 6} that
was created using network sub-path s2 = {2, 4, 5}. We treat p1
and p2 differently and do not count them as duplicates. Let f(·)
be a function that outputs the complete path corresponding to
a virtual path. In our example: f(p1) = {1, 2, 3, 5, 6} and
f(p2) = {1, 2, 4, 5, 6}. Let P k

S (P j
S) denote the set of virtual

paths between user (storage) pair k (j) in G̃.

Fidelity of stored EPR pairs: We need to keep track of the
fidelity of stored EPR pairs at each pair of storage servers.
Since each storage pair j ∈ J may use different paths to
generate EPR pairs, the fidelity of the stored EPR pairs at each
storage pair can be different. For each storage pair and for each
path between them, we define a variable ujp,t to identify the
number of EPR pairs generated over path p that are stored at
storage pair j at time t. All EPR pairs generated over path
p have the same basic fidelity. We assume that entanglement
purification is always performed by the end-users and storage
nodes do not perform any purification.

Storage Lifetimes: We assume the qubits of an EPR pair
decohere after being stored for h time intervals and, if not
used are thrown out. In Section III, we consider formulations
for resource allocation in a QON for different values of h. In
particular, we are interested in two extremes: (i) h = 1 (unit
storage lifetimes) (ii) h ≥ |T | (infinite storage lifetimes).

III. QON: MODELS AND OBJECTIVES

We now introduce the related models and objectives for
resource allocation in QONs.

A. Handling demand spikes
One of the goals of this work is to evaluate the robustness of

QON in handling sudden demand fluctuations for generating
end-user entanglements. Our goal is to serve the demands of
all user pairs during each time interval while satisfying their
fidelity requirements. We first consider the case that EPR pairs
can stay in storage forever and can be used in any time in the
future, h ≥ |T |. We then consider the case that EPR pairs are
valid for only one time interval, h = 1. The third case where
EPR pairs can be stored at storage servers for multiple time
intervals, 1 < h < |T |, is relegated to Appendix VIII-A.

1) h ≥ |T | case: We now consider the case where EPR
pairs can be stored at storage servers forever. Our decision
variables wk

p,t denote the rate of entanglement generation for
user pair k using path p during time interval t. Below, we
cast the demand satisfaction problem as a constraint feasibility
problem and explain its constraints.

max
wk

p,t

1

subject to ∀t ∈ T :

ujps,t = ujps,t−1

−
∑

k∈{K∪{J−j}}
p∈Pk

S |ps⊂f(p)

wk
p,t−1g(Fp, F

k
t−1)∆

+ wj
ps,t−1∆ j ∈ J, ps ∈ P j

N ∪ P
j
S

(2)

∑
k∈{K∪{J−j}}
p∈Pk

S |ps⊂f(p)

wk
p,tg(Fp, F

k
t )∆ ≤ ujps,t

j ∈ J, ps ∈ P j
N ∪ P

j
S (3)

∑
p∈Pk

N∪Pk
S

wk
p,t = Dk

t k ∈ K (4)

∑
k∈{K∪J}

p∈Pk
N∪P

k
S |(u,v)∈p

wk
p,tg(Fp, F

k
t ) ≤ c(u, v)

(u, v) ∈ E (5)∑
s2∈S

j=(s,s2)∈J
ps∈P j

N∪P
j
S

ujps,t ≤ Bs s ∈ S (6)

wk
p,t ≥ 0 k ∈ {K ∪ J}, p ∈ P k

N ∪ P k
S (7)

ujps,t ≥ 0 ∀j ∈ J, ∀ps ∈ P j
N ∪ P

j
S (8)

Here, (2) captures the evolution of each storage pair j.
ujps,t is equal to ujps,t−1 minus the average number of EPR
pairs served from it to satisfy user demands and end-to-end
purification in the previous time interval, plus the average
number of EPR pairs stored in it using path ps in the previous
time interval. We repeat this constraint for all storage pairs and
for all paths between them across all time intervals. Function
f returns a complete path p̃s corresponding to a virtual path
p as explained in Section II.

Constraint (3) ensures that the average number of purified
EPR pairs that are served from one storage pair during time
interval t should be less than or equal to what has been
available in it at the beginning of the interval. Similar to the
previous constraint, we repeat this constraint for all storage
pairs and for each path between them that is being used for
entanglement generation. For a storage pair j and a given path
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ps between them, the condition on the summation term in
this constraint captures all paths (end-user pair paths + other
inter-storage pair paths) that have ps as their sub-path.

Constraint (4) ensures that all the demands for each user
pair should be satisfied. Constraint (5) ensures that the average
number of EPR pairs served or stored using an edge should
not be more than its capacity. Constraint (6) enforces that the
storage capacity of each storage node must not be violated.
Note that, we have set the value of ujp,t for t = 0 to zero, i.e.
no EPR pairs are stored at the storage servers at the beginning
of first time interval2. In addition, the value of wk

p,t for t = 0
and for any user pair k with p ∈ P k

S is set to zero. This means
that we can not serve any EPR pair from the storage servers
at the first time interval since nothing has been stored at the
storage servers yet. The function g(Fp, F

k
t ) in constraints (2),

(3), and (5) returns the average number of base EPR pairs
with fidelity Fp that needs to be sacrificed in order to create
one high quality EPR pair of fidelity at least F k

t . The function
g(Fp, F

k
t ) can be computed using Equation (1).

2) h = 1 case: The problem formulation for the case when
stored EPR pairs have unit storage lifetimes is similar to the
infinite lifetime scenario except for the constraint that tracks
the evolution of average number of stored EPR pairs across
storage node pairs. The formulation is as follows:

max
wk

p,t

1

subject to ∀t ∈ T :

ujps,t = wj
ps,t−1∆−∑

k∈{K∪{J−j}}
p∈Pk

S |ps⊂f(p)

wk
p,t−1g(Fp, F

k
t−1)∆

j ∈ J & ps ∈ P j
N ∪ P

j
S (9)

and constraints (3), (4), (5), (6), (7), (8)

Note that we do not have the variable ujps,t−1 in constraint
(9) anymore.

B. Maximizing Weighted Entanglement Generation Rate

Entanglement Generation Rate (EGR) provided by a quan-
tum network is another important performance metric and a
subject of great interest in recent quantum network proposals.
We now investigate a scenario where a population of end-user
pairs get served by the quantum network, possibly at different
rates. In a quantum network, some end user pairs may have
different priority or reward when they get served. Thus, the
user pairs can compete for access to QON resources. Let αk

t

denote the weight associated with user pair k at time interval
t. Our goal is to solve the resource allocation problem in a
QON that maximizes the aggregate weighted EGR across all
user pairs and all time intervals. The optimization formulation
for h ≥ |T | is presented below.

2Even though here we focus on the formulation for finite |T |, one can
easily modify our formulation for the case when T is periodic by setting
uj
p,0 = uj

p,|T |

max
wk

p,t

1

|T |
∑
t∈T

∑
k∈K

∑
p∈Pk

N∪Pk
S

αk
t ∗ wk

p,t (10)

subject to ∀t ∈ T :

constraints (2), (3), (5), (6), (7), (8)

Note that, the constraints for this formulation are similar
to the formulation mentioned in Section III-A except that
we do not have a notion of end-user demands. Instead we
are interested in maximizing aggregate weighted EGR. The
formulation for h = 1 scenario can be described similar to
Section III-A2.

C. Minimizing request service delay

Similar to the classical overlays, QONs can also be used to
minimize the aggregate request service delay while satisfying
user request requirements. The key idea is that the EPR pairs at
the storage nodes are readily available for consumption. Thus,
when requests are served using EPR pairs from storage nodes,
one needs to perform lesser number of entanglement swap
operations compared to the case when they are served using
the network which in turn decreases the end-to-end request
service delay. We present the formulation as follows.

min
wk

p,t

∑
t∈T

∑
k∈K

∑
p∈Pk

N∪S

wk
p,t(|p| − 1) (11)

subject to ∀t ∈ T :

Constraints (2), (3), (4), (5), (6), (7), (8)

Here, |p| is the length of path p. When p ∈ P k
S , the path length

greatly reduces due to the notion of virtual links.

D. Complexity Analysis

The computational complexity of our problem formulation
can be analyzed as follows. First of all, the decision variables
wk

p,t, are continuous. The constraints and objectives mentioned
in all previous formulations are linear. Thus all of our opti-
mization formulations are linear programs. Assume |K|, |P |,
and |E| represents the number of user pairs, the number of
paths used for each user pair, and number of edges in the
network respectively. Our optimization problem has at most
|K| ∗ |P | ∗ |T | number of variables and the number of con-
straints are O(|T |∗|J |∗|P |∗|K|)3+O(|T |∗(|K|+|E|)∗|P |)).

IV. PERFORMANCE EVALUATION

In this section, we experimentally evaluate QONs to answer
the following questions: (1) Do QONs help to handle demand
spikes from users and help to serve more EPR pairs in the
network? (2) Do QONs significantly drive down entanglement
request service delays by storing and moving EPR pairs closer
to users? (3) How do different strategies for storage node
selection in the network affect the answers to two previous
questions?

We conduct the experiments using the IBM CPLEX solver
[21].
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Figure 3: Percentage of satisfied workloads in real (3a,3b, and 3h) and random (3e,3f, and 3g) topologies with different number
of storage nodes. Bs for all servers is 12, 000, ∆ is 20 seconds, and the fidelity threshold for requests is 0.8.

Param ∆ |T | c(u, v) Link Fidelity Bs

Value 20s 10 Unif[200, 1400] Unif[0.96, 0.99] 12000

Table II: Parameters used in our experiments.

Network topologies: In our evaluation, we use the topologies
of four real networks including the Dutch SURFnet network,
taken from the Internet topology zoo [24], ATT and IBM
network topologies taken from [36], Abilene [2], and different
randomly generated topologies based on preferential attach-
ment model (power law graph) and Erdos Renyi graph [5].
We use G(n, p) to refer to the Erdos Renyi graphs where n is
the number of nodes and p is the probability for edge creation.
We use PA(n,m) to refer to the preferential attachment model
where n is the number of nodes and m is the number of edges
to attach from a new node to existing nodes. We use python
networkx library [18] to generate random topologies.

Table II shows the value of different parameters used in
our experiments. Table III specifies the characteristics of the
topologies. We average the degree and the diameter over 5
randomly generated topologies for G(n, p) and PA(n,m)
where p = 0.1, 0.05 and m = 2, 3. In all topologies, unless
mentioned, we consider at most one shortest path (based on
hop count) between each pair of users, each pair of storage
servers, and each user and each storage server.
Purification and Swapping: We assume all noisy mixed
entangled states in the network are Werner states [42]. In our
experiments we use the recurrence based purification scheme
as explained in Section II. In particular, we use the DEJMPS
protocol [13] for purification. The values of pk and kmax in
(1) can be determined from the results presented in [13]. When
a node performs an (noise-free) entanglement swap operation
between two EPR-pairs with fidelities F1 and F2, the fidelity
of the resulting state is 1

4 + 3
4 ∗ ( 4F1−1

3 )( 4F2−1
3 ) [7]. We

compute the basic fidelity of a path in the same way.
Storage selection schemes: We select the storage servers in
the network based on two schemes. In Random scheme, we
select storage nodes randomly. In Degree scheme, nodes with
the higher degrees are selected first as storage servers.
Workload: We consider 6 user pairs for each network

Topologies |V | |E| Avg. Degree Diameter

ATT 25 112 4.4 5

Abilene 12 30 2.5 5

IBM 17 46 2.7 6

SURFnet 50 68 2.7 11

G(50, 0.0.5) 50 67 2.8 9.3

G(50, 0.1) 50 123 4.9 5.3

PA(50, 2) 50 96 3.8 4.9

PA(50, 3) 50 141 5.6 4

Table III: Properties of network topologies used in Simula-
tions.

topology and generate the demands to create entanglements
between the user pairs for each time interval using the spike
model of tgem library [32]. The spike model takes the number
of user pairs, number of time intervals, number of user pairs
that would have a spike in their demands, and a mean value
for the spike as inputs and generates the demands between
each pair of users for each time interval. In our experiments,
at each time interval, three user pairs can have a spike in
their demands. A workload includes demands from all user
pairs and their fidelity requirements over T time intervals.
Since each topology has a different capacity for serving
entanglements, we normalize the generated workloads of each
topology based on the capacity of that topology. We first
compute the capacity of each topology as the maximum EPR
rate that it can generate with a fidelity threshold 0.75 to
different sets of 6 user pairs. If the capacity of topology, with
this definition, is c, we set the mean value of each spike to c/3
as we have three spikes in each time interval in our workload
generation module.

A. Handling demand spikes

We first evaluate the robustness of QONs in handling
unexpected spikes in user demands. We say a workload is
satisfied if the network can serve the demands of all users in all
time intervals while fulfilling their fidelity requirements. For
each network, we measure the percentage of 200 generated

6



workloads that the network can satisfy and plot them as a
function of number of storage nodes in the network.

Figure 3 shows the percentage of satisfied workloads among
all workloads for real and randomly generated topologies. In
each sub-figure, the first keyword in the legend indicates the
value of h that represents the EPR pair storage lifetime and
the second keyword represents the scheme for storage node
selection. The threshold for fidelity requirement of all requests
at all time intervals in this experiment is set to 0.8 and the
values of ∆ and Bs (for each storage server s) are 20 seconds
and 12,000 EPR pairs respectively.

A couple observations are noteworthy. As expected, the
number of satisfied workloads increases with the number of
storage nodes in the network and the highest value observed is
around 92% with 10 storage nodes in most topologies. There
is almost no difference between infinite time-intervals for EPR
pair lifetime (h ≥ |T |) and one-time-interval lifetime extreme
(h = 1) except for the case when the number of storage nodes
is low in the network. In addition, the percentage of satisfied
workloads varies across different topologies. Topologies with
a higher number of edges can handle more demand spikes as
the paths would use disjoint links with a higher probability
in these networks. Two storage selection schemes produce
different results for different topologies. However, in most
cases, choosing storage nodes using Degree scheme (red and
black bars) outperforms the random scheme.

B. Storage utilization

We now evaluate the utilization of storage nodes in the
network under different target fidelity requirements for end-
user requests. For each storage server s, if the highest number
of EPR pairs that is stored at it among all time intervals of
a workload is v and the capacity of the storage is Bs, we
define the utilization of that storage to be v

Bs
∗ 100. For each

workload, we measure the utilization for all storage servers
in the network and compute the average. For each generated
workload, we change the fidelity requirement of the requests
for 6 user pairs in the network and measure the storage server
utilization. We use the previous experiment setup for this
experiment as well. We conduct this experiment with ATT
and PA(50, 2) routing topologies.

Figure 4 shows the average storage utilization across dif-
ferent number of storage servers in the network. The storage
servers are chosen using Degree scheme. As might be expected
utilization decreases as the number of servers increases as the
load gets spread over more servers. By increasing the fidelity
requirement of requests, the utilization is increased as we need
more EPR pairs for the purification scheme ans more EPR
pairs are stored at storages for this purpose.

C. Maximizing Weighted Entanglement Generation Rate

In this experiment, we evaluate the maximum rate that a
QON can serve to a set of users. We assume the set of users
for all time intervals is fixed but the weight for each user
is changing. We set the weight of each user pair at each time
interval from the range [0, 1]. We assume the fidelity threshold
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Figure 4: Storage server utilization under different fidelity
requirements for requests for Degree storage selection scheme,
Bs = 12, 000 and h ≥ |T | case.
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(b) Random topologies

Figure 5: Maximizing EGR in different topologies. Storage
selection scheme is Degree and h ≥ |T |. The fidelity threshold
is 0.8.

for all delivered EPR pairs is equal and is 0.8. We conduct this
experiment with the Degree scheme for storage node selection
in the network.

Figure 5 shows a box plot of EGR as a function of the
number of storage nodes in the network with 6 user pairs
over 400 generated workloads of 10 consecutive time intervals
for different topologies. Unsurprisingly, EGR is an increasing
function of the number of storage nodes. However, the results
for EGR in each topology depends on the average degree
and number of edges in the network that can effect the paths
used by each user pair. With more edges in the network, it is
more likely that different paths would use different links in
comparison to the case that the network has a smaller degree
and number of edges. When multiple user pairs use a set of
paths that share a link, all user pairs are limited to the capacity
of that link. In our evaluation, we found that in 50 percentage
of workloads, in real topologies, an edge is being used by
an average of 2.1 user pairs. However, this value is 1.2 for
random topologies.

In Figure 6, we check the effect of increasing the number
of paths between each user pair and storage servers on the
EGR of the network. The y-axis is the average EGR over
200 workloads with each workload including 6 user pairs
each having a different weight value for 10 time intervals.
We have plotted the results for only the h ≥ |T | case. In
this experiment, we select four storage nodes using Degree
scheme and the fidelity threshold for all served EPR pairs
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Figure 6: EGR as a function of number of paths.

is 0.8. Topologies with larger degrees and number of nodes
benefit from increasing the number of paths. As explained in
the previous paragraph, having more edges also provide more
disjoint links between selected paths.

D. EGR as a function of fidelity threshold

In another experiment, we measure EGR in different topolo-
gies as a function of the fidelity of the delivered EPR pairs.
By increasing the fidelity threshold for delivered EPR pairs,
we expect more resources will be consumed for purification
and that the EGR will decrease. We assume there are four
storage servers selected using Random and Degree schemes
in each network and there are 6 user pairs in the network.
The capacity of each storage server is 12, 000 EPR pairs and
the edge capacity and fidelity is chosen as the first experiment
(exp IV-A). In this experiment, we assume h ≥ |T |.

Figure 7 shows EGR as a function of fidelity threshold
for different topologies. The higher the fidelity threshold, the
more resources used for purification and hence lower the EGR.
We find that using Degree scheme for storage node selection
outperforms the Random scheme. One reason is that when
nodes with higher degrees are selected as storage servers, more
users can connect to them via disjoint paths and when not
disjoint, there are fewer shared links. We omit the results for
the case h = 1 as there is little difference from the results
for the case h ≥ |T |. The reason is that the infinite lifetime
extreme would outperform the one-time interval extreme only
when the weight of users in the next two or more time
intervals is larger than the weight of users in the current time
interval. Since we set the weight of users at each time interval
randomly, this is unlikely to happen.

E. Reducing request service delay

In this section, we evaluate how service delays are reduced
using a QON. We measure the delay of an end-to-end request
in the network as the number of entanglement swaps required
to establish the end-to-end entanglement.

Figure 8 shows a box plot of the request service delays
(number of entanglement swaps) in our real and random
topologies as a function of number of storage nodes in the
network. As expected, serving requests from storage servers
reduces delays. SURFnet has the largest service delays (sub-
figure 8d). This topology has the largest network diameter
among all topologies (Table III). With 6 or more storage
nodes in the network in most topologies, we only need 2
entanglement swap to serve the request. This can happen when
each user in the user pair only needs to be connected to

one storage server and 2 entanglement swaps are required to
establish the end-to-end connection.

V. RELATED WORK

In this Section, we discuss the state-of-the-art related to
classical overlays and entanglement distribution in quantum
networks.

A. Classical Overlay Networks

Broadly, almost all overlay networks designed for classical
internet-based services fall into the following three categories:
caching overlay [14], routing overlay [3], [4] and security
overlay [22]. We refer the interested reader to [1] for a com-
prehensive discussion on different classical overlay network
architectures. Inspired by classical overlays, in this work, we
propose an overlay network architecture to efficiently dis-
tribute quantum entanglements between end users by utilizing
an underlying quantum network. Our proposed architecture
resembles more to a classical routing overlay in spirit where
multiple overlay paths are constructed between same end users
for routing communication.

B. Entanglement Distribution in Quantum Networks

A large and growing body of literature in quantum routing
have investigated the problem of efficiently distributing long
distance entanglements between end users using a network of
quantum nodes. For example, Van Meter et al. [38] considered
entanglement distribution in a linear quantum network. Pant
et al. [30] presented a multi-path routing protocol to distribute
entanglement in a grid network. Van Meter et al. [39] explored
several link cost metrics and used Dijkstra’s algorithm to com-
pute the optimal routing path in a generic quantum network.
Shi et al. [35] developed a nonlinear path cost based routing
algorithm for a generic quantum network. Authors in [40],
[44] applied entanglement purification and developed fidelity
aware routing protocols for general quantum networks.

In a separate line of work [34], [9], authors considered the
notion of virtual links in a quantum network by assuming pre-
shared entanglement among non-adjacent nodes and developed
routing protocols. We outline the main differences between
those approaches and our work. [34] focused on specific
network topologies such as ring and sphere networks while
we derive results for a general quantum network. In [34] and
[9], authors assumed that the virtual links were created in the
background and were not concerned about its creation process.
In our model we use the underlay quantum network to create
multiple entanglements that can be stored in overlay storage
nodes. Also, we consider the effect of end-to-end entanglement
purification which is ignored in these work.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented the design, formal analysis, and
evaluation of QONs. Although the concept of overlay networks
is a widely embraced direction in classical networks, to our
knowledge, this is the first work to present a full-fledged
design and problem formulation of QONs. Our underlying
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Figure 7: EGR in real (top) and random (below) topologies as a function of fidelity threshold using 4 storages nodes selected
using Random and Degree approaches. For this figure, we have h ≥ |T | and ∆ = 20 seconds and Bs = 12000.
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Figure 8: Minimizing entanglement service delay by reducing entanglement swapping using storage servers in real and random
topologies. Fidelity threshold is 0.8, h ≥ |T |,Bs = 12000.

contributions include the problem formulation for resource
allocation in QONs with different performance objectives and
demonstrating the potential for significantly increasing the
entanglement generation rate and handling end-user entangle-
ment demand spikes. Below we discuss some interesting open
problems and challenges associated with QONs.

• Joint storage node placement and performance op-
timization: In this work, we assumed the locations of
storage nodes were given as an input to the optimization
problem. However, one can solve the joint problem of
placing the storage nodes and maximizing a certain
performance objective.

• Overlay Network Topology: We assumed the overlay
storage network topology to be a complete graph. It
would be interesting to explore the effect of other topolo-
gies on overlay performance.

• Link-level Purification: The focus of this work has been
on an architecture where purification is performed only
at the end users. One can also consider an alternate archi-
tecture, where both link-level and end-to-end purification
are performed at the intermediate nodes and end users
respectively.
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VIII. APPENDIX

A. 1 ≤ h ≤ |T | case

In this section, we explain the case that EPR pairs can be
stored at storage servers for multi-time-intervals (for the case
1 ≤ h ≤ |T |). We add one more dimension h for the age of
delivered or consumed EPR pairs for purification to variables
wk

p,t and ujp,t. In our formulation, we use function π to indicate
different scheme in selecting EPR pairs from the storage.
Possible candidate polices are as (1) oldest-first scheme: the
oldest EPR pairs that have been stored at storage server would
be used first, (2) newest-first scheme: use the freshest EPR
pairs first, and (3) randomly selected scheme: EPR pairs would
randomly be selected. The problem formulation would be as
follows. Note that we will sum constraints (3), (4), (5), (6),
(7), (8) on dimension h as well. We have skipped this for
brevity.
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max
wk

p,t

1

subject to ∀t ∈ T :

uj,hps,t =



0, if h > t

uj,h−1ps,t−1−
π(
∑

k∈{Kt∪{J−j}}&p∈Pk
S |ps∈f(p)

wk,h−1
p,t−1 g(Fp, F

k
t−1))∆t−1,

if h 6= t,

wj,t−1
ps,t−1, if h == t

and constraints (3), (4), (5), (6), (7), (8)
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