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ABSTRACT Existing classical optical network infrastructure cannot be immediately used for quantum
network applications due to photon loss. The first step towards enabling quantum networks is the integration
of quantum repeaters into optical networks. However, the expenses and intrinsic noise inherent in quantum
hardware underscore the need for an efficient deployment strategy that optimizes the allocation of quantum
repeaters and memories. In this paper, we present a comprehensive framework for network planning, aiming
to efficiently distributing quantum repeaters across existing infrastructure, with the objective of maximizing
quantum network utility within an entanglement distribution network. We apply our framework to several
cases including a preliminary illustration of a dumbbell network topology and real-world cases of the
SURFnet and ESnet. We explore the effect of quantum memory multiplexing within quantum repeaters,
as well as the influence of memory coherence time on quantum network utility. We further examine the
effects of different fairness assumptions on network planning, uncovering their impacts on real-time network
performance.

INDEX TERMS Quantum Networks, Network Planning, Optimization, Utility, Repeater Allocation

I. INTRODUCTION

The advent of the quantum Internet holds immense potential
for realizing a wide array of transformative quantum applica-
tions, including quantum key distribution (QKD) [4], [12],
[20], [26], [30], quantum computation [7], quantum sens-
ing [10], clock synchronization [16], and quantum-enhanced
measurement networks [12], among others [15]. One of the
primary challenges to realizing such a large-scale quantum
network lies in the transmission of quantum information
through optical fiber over long distances, as photon loss
increases exponentially with distance. To overcome this lim-
itation, the concept of a quantum entanglement distribution
network has been introduced [1], [5], [19]. The basic idea
behind a quantum network is to strategically position a series
of repeater stations along the transmission path [8], [22].
By leveraging the concept of entanglement swapping, long-
range entangled qubits (in the form of Einstein-Podolsky-
Rosen (EPR) pairs) between a pair of end users can be
established. This process involves performing Bell state mea-
surements at each intermediate node to effectively combine
elementary link entanglements between adjacent repeaters.
Once entanglement is established, quantum information can

be transmitted through quantum teleportation. Therefore, the
successful execution of quantum Internet applications de-
mands the development of novel protocols and the integration
of quantum hardware, all aimed at establishing and main-
taining reliable and high-fidelity entanglement across long
distances in a quantum network [9], [18].

How do we ensure optimal performance of quantum net-
works in reliably delivering entanglement to the end users?
Addressing this question requires a systematic approach,
starting with quantum network planning. Similar to its clas-
sical counterpart, efficient resource management is crucial in
quantum networks. In particular, quantum resources such as
quantum repeaters and links must be carefully placed and
optimized to meet the specific requirements of user pairs in
real-time scenarios. To achieve effective quantum network
planning, several key questions need to be addressed. First,
determining the optimal number of quantum repeaters and
their placement is essential to maximizing the success proba-
bility of end-to-end entanglement while maintaining fidelity.
Additionally, allocating quantum memories at repeaters to
users is crucial in achieving network fairness and ensuring
efficient utilization of available resources. Furthermore, the
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coherence times of quantum memories at both the end-user
nodes and repeaters should be accounted for in network
planning, as they impose upper bounds on the time frame
available for classical communications.

In this paper, we formulate quantum network planning as
an optimization problem. In short, the objective function is
a quantum network utility and repeater locations as decision
variables. Our utility function includes the rate and fidelity of
the generated entanglement between end-users. The concept
of network utility for classical networks made its debut in the
influential research conducted by Kelly [13], [14]. There is
a huge amount of research on network utility maximization
in classical networks. Analog to classical network utility,
the idea of quantum network utility maximization has been
proposed in works such as [17], [27]. Given a quantum net-
work, Vardoyan et al. [27] solve an optimization problem for
finding the rates and link fidelities in order to maximize the
utility function of a set of user pairs. However, in this paper,
we start with planning the network for utility maximization.

We study how the following network parameters affect the
optimal solution to our network planning optimization prob-
lem: number of end-user pairs, distance between network
nodes (which can potentially be used as repeaters), repeater
capacity (i.e., maximum number of quantum memories per
repeater), and quantum memory coherence time. We use a
quantum memory multiplexing approach [2], [24] to achieve
higher end-to-end entanglement rates and treat memory allo-
cation to different end-user pairs as part of our optimization
problem. We find that the impact of multi-user demands on
the end-to-end entanglement rate becomes more significant
as the node distance is increased, while more end users
may not necessarily imply the need for more repeaters. We
observe that the requirement imposed on coherence time is
much less restrictive for repeater memories than it is for end-
node memories. Finally, we examine the planned network
(i.e., the output of our optimization problem) at run-time
given a random network traffic and show that its average
performance is comparable to an unachievable upper bound.

The rest of the paper is organized as follows: In Sec. II, we
introduce our network model and entanglement distribution
protocol, and how to characterize the quantum network per-
formance and utility in terms of rate and signal quality. We
further explain what is the output of our network planning
framework. In Sec. III, we present our network planning
framework as an optimization problem and elucidate two
ways of formulating the problem. We discuss why the op-
timization problem is nonlinear by definition and how we
make it linear at the cost of neglecting some effects or
introducing extra overhead. Sec. IV is devoted to several ex-
periments where we apply our framework to various network
topologies. Finally, we conclude in Sec. VI with some closing
remarks and future directions. The derivation of the end-to-
end entanglement generation rate in the presence of memory
multiplexing and some additional optimization results are
provided in three appendices.

1 2 3 54

l1 l2 l3

FIGURE 1: An example of quantum network planning for
a linear chain with 3 potential locations for repeaters and a
maximum of two memories per path. An instance of end-to-
end entanglement generation is shown, where solid (dashed)
lines represent successful (failed) attempts on links. The
line connecting two memories inside a repeater indicates a
successful Bell state measurement.

II. NETWORK MODEL
We consider a quantum network represented by a graph
G = (V,E), where V is the set of nodes and E is the
set of optical communication links. There are two types of
nodes in the network: A set of nodes corresponding to the
end users denoted by Q ⊂ V and a set of nodes denoted
by R ⊂ V which provides potential locations for placing
repeaters (V = Q ∪ R). We assume when a repeater is
placed at a location with a degree of more than two, it acts
as a quantum switch although we call it a repeater in this
paper. There are |Q|/2 number of user pairs that we want
to maximize their utility function with respect to using at
most Nmax ≤ |R| repeaters. The unused nodes in R then
operate as optical routers. We refer to the Einstein-Podolsky-
Rosen (EPR) pairs or entanglement bits (ebits) generated
along such links as link-level entanglement (or ebit). An
end-to-end entangled state between a pair of users can be
established using a process called entanglement swapping,
that is to connect link-level ebits via Bell state measurements
(BSMs) at the repeaters.

For example, suppose two nodes 1 and 3 in Fig. 1 share
an ebit |ψ+

13⟩, and node 3 shares another pair |ψ+
34⟩ with node

4. Then, node 3 can create an ebit |ψ+
14⟩ between 1 and 4 by

performing a BSM followed by a classical communication
exchange. This operation is known as entanglement swap-
ping. The process can be repeated to create ebits between
distant parties 1 and 5. Table 1 shows the notations used in
this paper.

A. ENTANGLEMENT DISTRIBUTION PROTOCOL
Our entanglement distribution protocol is sequential based
on the spatial multiplexing of quantum memories. A path
between two users is said to have a width W when each end-
user has W quantum memories, and each repeater node is
equipped with 2W quantum memories. The memories can
be processed in parallel, and a BSM can be performed on any
pair of quantum memories within each repeater. We assume
BSMs are probabilistic with success probability qs = 1/2.

The protocol starts with the sender who tries to prepare W
EPR pairs and sends one end of each EPR pair through the
optical link to the first repeater on the path to the receiver.
Upon receiving the qubits from the sender, the first repeater
sends an acknowledgment signal to the sender (which con-
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Q Set of user pairs

R Set of potential locations for repeaters

Nmax Number of repeaters budget

Du Number of memories at repeater u

WE Number of memories at end nodes

TRM Memory coherence time for repeaters

TEM Memory coherence time for end nodes

qs Success probability of Bell-state measurement

pl(l) Transmission probability of link with length l

τl(l) Returns the transmission delay on link with length l

τe2e(p) Returns the delay time to deliver end-to-end ebit on path p

TABLE 1: List of quantum network parameters.

tains the indices of qubits successfully received), prepares
W EPR pairs, and sends one qubit of each EPR pair to the
second repeater on the path. The second repeater similarly
sends an acknowledgment signal to the first repeater and
sends the first qubit of each W EPR pair to the third repeater.
As soon as the first repeater receives the acknowledgment
signal from the second receiver (which contains the indices of
successful EPR pairs between the first and second repeaters),
the first repeater makes BSM and releases the outcomes to
the neighboring nodes. Then, the second repeater performs
BSM after receiving the acknowledgment signal from the
third repeater and the outcome of BSM in the first repeater.
This process continues with the next repeaters until we reach
the receiver on the other end. Finally, the receiver sends
a sweeping acknowledgment signal to the sender. Figure 1
shows an instance of our protocol for a path withW = 2. The
solid (dashed) lines indicate successful (failed) EPR trials
and BSM is performed on successful links to generate an end-
to-end EPR pair.

We assume a hard cut-off for the coherence time of quan-
tum memories beyond which the memory is erased. As a
result, the end-to-end entanglement may not be established
due to the short coherence time of the repeater memories
or those of end nodes. The optical link propagation time
is calculated by τl(luv) = luv/c where luv is the graph
distance between the two nodes u and v. The time required
to generate an end-to-end entanglement is denoted by τe2e(.)
which includes the classical messages exchange between
consecutive repeaters on a given path as explained above.

Consider a path with h links (corresponding to h − 1
repeaters) and width W , where the success probability of
link-level EPR pair on the i-th link is pi = pl(li) where
i = 1, 2, ..., h and

pl(x) = 10−αx. (1)

Here, x is the length of optical link (as an optical fiber) in
km, and α = 0.02 is the signal attenuation rate in optical
fiber (using 0.2 dB/km at Telecomm wavelength). The aver-
age end-to-end ebit generation rate (or throughput in short)
can then be computed using a recurrence relation [24] (see

Appendix VIII-A for details). The recurrence relation leads to
nonlinear equations characterizing the end-to-end rate which
makes the objective function for our optimization problem
nonlinear. Although there are ways to make our problem
linear (as we explain in Sec. III), solving the recurrence
relation for each path is time-consuming and takes longer
for longer paths (with larger h). They can easily add up to
increase the overall time to compute the optimal solution. As
a result, we approximate the average throughput by

Re2e(p,W ) = qh−1
s ·W · pmin, (2)

where pmin = min(p1, p2, · · · , ph) is the minimum link-
level success probability on the path. As we explain in
Appendix VIII-A, this approximation is valid in the regime
where Wpmin ≫ 1. For reference, the end-to-end ebit rate
associated with temporal or frequency multiplexing in a
multimode memory corresponding to a path with W = 1
is given by

Re2e = qh−1
s

h∏
i=1

(
1− (1− pi)

M
)
, (3)

where M is the multiplexing factor (see e.g., [1], [25] and
references therein).

The quality of end-to-end ebits is often characterized by
their fidelity. We assume that the link-level ebits are in the
form of Werner states with fidelity FL; as a result, the end-
to-end fidelity is

Fe2e =
1

4
+

3

4
(
P2(4η

2 − 1)

3
)
h−1

(
4FL − 1

3
)
h

, (4)

where P2 is the two-qubit gate fidelity and η is the mea-
surement fidelity of the swapping operation [5]. We assume
P2 = η = 1 in our experiments.

Regarding the scheduling of link-level entanglement gen-
eration, one may consider a parallel protocol where the main
difference with our sequential protocol above is that all
repeaters on a path start generating link-level entanglement
simultaneously. Such a parallel protocol gives the same end-
to-end success probability as Eq. (2) while it can reduce
τe2e, ultimately leading to larger ebit rate per unit time,
Re2e/τe2e. This is however at the expense of longer run
times for repeater memories since regardless of the link-
level synchronization protocol the BSMs must be performed
sequentially from sender to receiver. In other words, a given
repeater needs to know the indices of successful BSMs in
previous steps to determine which quantum memories of
theirs are entangled with the sender’s memories. We imagine
a future quantum network to have lower-quality memories
(with shorter coherence time) inside repeaters (i.e., network
core) and high-quality memories (with longer coherence time
or possibly fault-tolerant) at the end users (i.e., network
edge). Therefore, we adopt the sequential protocol as it
imposes a less strict requirement on the coherence time of
repeater memories. To increase the end-to-end ebit rate per
unit time, we can increase Re2e by increasing the path width
W (c.f. Eq. (2)).
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B. OBJECTIVE
The objective of our network planning optimization problem
is to maximize the aggregate utility of the set Q of user pairs.
The quantum utility function of a user pair is defined as

U(Re2e, Fe2e) = log2(Re2e · f(Fe2e)), (5)

in terms of the end-to-end rate Re2e and fidelity Fe2e of the
EPR pairs delivered to them. This is the negativity quantity
proposed in [28] to quantify the degree of entanglement in
composite systems. Other possible utility functions are dis-
tillable entanglement [23] and secret key rate [3] as explored
in [27]. Here, the functional form of f(Fe2e) depends on the
application and takes different forms for computing [17] and
networking, or secret sharing [3]. In this paper, we use the
following formula based on the entanglement negativity [28],

f(F ) = F − 1

2
, (6)

as a proxy for the quality of the end-to-end ebits, since it is an
upper bound on the distillable entanglement [21]. The utility
function based on negativity is preferred as it is concave and
one can use convex optimization techniques to efficiently find
the optimal value [27].

We note that the utility function defined in (5) does not
necessarily favor more repeaters. This is not only because
the end-to-end fidelity (4) decreases as we add more links
(or increase h) but also because the overall swapping success
probability decreases in the end-to-end rate (2). Therefore,
even if we set FL = 1 (which implies Fe2e = 1) and neglect
the impact of fidelity the optimal solution may only use a
fraction of potential locations for repeaters. Based on this
observation, we omit the fidelity from the utility function so
that we can reduce our link-based formulation to an integer
linear programming.

C. PLANNING OUTPUT
The output of the optimization problem provides four results:
(1) the number of repeaters to be used, (2) where to place
them in the network, (3) the paths for each user pair, and (4)
the assigned quantum memories at the repeaters to different
paths. In some of our experiments, we also estimate the co-
herence time required for repeaters and user node memories
separately.

1) Definition of a path
A path is a sequence of repeaters’ locations. Two consecutive
locations on the path are not necessarily two consecutive
nodes on the actual graph. We assume there is a direct
physical link between each two locations with the length
of the shortest path between them. This allows us to have
more than one path between two end nodes even on a re-
peater chain. For example, in Figure 1, we can have paths
[1, 5], [1, 3, 5], [1, 2, 3, 4, 5] and [1, 3, 4, 5] etc. The path [1, 5]
means none of the locations have been decided to become a
repeater and that means no repeater would be used. In this
figure, we have the path [1, 3, 4, 5] which means there is a

P q Set of all paths for user pair q in G

K Number of allowed paths for each user pair

ru Indicates whether node u ∈ R is used as a repeater node or not

xq
p Indicates whether path p is used for user pair q or not

wq
p Width of path p for user pair q

TABLE 2: List of variables used in the path-based formula-
tion.

direct physical link between node 1 and node 3. The length
of this link is the summation of the link that connects node 1
to 2 and node 2 to node 3.

Figure 1 illustrates an example of our optimization. It is
a linear chain with nodes 1 and 5 as users and 3 potential
places for repeater placement: nodes 2, 3, and 4. The optimal
solutions places two repeaters at nodes 3 and 4. Note that
node 2 is grayed out which means this node will not be used
as a repeater but rather an optical router providing an optical
link between 1 and 3. In this example, since there is only one
user pair, the optimal solution is to assign both memories to
this user pair to maximize the end-to-end ebit rate.

Before closing this section, let us make a few remarks on
related previous work. A similar idea for network planning
but with one multi-mode memory per channel (c.f., Eq. (3))
has been proposed in [22]. Our work is similar to their work
as we also use the preexisting infrastructure for network plan-
ning. However, our goal is to maximize the network utility,
which favors short paths with few repeaters. In addition, we
consider a different type of quantum memory scheme using
spatial multiplexing (c.f., Eq. (2)) and analyze the effect of
the finite coherence time of quantum memories. In contrast to
Ref. [22] which uses equally-distanced repeaters to estimate
the end-to-end entanglement rate of a given path (regardless
of the repeater positions), we evaluate the entanglement rate
for each path specifically based on the exact location of the
repeaters.

III. OPTIMIZATION PROBLEM
In this section, we present two equivalent ways of formulat-
ing the quantum network planning problem and discuss how
we turn them into integer (binary) linear programs.

A. PATH-BASED FORMULATION
Equations (7)-(16) define our path-based network planning
optimization problem. We assume each user pair uses only
one path but our approach can be easily extended to multiple
paths per user pair. Let P q denote the set of paths for user
pair q and ru ∈ {0, 1} be whether node u is used as a repeater
node or not. Given path p, the end-to-end throughput Re2e(.)
and fidelity Fe2e(.) are computed using Eqs. (2) and (4),
respectively. Decision variables are xqp andwq

p which indicate
the path that should be used for user pair q and the width of
path p, e.g., the number of memories to deploy on the entire
path p (width of path p) for source-destination pair q. This
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in turn implies which nodes to be used as repeaters where
ru = 1.

Problem 1 (path-based problem formulation)

max
ru,x

q
p,w

q
p

∑
q∈Q

∑
p∈P q

U(Re2e(p, w
q
p), Fe2e(p))x

q
p (7)

s.t. ∑
q∈Q

p∈P q|u∈p

wq
p · xqp ≤ Duru ∀u ∈ R

(8)∑
p∈P q|u∈p

xqp ≤ K ∀q ∈ Q (9)

∑
p∈P q|u∈p

wq
p · xqp ≤WE ∀q ∈ Q

(10)∑
u∈R

ru ≤ Nmax (11)

2τl(le) · xqp ≤ TRM ∀q ∈ Q, ∀p ∈ P q, ∀e ∈ p
(12)

τe2e(p) · xqp ≤ TEM ∀q ∈ Q, ∀p ∈ P q

(13)
xqp ∈ {0, 1}, ∀q ∈ Q, p ∈ P q

(14)
ru ∈ {0, 1}, ∀u ∈ R

(15)
wq

p ∈ {1, 2, 3, ...min(D,WE)}, ∀q ∈ Q, p ∈ P q

(16)

Constraint (8) is about using at most 2Du memories at
network node u which is selected as a repeater. We assume
the maximum number of memories for all deployed repeaters
is identical, i.e.,Du = D. Constraint (9) ensures that onlyK
paths be used for each user pair. Constraint (10) enforces the
memory limit of end nodes and constraint (11) checks that
we use at most Nmax repeaters in the network. wq

p indicates
the width of the path p for user pair q. Constraint (12) ensures
that for each path decided to be used in the network and for
all optical links on that path, the time required to generate
entanglement and receive the acknowledgment signal for
ebit generation must be less than or equal to the memory
coherence time of the repeaters. Constraint (13) forces the
time required for end-to-end entanglement generation to be
less than the end-node memory coherence time for a selected
path.

The above problem formulation has two drawbacks. First,
the objective function as defined in Sec. II-A is nonlinear
which makes the problem an integer non-linear program. We
also have a product of two decision variables in memory
constraints (8) and (10). We resolve this issue by enumerating
all the versions of each path (including possible values for
the path width) and computing the nonlinear utility function.
Second, it is not practical to enumerate all paths for large
networks (which implies |Q|min(D,WE)|R|! variables for

xqp) since this scales exponentially with the number of nodes
|R|. In order to resolve this issue, we note that we may not
need to enumerate all the paths in the network to obtain either
the optimal or a near-optimal solution. Instead, we use the
algorithm proposed in [31] to find the first k shortest paths
and run our path-based optimization algorithm (7) on the
reduced set. As we show in the evaluation section, we can
reach the optimal solution by limiting the number of decision
variables to |Q|min(D,WE)k where k = 1000 − 4000 for
random networks with |R| ≤ 50 (Appendix VIII-B) and
dumbbell topology with |R| ≤ 10 (Sec. IV-A). Alternatively,
as we explain next, one can formulate a link-based version
of the same problem where the number of decision variables
scales polynomially with the number of network nodes.

B. LINK-BASED FORMULATION

Here, we present a link-based formulation of the quantum
network utility maximization problem. For each user pair q =
(s, t), we define an array of binary variables xquv associated
with each directed link (u, v) ∈ Eq where the set of links is
defined as

Eq = {(u, v)|u ∈ R ∪ {s}, v ∈ R ∪ {t}, u ̸= v}. (17)

An end-to-end path is described by a subset of xquv which
are non-zero. Constraint (19) is the flow continuity equation
(similar to the maximum flow problem) to ensure that there
is a directed path between the sender s and receiver t. For
instance, the solution in Figure 1 for q = (1, 5) corresponds
to xq13 = xq34 = xq45 = 1 with other entries being zero.
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Eq Set of all pairs of potential repeater nodes and pairs of repeater
nodes and end users q in G

xq,w
uv Indicates whether the link (u, v) with width w is used as part

of a path for q user pair or not
dq Longest link for a path connecting user pair q = (s, t) ∈ Q

βq,w Indicates whether path with width w is used for user pair q or
not

TABLE 3: List of variables used in the link-based formula-
tion.

max
∑

q=(s,t)

[log2(qsw)

 ∑
w,(u,v)∈Eq

xq,wuv − 1

+

∑
w

βq,w log2(w)− α2dq] (18)

s.t.
∑
v,w

xq,wuv − xq,wvu =


1, if u = s

−1, if u = t

0, if u ∈ R

(19)

∑
w

xq,wuv ≤ 1 ∀(u, v) ∈ Eq, ∀q ∈ Q

(20)

βq,w = xq,wst +
∑
v

xq,wsv ∀w, ∀q ∈ Q

(21)
dq ≥ luvx

q,w
uv ∀(u, v) ∈ Eq, ∀q ∈ Q

(22)∑
w,q,v

wxq,wuv ≤ Duru ∀u ∈ R

(23)∑
w,v

wxq,wsv ≤WE ∀q ∈ Q

(24)∑
u

ru ≤ Nmax ∀u ∈ R

(25)
2τl(luv)x

q,w
uv ≤ TRM ∀w, ∀(u, v) ∈ Eq, ∀q ∈ Q

(26)

3
∑
(u,v)

τl(luv)x
q,w
uv ≤ TEM ∀w, ∀q ∈ Q

(27)
xq,wuv ∈ {0, 1} ∀w, ∀(u, v) ∈ Eq

(28)
ru ∈ {0, 1} ∀u ∈ R

(29)
βq,w ∈ {0, 1} ∀w, ∀q ∈ Q

(30)

The objective function (18) is the aggregate utility (5)
where we rewrite the end-to-end ebit rate Eq. (2) using the
decision variables xq,wu,v . We do not consider fidelity in the
objective function for link-based formulation. We recall that

the role of the fidelity term is to penalize overusing repeaters,
and we still have another term, namely, the overall swap
success probability in the end-to-end rate (2) to enforce that.
Since the dependence of the utility function on the path
width w is nonlinear (i.e., log2 w), we cannot use w as a
decision variable and maintain a linear programming prob-
lem. Hence, we introduce WE copies of xq,wu,v and include
w = 1, · · · ,WE as a superscript and auxiliary variable
βq,w defined in (21) is an array of size WE where the only
non-zero element determines which value of w is used. We
impose constraint (20) to ensure that only one path (out
of WE) will be chosen. The summand in the objective is
log2Re2e as defined in (2) and can be understood as follows:
the first term is log2 q

h−1
sw where we rewrite the number of

active links as a sum over all entries of xq,wu,v . The second term
accounts for which value of path width is used and the last
term is the minimum success probability (1) on a path after
taking the logarithm, i.e., log2 pmin = log2 10

−αdq = −α2dq
where α2 = α log2 10, and dq gives the longest link on the
path (calculated via constraint (22)).

Let us now discuss the remaining constraints in the link-
based formulation. Constraints (23), (24), and (25) are iden-
tical to constraints (8), (10), and (11) in the path-based for-
mulation which imposes repeater memory, end-user memory,
and a maximum number of repeater constraints, respectively.
Constraint (26) is analogous to (12) in the path-based ap-
proach and does not allow links where the signal round
trip takes longer than the repeater memory coherence time.
Lastly, constraint (27) ensures the end-to-end entanglement
distribution process does not take longer than the memory
coherence time at the end users. We note that (27) has the
benefit of being a linear constraint at the cost of being more
stringent than (13) in the path-based formalism.

We note that the link-based formulation reduces
the problem size (i.e., number of entries in xq,wuv ) to
|Q|min(WE , D)[|R|(|R| + 1) + 1] which is significantly
smaller than the path-based approach.

Although we do not use entanglement distribution proto-
cols based on frequency or time multiplexing in our simu-
lations, it is worth noting that the utility function associated
with the rate in this case (3) can also be written as a linear
function,

log2Re2e = log2(qsw)

 ∑
(u,v)∈Eq

xquv − 1

+

∑
(u,v)∈Eq

xquv log2
(
1− (1− pl(luv))

M
)
, (31)

where superscript w is dropped since this multiplexing
scheme assumes one memory per channel.

C. SCALE INVARIANCE AND EQUIVALENCE BETWEEN
THE TWO FORMULATIONS
One way to prove the equivalence of the two formulations is
to show that an optimal solution in each of the formulations
maps to a valid solution in the other formulation [6], [22]. It
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is easy to see why. Suppose the optimal utility function for
path-based and link-based schemes are denoted as Up and
Ul. An optimal path p in the path-based formulation consists
of some links connecting the two end users, which in the
link-based formulation corresponds to setting those entries
in xq,wuv one and keeping the rest zero. The path p is then
a valid solution to the link-based formulation since all the
constraints in either formulation are equivalents. Hence, we
have Up ≤ Ul. Similarly, the optimal set of activated links
given in terms of the array xq,wuv can be viewed as a path where
only u, v nodes with xq,wuv = 1 are being used. Therefore, we
can write Ul ≤ Up. The two inequalities have to be satisfied
simultaneously which implies Ul = Up, i.e., the two optimal
solutions are identical.

We note that either formulation of the problem enjoys a
scale invariance property as follows: The problem does not
change as we rescale repeater capacity D → λD, end user
capacity WE → λWE , and w → λw by a scaling factor λ.
This is because the network capacity constraints (23), (24),
(8), and (10) remain the same after the rescaling and the
objective function is shifted by a constant |Q| log2 λ (which
can be removed). Therefore, the optimal solution remains
the same and the optimal number of memories for each pair
scales the same way wopt → λwq

opt. This means that only
relative ratios are relevant, i.e., which portion of repeater
memories wq

opt

D are assigned to user pair q. For instance, if
we have two user pairs and the optimal solution for D = 10
is wq1

opt = wq2
opt = 5, it means that if we solve the problem for

D = 1000, then we simply have wq1
opt = wq2

opt = 500.
The scale invariance is an important property of our formu-

lation for the following reason: Suppose we run an optimiza-
tion problem for a small value of repeater capacity D = 10
so that the problem size is small and manageable and find the
optimal path with wq

opt = 3 to have the longest link of length
100km. This solution violates our approximation for the end-
to-end ebit rate (2) which requires wq

optpmin ≫ 1 while
we have wq

optpmin = 0.03. Thanks to the scale invariance

property, we can say our solution, wq
opt

D = 0.3, is still valid for
D ≳ 1000 which implies the minimum number of memories
to be wq

opt = 300. We use this fact when we run quantum
network planning for the ESnet.

IV. EVALUATION
In this section, we report some insights from our experi-
ments. We use a synthetic (dumbbell-shape geometry) and
two real-world topologies (SURFnet and ESnet) as our phys-
ical topologies. We use IBM CPLEX solver to solve the
linearized version of our optimization problem 7 and 18.
We assume the entanglement swapping success probability
is 0.5, and the fidelity of a link-level ebit is 0.95 unless stated
otherwise.

A. SYNTHETIC TOPOLOGY
Our synthetic topology is a dumbbell-shape geometry shown
in Figure 2(a). In this topology, there are n symmetric user

pairs connected through a backbone link. In Figure 2(a) node
1 is paired with node 2, node 3 is paired with node 4 and so
on. The length of the link connecting each node to the closer
end of the backbone link is 1km. We vary the length of the
backbone link in this experiment.

We use our path-based formulation (7) in this experiment
as it includes the end-to-end fidelity in the utility function.
As mentioned in the previous section, here we use k shortest
paths algorithm and consider |P q| = 4, 000 paths for each
user pair and K is one. Please note that we can have more
than one path in a repeater chain based on our definition
of a path in section II-C1. We set WE = D = 100, and
do not impose constraints on the memory coherence time of
repeaters or end nodes in this experiment.

1) Utility vs. Distance between repeaters
As the first experiment, we show how the utilities of user
pairs change as we increase the distance between potential
places for repeaters. For this, we consider |R| = 10 loca-
tions for repeaters at equal distances L/(|R| + 1) along the
backbone link with length L as shown in Figure 2(a). The
distance between the potential repeater locations is increased
uniformly by increasing L, and we solve the optimization
problem for each value of L.

Figure 2(b) shows how the optimal end-to-end entangle-
ment rate for each user pair varies as we increase the back-
bone link distance. When there is only one user pair in the
network, all memories available on the repeaters are assigned
to that user pair and it receives a high rate compared to cases
where we have more than one user pair. In the presence of
more user pairs, user pairs share repeaters and receive fewer
memories to maximize the aggregate utility function Eq. (5).

2) Fidelity/Number of used repeaters vs. Distance between
repeaters
Figures 2(c) and 2(d) show the optimal end-to-end fidelity
and the number of repeaters used in the network out of our 10
repeater budget as a function of backbone link length. There
is an inverse correlation between the number of repeaters and
the average end-to-end user pairs fidelity. This is expected
based on Eq. (4) as end-to-end fidelity on a path decreases
as more repeaters are used. When the backbone link length is
small (less than 40km), no repeaters are used and there will
be a direct link between the end nodes. As we increase the
backbone link length, link-level ebit generation success prob-
ability decays exponentially and more repeaters are allocated
to increase link-level generation success probabilities. As is
evident from the plot, the optimal solution never utilizes all
10 available repeater locations in the network.

B. ESNET TOPOLOGY
In this experiment, we use the ESnet topology [11] and ex-
amine how repeater placement on this network affects utility
maximization. We have derived the geographical locations
of the nodes from [11] and estimated link lengths in terms
of their geodesic distances. We focus on the East Coast and
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FIGURE 2: (a) Dumbbell topology with |Q| = n user pairs, (b) optimal ebit rate per user pair, (c) optimal end-to-end fidelity,
and (d) number of used repeaters as a function of the backbone link length.
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FIGURE 3: Optimal locations of repeaters for the augmented subgraph of the ESnet including nodes in the East Coast and
the Midwest. The black circles (open and filled) denote the auxiliary nodes placed to make the longest link 100km long. The
optimization solution is shown as filled circles which indicate the locations of nodes turned into repeaters while open circles
are not used. Some end nodes are shifted to improve readability.
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FIGURE 4: ESnet network planning on the ESnet augmented
network graph where we place additional repeaters to upper
bound the maximum link length L0 (see main text for de-
tails). The legend also shows the number of potential repeater
locations after the augmentation. Here, we set the memory
capacity of repeaters and end users to be WE = D = 10.

the Midwest shown in Figure 3 and consider three user pairs
in each region. The ESnet core and edge nodes are shown
as red squares and green circles in the upper panel of this
figure. Since the original links are long (greater than few
hundred kilometers), we have augmented the network graph
by adding auxiliary nodes so that no link is longer than 2L0

(to be specified for each experiment). We achieve this in the
following way: Given a link of length ℓ > 2L0, we place
nℓ = ⌊ ℓ

L0
⌋ − 1 repeaters.

Figure 4 shows how the optimal aggregate utility changes
as we increase the repeater budget Nmax for different values
of L0. We observe that increasing Nmax for a fixed value
of L0 initially improves utility but eventually saturates. This
illustrates competition between repeater spacing and number
of repeaters in the optimal solution (c.f. Eq. (2)) where adding
more repeaters may increase link-level success probabilities
but the end-to-end ebit rate decreases overall due to the
lower swap success probabilities. The fact that the saturation
occurs for small values of Nmax depends on the details of the
network topology. We further see that decreasing L0 from
200km to 100km increases the optimal aggregate utility but
the improvement diminishes as we further decrease L0 below
100km.

The lower panel of Figure 3 shows an example of the
optimal solution where the graph is augmented with repeater
locations no more than L0 = 70 km apart (added nodes are
shown as filled and open black circles). With this value of L0,
we observe that the longest link length is 100km. The result
of optimization for the following set of user pairs are shown:
(SRS, ORAU), (Y12, FNAL), (ORNL, ANL), (NETLPGH,
PSFC), (NETLMGN, PPPL), and (BNL, JLAB). Here, we
use our link-based LP formulation (18) with link fidelity
equal to one. In this case, after the augmentation, we have
|R| = 44, and we set Nmax = 10 for each region. We
further show the individual paths for each user pair explicitly
in Appendix VIII-C.

C. SURFNET TOPOLOGY
In this experiment, we show how quantum memory coher-
ence time and memory capacity at repeaters and end nodes
affect the optimal quantum utility of the network. We use the
SURFnet topology (Figure 5(a)) in the next two experiments.
We consider a set of 4 user pairs randomly selected in the
network as a workload. In this experiment, we choose user
pairs with distances in the range of 200 and 250 km from each
other. For Figure 5(b) we plot the average of 100 different
workloads and for Figure 5(c) and 5(d) we consider only one
workload. We assume we can use Nmax = 10 repeaters each
with D = 100 memories across the network. Each node in
the SURFnet topology is a potential location for a repeater.

1) Utility vs. Memory coherence time
Figure 5(b) shows the aggregate utility of the user pairs in
SURFnet topology as a function of the memory coherence
times of repeaters and end nodes. The x-axis is end nodes
memory coherence time and the y-axis is repeaters memory
coherence time both in milliseconds (ms). When end node
memory coherence time is less than 3.2 ms, using repeaters
with high-quality memories (memories with a long coher-
ence time for qubits) does not further improve the utility. This
is because end node memory coherence time does not support
holding qubits for entanglement generation and receiving the
heralding signal across any path (even the shortest path). In
this experiment, we set the aggregate utility to −50 when
there is no solution for our optimization problem. When end
node memory coherence time is above 3.5ms, as we increase
the coherence time of memories at repeaters, we can handle
longer links which could be favored by the solver over shorter
links since such paths have fewer links leading to larger end-
to-end fidelity.

2) Utility vs. Memory capacity
Here, we show how increasing the memory capacities of end
nodes or repeaters in the network affects the aggregate utility
of the user pairs in the workload. Figure 5(c) shows as we
increase the memory capacity of the repeaters in the network
(core nodes), the utility increases. However, it will not affect
the results after we reach 100 memories per end node in
Figure 5(c)). The same observation is true for the case the
repeater nodes’ memory capacity is fixed D = 100 and we
increase the memory size at the end nodes (Figure 5(d)).

3) Planning assumptions
In this part, we conduct an experiment to show how different
assumptions at the network planning stage can affect the
performance of the network at runtime (e.g., operation time).
We can plan the network based on different assumptions
about the network workload at runtime. Each workload is
a set of user pairs. We first plan the network for a specific
workload. We call this workload the planning workload.
Then, at runtime, we assume a time-sloted model where
at each time slot different workloads are considered in the
network. We call these workloads runtime workloads. The
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FIGURE 5: (a) SURFnet topology, (b) utility as a function of memory coherence time for 100 different sets of |Q| = 4 randomly
selected user pairs, (c) utility as a function of core node memory capacity with user memory fixed WE = 100, and (d) utility
as a function of end node memory capacity with fixed repeater capacity D = 100 for |Q| = 4 user pairs in SURFnet.

user pairs in the workloads of runtime are from the user pairs
in the planning workload. The probability of each user pair
from the planning workload in each workload of runtime
depends on their probability.

Here in this experiment, we consider two different scenar-
ios. In the first scenario, we assume the probability of each
user pair in the planning workload is equal. In this case, the
probability of each user pair in the planning workload to be
in the run time workloads is equal. The second scenario is
when the probability of user pairs of planning workload is
different. We use a weight for each user pair to indicate the
probability of having that user pair in the runtime workloads.
The objective function in this experiment for the network
planning optimization problem is maximizing the weighted
aggregate of the utilities.

In this experiment, we assume after we plan the network,
the place of the repeaters and the paths that connect each
user pair are fixed and we will use this setting for the
network operation time or runtime. The only thing that can
be modified at the network operation stage is the number of
assigned memories to each path for each user pair.

For each scenario, we simulate 300 events of a Poisson
process with different values of the mean for the distribution.
The mean value indicates the average number of user pairs
in the workload. The list of user pairs is 10 and we repeat
this experiment for different planning workloads. For each
event among 300 events, we choose the user pairs based
on the assumption about their weight. For example, if the
weight of all the user pairs is equal, we randomly choose
that many numbers of user pairs from the set of our user

pairs in the planning workload. When the probability of
user pairs is different, we choose the user pairs from the
planning workload in proportion to their weight. In this case,
the network would be planned based on the user pairs with
higher weights and the repeaters may be placed in between
user pairs that have higher weight (probability).

Figure 6 shows the aggregate utility in the network for the
two different scenarios. The mean value (x-axis in Figure
6) indicates the mean number of user pairs per time unit
(time slot). The blue line indicates the case that we perform
network planning for each received workload at any given
time. We use this scheme as a reference indicating the upper
bound performance, although it is unrealistic to imagine a
network topology change in real-time based on the network
workloads. While this approach is not practical, it shows
the optimal aggregate utility that we can have for each set
of user pairs at each given time if we plan the network
instantaneously for the workload at that time. The black lines
correspond to the quantum network utility evaluated as the
output of the optimization problem. As we see in Fig. 6 (a)
and (b), the numerical values are different as the optimiza-
tion involves different assumptions about the probability of
planning workload user pairs to be in the run-time workload.
The red lines show the aggregate utility of the network by
simulating how the demands are handled on a static network
design based on the solution of the optimization problem with
optimal locations for repeaters and paths for the user pairs. In
both cases, the planned network performance is comparable
with the upper bound. For the first scenario, there is a gap
between the aggregate utility at network operation time and
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FIGURE 6: The effect of assumptions at the network plan-
ning stage on the network performance at the operation time.

the upper bound value, whereas we do not have this gap for
the second scenario. The reason is that in the second scenario,
the resources have been planned to serve the user pairs with
higher weight and since the probability of having a user pair
with higher weight is high, there is no gap for the case we
plan the network considering different weights for different
user pairs.

V. RELATED WORK
In this section, we overview the current state of research
on quantum network planning and quantum network utility
maximization.

Repeater placement: Rabbie et al. [22] proposed the idea of
quantum network design using the preexisting infrastructure.
They formulate the problem of satisfying a certain rate and
fidelity threshold for a set of user pairs with a minimum
number of repeaters in the network as an optimization prob-
lem. A similar idea to our approach for network planning
but with one multi-mode memory per channel has been
proposed in [8]. Our work is similar to their work as we
also use the preexisting infrastructure for network planning.
However, our goal is to maximize the network utility which
favors shortest paths with fewer repeaters. In addition, we
consider a different type of quantum memory scheme using
spatial multiplexing and analyze the effect of finite coherence
time of quantum memories. In contrast to Ref. [22] which
uses equally-distanced repeaters to estimate the end-to-end
entanglement rate of a given path (regardless of the repeater
positions), we evaluate the entanglement rate for each path
specifically based on the exact location of the repeaters. We
further study the performance of our planned network at

runtime.
Quantum network utility: The idea of quantum network
utility maximization has been introduced in [27]. Vardoyan et
al. [27] solve an optimization problem for finding the rates
and link fidelities in order to maximize the utility function
of a set of user pairs in a quantum network. They assume
a centralized solver knows the topology and the location
of each repeater as well as the utility function of user
pairs. Their result elucidates a trade-off between the end-
to-end entanglement generation rate and the fidelity. Lee et
al. [17] introduce a framework to quantify the performance
and capture quantum networks’ social and economic value.
They develop an example of an aggregate utility metric for
distributed quantum computing that extends the quantum
volume from single quantum processors to a network of
quantum processors. Although we use a similar formula
for the network utility, we are addressing a separate issue
(that is the network planning). Furthermore, our approach
of modeling the quantum network is quite different. Both
references model the entanglement distribution network in
terms of entanglement flows along the network elementary
links, which can be justified in the regime where there are in-
finite number of memories per channel and/or memories have
infinite coherence time. In contrast, we use a physical model
based on spatial multiplexing of quantum memories where
the link-level entanglement generation rate can be derived
explicitly based on the number of memories and the channel
transmission rate. This approach in turn lets us simulate the
network dynamics in an actual real-time scenario.

VI. CONCLUSIONS
This paper introduces a comprehensive network planning
framework designed to efficiently distribute quantum hard-
ware within the existing infrastructure, aiming to maximize
the utility of the quantum network. We investigate the impact
of memory coherence time at the repeaters and end nodes
on network planning strategies. Additionally, we analyze the
influence of different fairness assumptions made during the
network planning stage on the network’s performance during
runtime. Our findings reveal that the coherence time require-
ment for quantum memories is significantly less restrictive
for repeater memories compared to those of end users.

Our optimization results on real-world examples suggest
that spatial multiplexing would lead to reasonably a high
end-to-end ebit rate while not imposing a huge demand
on quantum memory coherence time (e.g. sub 10ms). A
promising technology to this end is on-chip quantum memory
candidates such as vacancy color centers [29].

In the context of optimization problems, there are sev-
eral avenues for future research. We consider a quantum
network utility function based on entanglement negativity
as the objective function in our optimization problem. It
would be interesting to consider other objective functions
for different purposes such as distributed quantum com-
puting [17] or quantum key distribution [27] and see how
the optimal solution depends on the choice of the objective
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function. The objective function in terms of quantum network
utility is a nonlinear function in general, and to make it a
linear programming we had to either drop terms or treat
some variables as indices which introduces extra overhead
(i.e., increases the number of decision variables). Thus,
along the lines of efficiently solving the network planning
problem while keeping all terms in the objective function,
exploring nonlinear solvers, or reformulating the problem as
a semidefinite programming could be worth pursuing. We
should however note that either integer linear-programming
or nonlinear-programming are NP-hard and our framework is
only applicable to quantum networks up to a certain size.

There are also new directions to explore in network mod-
eling and protocols. We used an asynchronized sequential
scheme for the entanglement distribution protocol. A possi-
ble direction would be to formulate the network planning for
other protocols (synchronous or asynchronous) and compare
the optimal solutions across different protocols in terms of
the overall network throughput and required resources. On
another note, we used a simplified model for the quantum
memory decoherence in terms of a hard cutoff. It would be
interesting to incorporate other decoherence models possibly
with a continuous behavior.
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VIII. APPENDIX
A. DERIVATION OF AVERAGE END-TO-END
ENTANGLEMENT GENERATION RATE

In this appendix, we derive the end-to-end ebit rate for a
path with spatial multiplexing and explain our approximate
formula.

Consider a path with h links and width W where the
success probability for link-level entanglement generation is
given by pk with 1 ≤ k ≤ h. Let Qi

k be the probability of the
k-th link on the path having w successful ebits given by the
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binomial distribution B(W,p) as in

Prob(ik = w) =

(
W

w

)
pw(1− pk)

W−w, (32)

where 0 ≤ w ≤ W . Let P i
k be the probability of each of

the first k links of the path having at least i successful ebits,
which obeys a recurrence relation as follows

P i
k = P i

k−1 · Prob(ik ≥ i) + Prob(ik = i) ·
W∑

l=i+1

P l
k−1,

(33)

where Prob(ik ≥ w) = 1 − Φk(w) and Φk(w) is the CDF
of the probability distribution of the k-th link. The initial
condition is set by the first link that is P i

1 = Prob(i1 = w).
The average throughput can be computed by

Re2e = qh−1
sw

W∑
w=1

i · Pw
h . (34)

The above expression can be computed iteratively. Alterna-
tively, the average throughput can be written as

Re2e = qh−1
sw

W∑
w=1

w
h∑

k=1

Prob(ik = w)
h∏

j=1,j ̸=k

Prob(ij ≥ w).

(35)

The binomial distribution (32) in the limit Wpk ≫
1 can be well approximated by the normal distribution
N (Wpk,Wpk(1 − pk)) which sharply peaks at Wpk. The
average throughput can then be approximated by the bottle-
neck link (call it ℓ-th link) with smallest peak at Wpmin. As
a result, the dominant term in the above sum corresponds to
k = ℓ such that Prob(ij ≥ w) ≈ 1 and

∑W
w=1 wProb(iℓ =

w) =Wpℓ. Hence, we arrive at Eq. (2).

B. ANALYSIS OF PATH-BASED FORMULA
In this appendix, we show our path-based formulation with a
reasonable number of shortest paths is able to find the optimal
solution that the full optimization problem (the link-based
formulation) can find for different random topologies with
different numbers of nodes. We choose |Q| = 6 user pairs
randomly in each topology.

Figure 7(a) shows that the aggregate utility of the user
pairs reaches the optimal value above a certain number of
enumerated paths. This is expected because if we enumerate
paths from shortest to longest, the paths after a certain point
will be so enough that the end-to-end rate using them drops
significantly. In addition, longer paths would most likely
have a larger number of links and that affects the end-to-end
fidelity and the expected throughput (due to swaps). For these
reasons, we set the number of enumerated paths as an input
to our optimization problem in all our experiments to 4000.
Note that we also consider different versions of a path each
with a different width.

Figure 7(b) shows the processing time in seconds for solv-
ing the path-based formulation as we increase the number of
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FIGURE 7: Utility and the processing time as a function of
the number of enumerated paths. |V | is the number of nodes
in random topologies.

paths in the input of the optimization problem. For topologies
in the size of SURFnet (with 50 nodes), we have processing
time of 25 seconds when we enumerate 10k paths. We have
shown in 7(a) that enumerating only 2000 paths is enough for
topologies with 50 nodes.

C. ESNET PATHS
Figure 8 shows the optimal paths for the user pairs on the
ESnet along with the number of memories for each path in
terms of repeater capacity D.
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(g) wopt = D

FIGURE 8: Optimal paths for various user pairs on the augmented ESnet with Lmax = 70km. wopt denotes the number
memories obtained for each user pair as a fraction of the repeater capacity D.
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