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ABSTRACT: Heterogeneous electrocatalysis lies at the center of various technologies that E:g;roly(a L P NS
g . . . . T e a 0
could help enable a sustainable future. However, its complexity makes it challenging to pvoon T 8 Ons g M

accurately and efficiently model at an atomic level. Here, we review emerging atomistic .
methods to simulate the electrocatalytic interface with special attention devoted to the
components/effects that have been challenging to model, such as solvation, electrolyte ions,
electrode potential, reaction kinetics, and pH. Additionally, we review relevant computa- potental
tional spectroscopy methods. Then, we showcase several examples of applying these —
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methods to understand and design catalysts relevant to green hydrogen. We also offer
experimental views on how to bridge the gap between theory and experiments. Finally, we provide some perspectives on

opportunities to advance the field.
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Heterogeneous electrocatalysis lies at the center of various
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Figure 1. (a) Atomistic modeling of heterogeneous electrocatalysis is challenging due to complexities including “liquid structure”,
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and “electrode potential”. (b) Electron number evolution during a reaction at fixed electrode potential. Adapted with permission from ref 2. Copyright
2022 American Chemical Society. (c and d) Schematics of the energy evolution and spectroscopic signature.

sustainable manufacturing, and environmental remediation. For
example, water electrolysis utilizes the hydrogen evolution
reaction (HER) and oxygen evolution reaction (OER) to
produce green hydrogen. Most fuel cells rely on the oxygen
reduction reaction (ORR) and hydrogen oxidation reaction
(HOR) to transform chemical energy into electrical energy.
Carbon dioxide reduction (CO,R) converts the greenhouse gas
CO, to valuable chemicals. Nitrate reduction (NO;R) converts
the common water pollutant nitrate to important agricultural
fertilizer ammonia.

However, existing catalyst systems generally suffer from low
activity, selectivity, stability, and/or high cost, which necessitates
a better understanding of the performance-limiting factors to
facilitate rational design. To achieve this goal, it is important to
develop computational tools for understanding and designing
catalysts at the atomic level.

Atomistic modeling of heterogeneous electrocatalysis is
challenging. As illustrated in Figure la, the model includes
several critical components: the catalyst surface, the liquid
solution, and the electrode potential. The liquid solvent
(typically water) has numerous atomic configurations, which
are difficult to sufficiently sample. The solvated ions have
complex distributions and can strongly affect some reactions.
The catalyst can have diverse active site structures, which may
change under reaction conditions. The electrode serves as an
electron reservoir, which exchanges electrons with the catalyst—
liquid system to align their Fermi levels. Since the electrode
potential (which determines the electrode’s Fermi level) is fixed
externally over the time scales of most elementary processes in
the catalyst—liquid system and electron exchange is often much
faster than these time scales,’ the electrons in the system should
be treated using the grand canonical ensemble (GCE) when
modeling these processes. An important consequence is that the
number of electrons in the system can change during the
process, as shown in Figure 1b. This is distinct from most
thermal processes, which instead have a constant number of
electrons.

These structural and electronic complexities make atomistic
modeling very challenging and hinders accurate calculation of
the reaction energy profile (see Figure lc). To make the
calculations more feasible, many studies employ various levels of
simplification. Although they have offered valuable insights and
enable high throughput screening of catalysts, they fail to explain
many important phenomena. Recently, several advanced models
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have emerged to more effectively describe heterogeneous
electrocatalysis, particularly the computationally challenging
components and effects such as solvation, electrolyte ions,
electrode potential, reaction kinetics, and pH. It is therefore
useful to compare these models and demonstrate how they can
be used to better understand and predict catalysis. In addition,
most computational studies focus on the structures and
energetics, while few calculate the spectra (e.g., X-ray absorption
spectroscopy (XAS), as illustrated in Figure 1d), which can offer
important information about catalysis. Thus, we also review
methods for computational spectroscopy with a focus on XAS.
We further provide experimental views on how to bridge the gap
between theory and experiments. Finally, we provide some
perspectives on opportunities to advance the field.

2. METHODS
2.1. Liquid Solution

Liquid solutions can be modeled implicitly as a dielectric
continuum, explicitly with full atomic descriptions, or a balance
between these via hybrid models.

2.1.1. Implicit Solution. Implicit solvation models
efficiently represent the solution by simplifying atomic details.
A detailed review of implicit solvation models can be found
elsewhere.” Here, we review some of the commonly used
methods for electrified interfaces. Perhaps the most popular
model is the polarizable continuum model, as implemented in
VASPsol by Hennig et al.*~% In VASPsol, the simulation box is
composed of an explicit DFT region and an implicit electrolyte
region governed by a linearized Poisson—Boltzmann (PB)
equation. These two regions are separated based on the
electronic density so that the implicit electrolyte emerges as
the electronic density decays. The total free energy A of the
system is expressed as

AP, $P) = Arycln(P] + [ ()

Vel 1o
_ /e(r)id3r + f—gb(r)pm(r)dg’r + A, + A,
87 2
(1)
where n(7) is the electronic charge density, ¢(7) is the net
electrostatic potential of the system, Arxc is the kinetic and

exchange-correlation energies, p,(¥) is the charge density of the
DFT region, €(7) is the relative permittivity of the electrolyte,
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Pion(7) is the charge density of the implicit electrolyte ions, A, is
the energy to form a cavity in the implicit solution (which the
explicit region occupies), and A, is the nonelectrostatic
contribution to the free energy from the electrolyte ions. By
minimizing the total energy, one obtains the ground state of the
system.

Recently, Plaisance et al.”® have improved VASPsol to
VASPsol++. In particular, the “leakage” of the implicit solvent
into small pores within explicit solvent is removed by defining
the cavity of the implicit solvent in a nonlocal manner, and the
Poisson—Boltzmann equation is extended to be nonlinear to
better model the dielectric and ionic responses of highly charged
electrodes. As such, these advancements of VASPsol have greatly
enhanced the potential of implicit solvent models to simulate
heterogeneous catalysis.

Another implicit solvation software is Environ” "' within
Quantum ESPRESSO, which implements multiple continuum
models, thereby having additional functionalities. For example,
the implicit solution and the explicit quantum-mechanical
region can be separated by electron density, atomic positions, or
a nonlocal interface. Electrolyte ions can be modeled by the PB
equation, the modified PB equation (MPB; which accounts for
the steric repulsion between ions rather than treating them as
points as in the original PB theory), or a user-specified charge
distribution (e.g., planar charge).

In typical DFT calculations, the system is periodic in all 3
directions. However, real interfaces are not periodic along the
direction perpendicular to the catalyst surface. To address this
problem, Otani and co-workers'” developed the effective
screening medium (ESM) method, which modifies the Poisson
solver part of DFT with the help of a Green’s function technique.
This removes the periodicity along the surface normal direction
and allows for the use of the potential at infinite distance from
the surface as the reference. The ESM can be combined with
implicit solvation models such as PB/MPB'” or the reference
interaction site model (RISM)"? to simulate the electrochemical
interface. There are several other methods/codes to model the
solution for the interface, such as the “solvated jellium” model
(SJM; where the counter charge is uniformly distributed in a slab
with a continuous dielectric)'* in GPAW"™'® and various
models implemented in JDFTx'”*’ (e.g, CANDLE,”" which
defines the cavity with a nonlocal functional of the solute
electron density and potential, thereby enabling an explicit
treatment of the solvent charge asymmetry).

2.1.2. Explicit and Hybrid Solution. A more accurate but
expensive approach to model the solution is to use explicit
atoms. Ideally, one should include a sufficiently large number of
atoms so that the properties (e.g., density) of the solution far
from the surface converge to those of the bulk solution.
However, as will be discussed in section 2.1.3, this often requires
a rather large cell and long simulation times, which are difficult
to afford with quantum-mechanical methods (e.g, DFT). To
reduce the computational cost, one can develop a force field
(FF), which is often less accurate than quantum-mechanical
methods, to more efficiently describe the interatomic
interactions in the solution. This molecular mechanical (MM)
treatment can be used together with the quantum-mechanical
(QM) treatment for different regions, forming the so-called
QM-MM approach. To couple these two subsystems, it is
common to use the electrostatic embedding approach,”*~**
which approximates the charge distribution at the MM level to
determine a corrected QM energy that accounts for the
electrostatic interaction between the two subsystems. Such an

9—-1
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approach has been implemented into VASP.”> Note that when
there are atoms exchanging between these two subsystems, a
dynamic coupling scheme” becomes necessary.

Chan et al.*® compared the performance of explicit solvation
and implicit solvation models. They considered various
adsorbates (e.g,, *CO, *CHO, *COH, *OCCHO, *OH, and
*OOH) to Cu, Au, and Pt surfaces. For explicit solvation, they
performed extensive AIMD simulations. For implicit solvation,
they considered VASPsol and the SCCS model in Quantum
ESPRESSO/Environ, which give nearly identical solvation
energies. They found that these implicit solvation models do
not provide more accurate energetics over simulations in
vacuum. Moreover, the solvation energies of adsorbates are not
transferable between metal surfaces.

To explicitly model electrolyte ions, the size of the simulation
cell and the number of ions must be considered. The electrical
double layer (EDL) is comprised of a compact Stern layer and a
diffuse layer, both of which have ionic concentrations different
from the bulk solution. To estimate the thickness of the EDL, the
Debye length (which is determined by the ionic charge and
concentration as well as the solvent dielectric constant) is
commonly used. For 1 M aqueous NaCl solution at room
temperature, the Debye length (4p) is ~3 A, which means that
the potential exponentially decays to 36.8% of the surface
potential at 3 A from the surface. However, this is true only for
low potentials. Moreover, 36.8% is still non-negligible, and the
EDL thickness should depend on the surface charge as well.
Saboorian-Jooybari et al. revisited this problem.”” They showed
an analytical solution to the PB equation for the planar surface

y(xp) = 4 tanh_l(tanh(y0/4)e_xD)

2
kT
and ¢ is the potential in physical units), y, is the dimensionless
surface potential, and xp is the dimensionless distance to the
surface xp = /11 They further showed that the surface charge

D
density is related to the surface potential as

where y is the dimensionless potential y = 22 (z is the ion charge

Yy =2 sinh '(op,/2)

Here, op is the dimensionless surface charge density defined as

o
op= ——
P 207 eoky T

where o is the surface charge density in physical units, p* is the
bulk number concentration of electrolyte ions, ¢, is the dielectric
constant of the solution, and ¢, is the dielectric permittivity of
vacuum. Therefore, in order to reach n% of the surface potential,
the distance should be

sink! 22
tanh( 2 )
2

tanh( 200/2 ) @
To have a rough idea about the EDL thickness in a practical
system, we consider the Pt(111) surface at 0 V vs SHE in 1 M
NaCl aqueous solution. Using VASPsol, we obtain ¢ = 1.25 e/
nm? Then, using eq 2, we find that in order to reduce the
potential to be 1% of the surface potential, the distance should
be 4.481p = 13.61 A.

Regarding the number of ions, intuition suggests that it should
be the bulk ionic concentration multiplied by the number of

5’, = /1d ln

https://doi.org/10.1021/acs.chemrev.3c00735
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water molecules in the simulation cell plus the extra ions needed
to balance the surface charge. However, the resulting
concentration is too large. Schmit et al. derived a mmgle formula
(SLTCAP method) to calculate the number of ions

=

ev.p
where v,, is the amount of solvent and Q is the charge of the
catalyst in the simulation cell. This formula makes the ionic
strength in the cell the same as that in the bulk solution.
Machado et al. further showed that this equation can be
simplified to (SPLIT method)*’

N, = vamexp($sinh_l[2

on = Q
N Mo ¥ @
for N> Q (the difference between the SLTCAP and the SPLIT
methods for N > 2Q is less than 1%). Using the SPLIT method,
we estimate that to simulate a 1 M NaCl aqueous solution, if the
surface charge amounts to 2e per cell and if there are 56 X S =
280 water molecules in the cell, then one needs to include 6 Na
and 4 CL.
Given the large size estimated above, many papers take a
simplified approach that puts the explicit ions on a plane near the
solid surface (Figure 2a) which represents the Helmholtz plane
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Figure 2. Explicit (a) vs implicit (b) electrolyte ions. Adapted with
permission from ref 30. Copyright 2021 American Chemical Society.

(HP). The concentration of ions determines the surface charge
density (due to the charge balance) and the Fermi level of the
cell. Since the number of ions must be an integer, the surface
charge and Fermi level are restricted to a small, discrete set of
values that may not match the value of interest. This problem
can be addressed by using a hybrid solvation model, as discussed
below. It is also worth noting that o he presence of electrolyte
ions sharply increases the required simulation time to achieve
equilibrium, thereby making calculations sensitive to the initial
geometry and sampling the solvation structures substantially
more difficult.

Similar to the QM-MM approach, implicit and explicit
treatments of the solution can also be combined together to
balance accuracy and efficiency. For example, the solution region
close to the substrate (which requires higher accuracy) can be
modeled explicitly, while the bulk solvent can be treated
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implicitly. By treating the electrolyte ions implicitly and solvent
explicitly (Figure 2b), the ion concentration and surface charge
(as well as the electrode potential) can be continuously tuned
and the atomistic detail of the reaction directly involving solvent
molecules can be accurately described. However, unlike the
physical system where the ions are immersed into the solvent,
this approach separates the ions from the explicit solvent region.
Consequently, varying the thickness of the explicit solvent layer
will lead to different average distances between the ions and the
surface, resulting in different capacitances. Therefore, for a given
electrode potential, the surface charge will artificially depend on
the thickness of solvent in the model, resulting in different
reaction energetics.”" Finally, we note that the performance of
different solvation methods has been evaluated for various
systems.26’32_34

2.1.3. Sufficient Sampling. For explicit modeling, although
it is convenient to represent the water as a static ice-like bilayer,
the large ensemble of relevant states is often overlooked.”® This
begs the question: how can one sufficiently sample these states?
This question further breaks down to (1) how many atoms
should be used, and (2) how long the simulation time should be
when using molecular dynamics for sampling (which is
common). Behler et al.* systematically studied the convergence
of the Cu(111)—water interface with respect to the water film
thickness and the surface cell size. Their systems have water
sandwiched between Cu slabs without a vacuum layer. They
performed 1 ns NPT MD simulations for equilibration followed
by 1 ns NVT simulations for production. They found that in
order to have a “bulk water” region where the oxygen density vs
distance to the surface is flat and has the same value as bulk
water, the water film needs to be >30 A and the surface size must
be >(6 X 6) units. The radial distribution function of O—O is
more sensitive to the system size, which converges at 40 A water
thickness and (8 X 8) surface size. They also analyzed the
lifetimes of hydrogen bonds and water molecules residing at the
surface, which shows that a 15 A thick water region or a (3 X 3)
surface is too small to reach convergency.

Chan et al.”® studied simulation size effects for Au(111)—
water and Pt(111)—water interfaces. Their systems had a
vacuum layer between periodic images along the surface normal
(i.e., including the water—vacuum interface). They considered a
(3x 2\/ 3) rectangular surface cell and two water thicknesses: 3
water layers (24 molecules) and 6 layers (48 molecules). They
ran DFT-based AIMD simulations for >30 ps with 4 runs for
each system. They found that, as shown in shown in Figure 3a—
d, for Au(111), a 3 layer thick water is too thin to reach the
experimental bulk water density, whereas 6 layers is sufficient
(although the density oscillates strongly with respect to the
distance to the surface, which is different from Behler et al.’s
work®® where the density profile is flat). Note that some
quantities do not exhibit large changes when increasing the
water thickness, such as the work function and the number of
hydrogen bonds to *OH on the surface. For Pt(111), they found
that 3 layer thick water is enough for convergency. It is also
worth noting that the standard deviation of the solvation energy
for the 4 runs ranges from 0.03 to 0.12 eV depending on the
adsorbate and the surface.

Grof} et al. studied the effects of surface cell size for the
Pt(111)—water interface.””** They considered 6 water layers
on (3 X 3) and (6 X 6) surfaces (36 water molecules for (3 X 3)
and 144 molecules for (6 X 6), respectively). They ran AIMD
simulations for 40 ps for equilibration and another 40 ps for
production. The oxygen atomic density profiles of these

https://doi.org/10.1021/acs.chemrev.3c00735
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Figure 3. (a—d) Planar-averaged atomic densities of oxygen and hydrogen in explicit water over (a and b) Au(111) and (c and d) Pt(111) with (a and
c) 3 water layers and (b and d) 6 water layers. The surface is a (3 X 2\/ 3) rectangular cell. The experimental densities of bulk water are shown by
dashed lines. (e and f) Density of oxygen in water over Pt(111) with a (e) 3 X 3 surface and a (f) 6 X 6 surface. The water thickness is 6 layers. (g)
Distribution of the work function of a water film over Pt(111) with 3 X 3 and 6 X 6 surfaces. The water thickness is 6 layers. (h) Block-averaged Kohn—
Sham energies of bulk water of 32 runs, and the (i) mean squared displacement of oxygen atoms. (a—d) Adapted with permission from ref 26.
Copyright 2020 AIP Publishing. (e) Adapted with permission from ref 37. Copyright 2016 AIP Publishing. (f) Adapted with permission from ref 38.
Copyright 2018 AIP Publishing. (g) Adapted with permission from ref 3S. Copyright 2022 American Chemical Society. (h and i) Adapted with
permission from ref 39. Copyright 2018 AIP Publishing under [CC BY 4.0] [https://creativecommons.org/licenses/by/4.0/].

simulations are displayed in Figure 3e and 3f. They found that
the simulated water thickness was sufficient to reach the
experimental bulk water density. The different surface cell sizes
yielded different work functions: 5.01 + 0.48 eV for the (3 X 3)
cell and 4.96 + 0.23 eV for the (6 X 6) cell (see Figure 3g). Note
that the work functions along the AIMD trajectory varied over a
range of ~2 and 1 eV in the smaller and larger unit cells,
respectively. It is also worth noting that for the (3 X 3) cell, the
work function and potential energy fluctuated with long
periodicities &~ 40 ps, whereas for the (6 X 6) cell, such long
periodicities were not observed.

To address how long the MD simulation time should be, Gygi
et al.”” systematically analyzed the time evolution of bulk water.
They considered 32 samples of 64 water molecules with random
initial positions. They ran 58 ps AIMD simulations for each
sample and tracked the Kohn—Sham energy, number of
hydrogen bonds, pair correlation function, and diffusion
coeflicient. These quantities require different amounts of time
to converge. Particularly, the Kohn—Sham energy (averaged
over ~0.5 ps) converges after ~15 ps (see Figure 3h). The
diftusion coefficient and average number of hydrogen bonds
maintained high uncertainty despite the large number of
samples. For example, the diffusion coefficient ranged from 0.9
X 107> to 3.4 X 10~° cm?/s across the 32 samples (see Figure 3i).
This large variation is also confirmed by simulations using a
classical force field (TIP4P/2005) with longer duration (1.4 ns).

The papers above focus on the sampling of water. For
electrolyte ions, we discussed the general principles of choosing
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the cell size and the number of ions in section 2.1.2. However,
comprehensive convergence tests are still lacking and needed.

2.2. Electrode Potential

In the field of computational heterogeneous electrocatalysis, the
electrode potential has historically been treated as a linear
change to the electron energy.*’ This is a simplification of the
actual role of the electrode, which adjusts the Fermi level of the
catalyst—liquid system through electron transfer. To fully
account for this role, the Fermi level must be modified in the
simulation cell.

2.2.1. Potential Reference Method. A common approach
is to add/remove electrons into/from the cell.***> To avoid
energy divergence, these extra electronic charges must be
compensated, which can be achieved by introducing implicit
electrolyte ions (Figure 2b). Alternatively, one can introduce
explicit electron-donating/withdrawing species to change the Eg
(Figure 2a). For example, when alkali metal atoms are added
into water, they often spontaneously lose electrons to the
catalyst, thereby increasing the Fermi level. The latter approach
is closer to reality, as counter charges are described by explicit
ions. However, it is computationally expensive and only allows
for discrete changes in the Fermi level. The former approach is
less expensive and enables continuous tuning of the Fermi level.

To determine whether the Fermi level Eg, of the simulation cell
(E“") has reached the targeted value, we need to compare it
with that of a reference electrode (Ex™), which is typically the
standard hydrogen electrode (SHE). The most common
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method is to include a region with constant potential in the
simulation cell and use it as an intermediate reference>®*%*¢

ECM — B8 = (B — lel®) — (BN — lel®) ()

where @ is the electrostatic potential in the reference region. We
call this method the “potential reference” (PR) method. Ez“*! —
e® can be readily determined from the simulation cell once the
reference region is specified. The difficulty is determining Eg"f —
e® (since the method changes with the reference region
chosen) as detailed below.

If the simulation cell contains a vacuum then one can use it as
the reference region (Figure 4a) and take advantage of the fact
that E;""F — e® has been measured experimentally (which is
generally accepted as —4.44 €V"”). If the simulation cell does not
have a vacuum but has an implicit solution, then one can use the
implicit solution as the reference region. In this case, an
additional reference can be introduced to determine Ez"F — e®.
Specifically, one can choose a metal surface whose potential of
zero charge (PZC) vs SHE (Upyc) has been experimentally
measured, put it into contact with the implicit solution, and then
calculate the corresponding Ex — e®. Ex — e® represents the
energy change to take an electron from the implicit solution to
that metal, and le|Up, represents the work to take the electron
from that metal to the SHE. Therefore, the energy change to
take the electron from the solution to the SHE, i.e., Ez57E — e®,
should be (as depicted in Figure 4b)

EFSHE —eD = Ep — e® + eUpye 6)
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Note that different metal surfaces can give different Ep — e®,
resulting in different E;>"® — e®. In practice, one can consider
multiple metal surfaces and take the average value. E;*" — e®
also varies with the solvation model and the quantum-
mechanical method employed. For the VASPsol solvation
model and PBE functional, the average E;*"'F — e® derived from
multiple metal surfaces is determined to be —4.6 eV."

If the simulation cell does not have a vacuum or an implicit
solution but instead has explicit solution, then it can be used as
the reference region. Similar to the case of an implicit solution
where the metal with known Upy is introduced as an additional
reference to determine E;™ — e®, here one can use a
vacuum.” Specifically, we can take out the explicit solution from
the simulation cell, put it into contact with a vacuum, and
calculate @ with respect to a vacuum. Then, using the
experimental value of the SHE work function, we obtain the
ESME — e® for the system with explicit solution.

2.2.2, Computational Standard Hydrogen Electrode
Method. In addition to the PR approach, one can directly
mimic a reference electrode in the calculation. The computa-
tional SHE (cSHE) method developed by Cheng and Sprik is a
key example of this approach, which is represented in Figure
4¢.**7!" The overall equation for the electrode potential
calculation can be written as

—eUSHE = Elgl) — AdPAI(_ZO+ + AfGEI’f + AEZP (7)
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where E{ and AdPA(i)

H,0"
and the deprotonation energy of a hydronium ion at the
interface. A(G2? is the formation energy of a gas-phase proton,
and AEy; is the zero-point energy correction of an O—H bond.
Both are constants with values of 15.81 and 0.35 eV,
respectively.””** Note that AdpAgio* has no physical meaning
due to the artificial Hartree potential shift (HPS) introduced
under the periodic boundary condition (PBC). The HPS can be
canceled out by coupling the deprotonation energy with the
computed Fermi level in the same interface model. Note that the
SHE is not suitable for nonaqueous electrochemical cells due to
the unknown potential shift caused by the liquid—liquid junction
between the reference electrode and the electrolyte. In such
cases, reference electrodes like Ag/AgCl and Li metal are
preferred. Computational versions of the Ag/AgCl and Li metal
electrodes®™> have been developed recently, which involve
computing the solvation energy of Cl™ and Li* ions and
embedding them into a thermodynamic cycle.

The difficulty of the ¢<SHE method is accurately computing
the solvation free energy of a proton in bulk water, which can be
resolved with a free energy perturbation-based thermodynamic
integration (FEP-TI) scheme. Currently, the use of an AIMD-
assisted FEP-TI scheme for calculating the ion solvation energy
is computationally demanding, especially when applied to large
solid/liquid interface models. To reduce computational costs
and expand the use of the “reference electrode” method, Le et al.
recently proposed a “two-reference” scheme,*” where the
electrostatic potential of bulk water is used as a secondary
reference in addition to the c¢SHE, as shown in Figure 4d. The
key idea of this new approach is coupling the interface model (i)
with a pure water model (w). This replaces the need to calculate
AdpA(};ZO* in the large interface model with a simpler calculation

in a small bulk water model to obtain AdPAg‘: )0*'
cells in the interface and bulk water models are chemically
distinct with separate HPS, thereby having differences in

AgpAp,o* The HPS difference embedded in Ay Ay o+ is exactly

equal to the HPS-induced difference in the electrostatic
potential ¢, between the models. As such, the electrode
potential can be calculated as

denote the Fermi level of the interface

The simulation

—eUSHE = Ef(;l) - AdPAI(-I‘:()__)-" + 30¢v52t + Angf + AEZP
(8)

where ¢, is the averaged electrostatic potential of the bulk
water region in the interface model.

After knowing how to adjust the Eg in the simulation cell and
how to reference it to the SHE, the final question is what target
value should be for a given electrode potential. Intuitively, one
would expect it should be equal to that of the electrode, i.e., if the
electrode potential is U vs SHE then the Fermi level of the
simulation cell should be —lelU vs SHE. Although this is largely
true, the statistics of the grand canonical ensemble is overlooked,
which leads to a fluctuating Fermi level for finite systems. This
will be discussed in detail in section 2.3.3.

2.3. Reaction Energetics

Methods for calculating the energetics of reactions and other
processes have been well established for thermochemistry.
These methods are largely applicable to heterogeneous
electrochemistry with the caveat that one must consider the
condition of constant electrode potential (U,,, where “ext”
denotes the electrode is external to the catalyst—liquid system).
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However, many studies opt for conventional constant-charge
methods to reduce computational complexity. While these
approaches are valid when the total system charge remains
constant, they are not well suited for modeling many processes
in heterogeneous electrocatalysis, where the system often
exchanges electrons with the electrode. Thus, techniques that
address the U,, are necessary to accurately assess the
performance of electrocatalysts. Additionally, pH plays an
important role in electrocatalysis. Its effects are typically
included in postprocessing as a linear correction term, but
may be more significant and complex than this treatment
suggests. It is therefore worth reviewing more advanced
methods to capture these complexities.

2.3.1. Thermodynamics. To calculate electrochemical
reaction thermodynamics, the computational hydrogen elec-
trode (CHE) model popularized by Nerskov et al.*’ is widely
used to study reactions that formally involve one proton and one
electron. To illustrate this approach, consider the Volmer step as
an example.2 In this step, a proton in the aqueous solution is
adsorbed onto the catalyst surface coupled with electron
transfer. The reaction equation can be nominally written as

(9)

where * represents an active site on the catalyst. The
thermodynamics of the Volmer step can be calculated as

AG = G(*H) - G(*) - G(H",,) — 1 (Usyp)

*+H'+e—"H

(10)

where G(H+aq) is the energy of a proton in aqueous solution and
#e(Ugyg) is the energy of an electron at potential U, vs SHE.

ext

These two terms are given by the following equations

G(H*,)) = G(H",(pH = 0)) — 0.059pH ()

%(USHE) = %(OSHE) — lelUgyg (12)

where G(H*aq(pH =0)) is the energy of a proton in aqueous
solution with pH = 0 and . (Ogy) is the energy of an electron at
0 V vs SHE. Inserting eqs 11 and 12 into eq 10, one obtains

AG = G("H) - G(*) — G(H*,(pH = 0))

— 14 (0gqg) + 0.059pH + lelUgyy (13)

It is challenging to directly evaluate G(H',((pH = 0)) and
Uo(Ogy) from first principles. Instead, the CHE model makes
use of the SHE equilibrium to replace the electron and proton
components with the free energy of hydrogen gas, i.e.

G(H,)/2 = G(H+aq(PH =0)) + u(Osup) (14)
Inserting eq 14 into eq 13, one obtains
AG = G("H) - G(*) — G(H,,))/2
+ 0.059pH + lelUgyy (15)

where G(*H), G(*), and G(Hz(g)) all can be computed from
first principles. Separation of the pH and the electrode potential
has been termed the “Generalized CHE”.*>®

A key issue with the CHE model is that it neglects the surface
charge. Due to the application of U, * and *H likely have
different, nonzero net electronic charges. Therefore, a more
accurate expression of eq 9 is

Q) +HY + (Q2 — Q1 + 1)e - *"H(Q2) (16)
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where QI and Q2 are the extra electronic charges of the catalyst
before and after the reaction, respectively. Therefore, instead of
calculating the energetics of charge-neutral catalysts, one should
calculate the free energies for charged catalysts (G(*(Ql)),
G(*H(Q2))) and include the energy contribution by the charge
change ((Q2 — QI + 1)e). Accordingly, the thermodynamics
under constant potential is calculated as

AG = G(*H(Q2)) — G(*(Q1)) — G(H,,)/2

+ 0.059pH + lelUgz — (Q1 — Q)1 (17)

Note that the surface charge not only induces an electric field
that interacts with the adsorbate (electrostatic effect) but can
also change the electronic state occupation of the catalyst, which
may significantly affect the binding strength of the adsorbate
(chemical effect).”’

Many studies using the CHE model do not consider explicit
solvation. This may result in significant errors, especially when
the reaction species interact strongly with the solution (e.g.,
through hydrogen bonds), as such interactions change during
the reaction (and thus cannot be canceled out). The explicit
solvation methods discussed in section 2.1 are useful for
addressing this issue.

After calculating the thermodynamics for each elementary
step along the reaction path, the thermodynamically limiting
step can be identified. The catalyst with a less uphill (or more
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downbhill) thermodynamic limiting step is often considered to be
more active. However, this approach assumes that the
thermodynamics of each reaction step is strongly correlated
with the activation energy, which is often not true. S5
Therefore, it is important to directly calculate the kinetics,
especially the activation energy of each elementary step, to
better understand and evaluate catalysts.

2.3.2. Kinetics. Static approaches such as the nudged elastic
band method (NEB)®” have been commonly used to calculate
activation energies. These approaches often assume certain
structures for the initial and final states and thus overlook the
dynamic structures of the liquid. They also oversimplify entropic
effects that are due to thermal fluctuations. Dynamic approaches
are more accurate at increased computational cost due to better
sampling of the phase space. These methods employ constrained
or biased molecular dynamics. For example, slow-growth
marginally increments the reaction coordinate (&) at each MD
step.”>®* Blue-moon sampling runs separate MD simulations at
different fixed £ values, where the free energy profile is
constructed via thermodynamic integration.65 Additional ¢
values can be included afterward if the reaction profile is
determined to be insufficiently sampled. Umbrella sampling is
similar to blue-moon sampling but employs potential biases
(usually harmonic) along the & rather than strictly fixing the
coordinates.” In this manner, adjacent images can overlap in
structure to potentially discover more favorable reaction
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pathways. Metadynamics similarly introduces artificial biases,
but is instead a single calculation with a time-dependent
potential that accumulates Gaussian penalties to the energy for
nearby structures around each MD step.®” These biases cause
the simulation to eventually escape local minima and
subsequently find another minimum. Once the full biased
profile converges to be roughly uniform, the real profile can be
extracted by removing the biases in processing. It is worth noting
that commonly used thermostats (e.g., Nosé—Hoover) may give
an uneven temperature distribution in heterogeneous systems,
known as the “flying ice cube” effect. This problem can be solved
using Langevin dynamics.”®

Given the computational cost needed for extensive sampling,
one may ask if it is necessary and if the electrolyte could remain
frozen and unequilibrated throughout each elementary step. To
answer this question, Melander analyzed the relevant time
scales:" the time for reaction, for motion of electrolyte species,
and for electron transport in catalysts. They concluded that for
reactions with barriers higher than 0.2—0.3 eV, the water and
solvated ions should be treated as being completely mobile. For
metal catalysts, electron transport is much faster than any
relevant reaction, justifying the grand canonical treatment of the
electrons. For semiconductors, the electrons are estimated to
move at least as fast as the electrolyte ions. Therefore, the grand
canonical ensemble should also be used for reactions with
barriers > 0.2—0.3 eV. Note that when calculating subsequent
steps, the final state of the first step may not match the initial
state of the second step.”” For example, when studying the
Volmer—Heyrovsky pathway of the HER in pH-neutral/alkaline
media, the final state of the simulated Volmer step (H,O + e + *
— *H + OH™;,,) has OH™ near the interface, while the initial
state of the simulated Heyrovsky step does not have OH™ (H,O
+e+ *H — H, + OH™,,), as illustrated in Figure Sa. The gap
between these two states is the diffusion of OH™ from the
interface region to the bulk solution (OH ™, & OH ). This
process can alternatively be treated as transferring a proton from
bulk solution to OH ™, to form H,O, i.e., OH™;,, + H,Op . —
H,0;, + OH . The thermodynamics of this step can be
calculated as follows

AG = G(OH_bu]k) + G(Hzoint)
— G(H,Opy) — G(OH )

where G(OH™,,,,) and G(H,0,,,) are the energies of the interface
systems with OH™ and the converted H,O. This equation can be
simplified by observing that G(H,Opy) — G(OH i) =
G(H+bulk)

AG = G(H,0,,) — G(OH ™) — G(H" )

By implementing eq 11 (as H",,, = H,g), the equation can be
further reduced

AG = G(HZOint) - G(OH_int)
— G(H" ((pH = 0)) + 0.059pH

Using the SHE equilibrium shown in eq 14, the proton energy
can be related to the energy of hydrogen gas. Thus

AG = G(Hzoint) - G(OH_int) - G(Hz(g))/2

+ 0.059pH + 4 (0g5) (18)
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where G(H,0;,), G(OH™;,), and G(Hy(,))/2 can be readily
determined from DFT calculations. u.(Ogyg) is known
experimentally.

Some electrochemical reactions involve electron transfer to
outer-sphere species. To calculate the energetics of such
processes, one can use Marcus theory with parameters
calculated from first principles. These calculations typically
involve the combination of constrained DFT and MD
simulation. An example was shown recently by Melander et
al., who studied the charging of CO, during CO,R.”?

2.3.3. Constant Potential. As mentioned previously,
processes at electrochemical interfaces often occur under a
constant electrode potential (U,,,) rather than a constant charge.
The most direct approach for simulating a constant potential is
to tune the electron number (n,) so that the Fermi level (Eg) of
the simulation cell equals that of the electrode (i.e., —lelU,)****
and balance the excess electronic charges with implicit ionic
charges in the solution. Determining the electron number for a
given U, is essentially a root-finding problem, and various
algorithms (e.g, bisection, Newton, Secant) can be used to solve
it. Note that when comparing the energy of systems with
different n,, one must account for this difference by using the
grand potential (also called Landau free energy)”'

D@ = A + Egn, (19)
where A is the Helmholtz free energy of the system.

This approach overlooks the statistics of electrons. In reality,
although the Ep of the electrode is a constant, the Ep of the
system is not; instead, it should thermally fluctuate around the
electrode’s Eg. To describe this, Otani et al. developed sets of
dynamic equations for AIMD that treat the electrons using a
grand canonical ensemble.”” In the simplest case where the
potentiostat is not directly coupled to a thermostat, the electron
number is governed by the equation

d’n

-U,=m S

U ext n, dt2

int

(20)

where m,_is a fictitious mass describing the coupling strength

between the system and the electrode and U, is the “internal
potential” of the system defined as —Eg/lel. The potentiostat can
also be directly coupled to either the thermostat for the atoms or
a separate thermostat with a different temperature to shorten the
required equilibration time.

Wippermann et al. introduced an approach to sample the
canonical ensemble at constant temperature and applied electric
potential.”® This approach requires the presence of two
“electrodes” one can represent the solid of interest, and the
other balances the excess electronic charges on the first electrode
and can be realized by a plane of doped Ne atoms’* in DFT
simulation. The electron number under this thermopotentiostat
is integrated over a finite time step through the following
equation

n(t + At) = n(t) — CO[U(t) _ AUO](I _ e—At/rq,)

+ N\/kBTCO(l - e_ZAt/T‘D) (21)
where At is the MD time step, C, is the capacitance of the bare
electrodes in a vacuum without any dielectric, AU, is the
potential difference between the electrodes set externally, 74 =
RC, is the relaxation time constant for the potentiostat, and N is
a Gaussian random number that follows (N) =0 and (N*) = 1.In
this fashion, the thermopotentiostat couples the change in
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potential with thermal fluctuations so that the total change is
Zero on average.

Liu et al. have implemented various constant-potential
algorithms directly into VASP ( CP-VASP)."°75 Similar
implementations have also been made recently.””® Using CP-
VASP, Liu et al. have elucidated the mechanisms of various
reactions and catalysts.”®" For example, they studied the
kinetics of the ORR on Co—N—C by performing constant-
potential AIMD simulation. They used the “potential reference”
method to determine the E; vs SHE and tuned the electron
number every few steps of slow-growth simulation to match the
Eg with the —lelU,,. The counter charges are described by the
VASPsol solvation model, and a thin water film is included for
explicit solvation. They studied why Co—N—C catalysts can
produce H,O, through oxygen reduction despite this product
being highly thermodynamically unfavorable compared with
H,0 formation.’" Specifically, they calculated the free energy
profile for breaking the *—O bond of *OOH (to form H,0,)
and breaking the O—OH bond (to form H,O) to determine the
selectivity of H,0, vs H,0. Figure Sa shows the structure
evolution and Figure Sc shows the free energy profile for these
competing steps. Indeed, at the “final” state, breaking the O—
OH bond to form H,O has a lower energy than breaking the *—
O bond to form H,0,, consistent with the thermodynamics.
However, H,0, has a lower activation energy of formation than
H,O, explaining the selectivity preference for H,O,. Notably,
the evolution of the electron number is significantly different
during H,0 and H, O, formation: in the former case, the system
gains ~1 electron, while in the latter case, the electron number
remains nearly constant, as depicted in Figure 5d. These features
cannot be captured by conventional constant-charge methods.
Moreover, their calculations show that the difference in their
activation energies increases as U, decreases, which is shown in
Figure Se. This trend indicates an increased selectivity for H,0,
as the potential decreases, which coincides with experimental
observations.”” The enhanced selectivity can be explained by the
coupled effects of surface charge and explicit solvation; as U,
decreases, the catalyst surface carries more negative charges,
which are then partially transferred to the O bonded to the metal
atom. This enhances the hydrogen bonding between O and
nearby H,0O. Consequently, the H in H,O is more easily stripped
by *OOH, thereby making the formation of H,0, more facile.

As another example, Peterson et al.”® used the SJM to
demonstrate that the use of a constant potential method
significantly influences the reaction profile of the Volmer step.
They calculated the activation barriers through “dyNEB”.”” The
solvent environment was modeled explicitly as a single ice layer.
The transferred proton was constrained to a one-dimensional
coordinate, while all other atoms were geometrically fixed. As
the energy depends on the charge transfer as shown in eq 19,
intermediate states closer to the final state will be more strongly
affected by the potential than intermediates near the initial state.
Thus, the reaction coordinate of the transition state decreases as
the applied potential decreases. This behavior also explains the
nonlinear relationship between the reaction energetics and the
electrode potential over large potential windows. Constant-
potential approaches are becoming increasingly popular for
studying heterogeneous electrochemistry.*’~**

We note that although the terms “constant potential” and
“grand canonical ensemble” have been used almost interchange-
ably in the literature, they have subtle differences. The grand
canonical ensemble describes an ensemble of electrons under
constant electrode potential, volume, and temperature. Due to
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the finite temperature, the Fermi level and the number of
electrons will thermally fluctuate, even with a fixed atomic
structure. Therefore, calculations that do not consider this
thermal fluctuation (e.g,, structure relaxation) should preferably
not be labeled grand canonical ensemble calculations; instead,
they can be referred to as constant-potential calculations.

Constant-potential energetics can be derived from constant-
charge calculations, which are generally easier to per-
form.”"**™> The most commonly used method is based on
the second-order Taylor expansion of the energy series with
respect to the charge q

OE

0°E
E~XE, +g— 2
0 qaq 2

1
2q Jq

4=0 4=0 (22)
where E, is the charge-neutral energy, the first derivative is the
electrode potential with no surface charge (®@,), and the second
derivative is the inverse of the capacitance C. This energy

expression can be reorganized to be

C(® — @,)?
E=%+a®—%mﬁ—L——i (23)

where the capacitance can be obtained by calculating the
potentials with different electron numbers.”" For a given
reaction, one can use this approach to correct the energy of
each species and obtain the reaction energetics. As a further
simplification, one can use the change in the charge partitioned
to the catalyst (plus adsorbate, if applicable) and the change in
Fermi level between the final state and the initial state to
approximate the capacitance and thus correct the energy of the
final state to the same potential as the initial state. This approach
is called the “charge extrapolation” method.”

Very recently, Beinlich et al. used a capacitor to map constant-
charge free energy landscapes to the constant-potential
regime.*” They observed that the canonical potential energy
surface (PES) of constant-charge calculations contains the same
information (the activation energies in particular) as the grand
canonical PES of constant-potential calculations, which can be
mapped to each other through a Legendre transformation. They
described two approaches: either multiple NEB calculations can
be performed and the activation energy corresponding to the
desired potential can be interpolated from the data, or capacitor
models can be employed to extrapolate the kinetic barrier from a
single NEB calculation. These capacitor models include the
single-capacitance (SC) approximation where the capacitance is
constant, the electronic capacitance (EC) approximation which
calculates the local capacitance for the states of interest (IS, TS,
and FS), and the electronic and geometric capacitance (EGC)
approximation that expands the canonical PES along the
potential around a stationary point. Their models accurately
recreate the activation energies of the Volmer step on Au(111)
predicted by constant-potential calculations at reduced
computational cost.

2.3.4. pH Effects. Electrolyte pH can have a strong impact
on electrocatalysis.”*~”® As discussed previously, the pH effect is
often included as a shift for the proton free energy in the CHE
model according to the Nernst equation (0.059pH). However,
there are important effects beyond this energy shift,”” including
the following. (1) Changes in the proton donor or acceptor, for
example, from H;0* to H,O when changing from acidic to
alkaline conditions for proton-donating reactions. (2) Changes
in the surface charge. For the same RHE potential, a higher pH
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will decrease the SHE potential, resulting in more negative or
fewer positive surface charges. This will change the intrinsic
reactivity of the surface’’ and/or the electric field in the EDL
interacting with the adsorbate dipole.””'*’ (3) Reactions with
OH~ (with pH-dependent concentration) can occur in the
solution without interaction from the electrode. For example,
the yield of acetate from CO reduction at —0.75 V on Cu
nanosheets increased by an order of magnitude as the pH
increased.'”" The improved activity was attributed to ketene
undergoing a solution-phase reaction with OH™ ions."”

Effect 2 can be addressed by the tuning electron number as
discussed above. For effects 1 and 3, it is necessary to include an
explicit H;0* or OH™ molecule in the simulation.®"'**'**
However, the limited cell sizes accessible with DFT restrict
simulations to extreme local pH values, which are often different
from bulk pH values. To account for the bulk pH effect, one can
consider 2 steps:””'*® the diffusion of a proton from bulk
solution to the interface region described by the simulation cell
and the reaction in the simulation cell itself. The bulk pH will
linearly change the thermodynamics of the first step following
the CHE model. However, the bulk pH does not affect the
energetics of the second step, which instead depends on the local
pH. Therefore, by calculating the first step using the CHE model
and the second step using the cell with explicit H;O" or OH",
one can obtain an energy diagram as exemplified for the Volmer
step in acidic conditions (H", + ¢ — *H) in Figure 6b, where
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Figure 6. (a) To bridge the alkaline HER Volmer step and Heyrovsky
step simulated separately using interface models, the diffusion of OH™
away from the interface (achieved by H* diffusion from the bulk
solution) needs to be considered. (b) Calculation of the bulk pH effect
as exemplified by the Volmer reaction under acidic conditions. ISy, is
the initial state composed of the bare catalyst and H;O" in bulk
solution, IS, is the “initial state” after the proton has diffused to the
interface (the catalyst is still bare), and FS is the final state where the
catalyst has adsorbed H and no longer has H;O" in the interface. The
process of IS,y = TS — FS;,) is modeled directly, while the level of
IS (1) is derived using the CHE method. Note that in both figures, the
kinetic barriers for diffusion between the interface and the bulk solution
are ignored.

restructuring of the catalyst surface under reaction conditions.
We believe these challenges, however, present an opportunity
for the modeling community to provide comlplementary insights
from well-designed atomistic simulations.'"® Recent advances
within the machine learning community and the growing access
to exascale computing may enable the development of
integrated experiment—theory methods to characterize complex
electrochemical interfaces.'”"'''®

Although the discussion below is focused on X-ray absorption
spectroscopy (XAS) and vibrational spectroscopies (e.g.,
infrared (IR) and Raman), we note that other techniques such
as X-ray photoelectron spectroscopy (XPS), ultraviolet—visible
(UV—vis) light spectroscopy, electron energy-loss spectroscopy
(EELS), and nuclear magnetic resonance (NMR) also have
significant application in electrocatalysis.'”"'>''¢

2.4.1. X-ray Absorption Spectroscopy. Overview. XAS is
a widely used element-specific technique for characterization of
electrocatalysts. XAS can be applied ex situ as well as for
operando and in situ experiments.''> The recent review by
Besley et al. provides an excellent primer on DFT methods for
calculations of XAS spectra.''” Also, the review by Timoshenko
and Cuenya provides a valuable overview of applying XAS to
characterize electrocatalysts.''> In XAS, the strongly bound core
electrons are excited to unoccupied electron states by absorption
of a photon. Depending on the principal quantum number of the
core electrons, XAS is divided into different edges, e.g., K, L, and
M edges corresponding to the first, second, and third shell.
Within the same edge, XAS is further differentiated by the total
angular momentum, e.g., L;, L,, and L; edges corresponding to
2, 2p, /5, and 2ps., core states (see Figure 7a and the exemplary
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Figure 7. X-ray absorption spectroscopy. (a) The physical process of
XAS. (b) The standard experimental setup for XAS measurement. (c)
Exemplary XAS spectra of lead. (a) Adapted with permission from ref
119. Copyright 2013 The Royal Society. (b and c) Adapted with
permission from ref 118. Copyright 2003 Science Direct.

the bulk pH effect is included. Note that the local pH
determined by the simulation cell can affect the energetics,
and it is therefore important to find a representative local pH.
Also, this approach does not consider the energy barriers for
proton diffusion from the bulk to the interface, which are
assumed to be negligible.

2.4. Spectra

While several types of spectroscopies are widely used within the
experimental electrocatalysis community,'””""* the use of
theoretical methods to predict spectra (ie., computational
spectroscopy) remains less common in the field. Interpretation
of experimental spectroscopic data is often convoluted by
solvent effects, polarization due to electric fields, changes due to
the potential and the pH, the presence of counterions, and
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XAS spectra of lead in Figure 7c). In an experiment setup, XAS is
commonly measured in either the transmission mode or the
fluorescence mode (see Figure 7b).''® In the transmission
mode, the X-ray flux is measured using ionization chambers in
front of and behind the sample. In the fluorescence mode, X-rays
are collected off the sample that are produced after the core—
hole from the initial absorption is filled, which is particularly
useful in electrocatalysis studies as it does not require thin
samples. Since the edge position varies with the absorbing atom,
XAS is an element-specific characterization technique. Fur-
thermore, XAS is sensitive to the local chemical environment of
the absorber atom, such as the charge state, coordination
number, and local symmetry, making it a powerful local
structural probe widely used in physics, chemistry, materials
science, and biology.
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In XAS analysis, the spectrum is typically partitioned into two
regions. The near-edge region comprises the spectrum up to
~50 eV above the absorption edge, known as the X-ray
absorption near-edge structure (XANES) region. The portion of
the spectrum at higher energies is known as the extended X-ray
absorption fine structure (EXAFS) region. In the EXAFS region,
oscillations in the spectrum are observed relative to what would
be expected for an isolated atom. These oscillations arise due to
interference between the ejected photoelectron wave and the
waves backscattered by neighboring atoms. Well-established
procedures'’ exist for analyzing these interference patterns to
extract structural information, such as the atomic distances,
elemental identity, and coordination number of atoms around
the absorbing atom. To extract accurate structural information,
however, EXAFS requires high-fidelity data. This can be difficult
to obtain under many experimental conditions, particularly in
operando studies, and limits the temporal resolution of the
technique. XANES offers several advantages in this respect.
XANES is less sensitive to disorder effects and allows useful
spectra to be collected much more quickly than EXAFS. XANES
contains rich information associated with the electronic
structure near the Fermi level, which can be used to deduce
the charge state, coordination number, and local symmetry.'*!
However, this information is convoluted and contains entangled
contributions from several different physical origins. For this
reason, quantitative XANES analysis is more challenging than
that for EXAFS and often requires more intensive computational
efforts.

Computational Methods. Computational modeling plays a
key role in XAS spectral analysis. The cross section of XAS can
be calculated from Fermi’s golden rule

o(w) x @ Y. (HONPS(E, — Ey — )

f (24)

where E; and E; are the total energies of the initial (I¥,)) and
final many-body states (I'¥)). O is the transition operator, and
its dipole and quadrupole contributions are given by O = e-r + i/
2(er)(g-r), where e, g, and r are the polarization vector and the
wave vector of the photon beam and the position operator of the
electron.'”” In general, the dipole term is the dominant
contribution to XAS. However, the quadrupole term can be
important at the pre-edge region when the dipole transition is
forbidden, such as the pre-edge of transition metal K-edge XAS
in materials with inversion symmetry. To evaluate eq 24 in
practice, one often needs to resort to the single-particle
representation. Here, we briefly review several popular XAS
simulation methods, including the multiple scattering method,
linear response (LR) method, core—hole potential (CHP)
method, and multiplet ligand-field theory.

Multiple Scattering Method. In the multiple scattering method,
the spectral features in XAS arise from the quantum inference of
the outgoing wave of the photoelectron with its scattering waves
from neighboring atoms within the order of the mean free path.
Therefore, the absorption coeflicient can be calculated from the
sum of the scattering magnitude along different scattering paths.
These include not only the backscattering, i.e., reflection from
neighboring atoms directly back to the absorber atom, but also
multiple scattering paths, which involves three or more
atoms.'”” Under the single-particle approximation, the many-
body wave functions in eq 24 are replaced by their single-particle
counterparts. The absorption coefficient is factorized into an
atomic background absorption modulated by the X-ray
absorption fine structure, y(k), expressed as''”'**
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where f,q(k) is the effective scattering amplitude at the wave
vector k and @, is the partial wave phase shift at the final state. R
and 4, are the interatomic distance and energy-dependent mean
20K

(25)

free path. The terme accounts for the Debye—Waller factor.
The overall prefactor Sj represents the many-body effect due to
the relaxation of the system in the presence of the core—hole.
The multiple scattering method has been routinely used for
EXAFS analysis, while XANES analysis is more challenging as it
requires summing the scattering path expansion to infinite order
and relies on very accurate descriptions of the electronic
structure.

Linear Response Method. Under the single-particle picture and
the linear response framework, eq 24 can be evaluated based on
the band structure from DFT

opp(@) o @ ) I(SI00)PS(Q, — w)
s (26)

where 10) is the DFT ground state and |S) denotes the eigenstate
of the electron—core hole Hamiltonian (H,,) with the excitation
energy €. Hy, is typically expressed in the electron—core hole
basis. Within time-dependent density functional theory
(TDDFT), the solution of Hi"P*" is obtained by solving the
core excitation version of Casida’s equation.'** The results can
depend on the choice of the exchange-correlation functional or
the flavor of the hybrld functional under the generalized Kohn—
Sham (KS) scheme.'”® H, can also be formulated using many-
body perturbation theory under the GW-BSE scheme, where the
KS orbital energy is corrected with the GW self-energy and Ho:"
is constructed according to the Bethe—Salpeter equation
(BSE)."*® HBSE contains two coupling terms: the exchange
interaction between electron—core hole pairs and the screened
Coulomb interaction between the electron and the core—hole.
The latter is crucial to treat excitations with strong exciton
character. Because GW calculations are computationally very
expensive, normally they are omitted in practical XAS
simulations and H,F is solved on DFT orbitals and energy
levels.

Core—Hole Potential Method. Another popular XAS simu-
lation approach is the core—hole potential method. Intuitively,
the presence of the core—hole is approximated by replacing the
ionic potential of the absorber atom with the next element in the
periodic table, i.e., the Z + 1 approximation. In a modern DFT
core—hole potential code, the core—hole effect is treated by
creating an explicit (full or partial) core—hole in all electron
codes or a special core—hole pseudopotential in pseudopotential
codes. The screening effects are captured by the relaxation of the
valence electrons in the self-consistent field calculation, which
yields the electronic states in the presence of typically either one-
half (i.e., the transition state) or a full core—hole. At the final
state, the core electron can be either placed at the bottom of the
conduction band or removed from the system. We denote the
single-particle core state of the ground state as |¥,) and the
empty states in the core—hole potential calculation as I'¥;) with

their corresponding KS energy levels as g, and &. The
absorption cross section can be expressed as

(@) x @ Z I(lf/fléll//u)lzé(éf —& —w) o

£ 27
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Table 1. List of XAS Simulation Software

linear response
TDDFT
ORCA,"*” NWChem'**

BSE
OCEAN,I” exciting140

multiple scattering

FEFF,'*® FDMNES'*°

core—hole potential multiplet ligand field
XSpectra,'*! VASP,'** ShirleyXAS,'* Quanty,'* CTM4XAS,"*°
StoBe'™* EDRIXS'"

In periodic systems, the absorber atom is treated as a defect. The
system needs to be modeled with a large enough supercell to
avoid the spurious interactions between image cells.

There are multiple important differences between the linear
response method and the core—hole potential method.'*” Below
we discuss several of them.

(1) Screening potential: Under the linear response method,
the screening potential is typically constructed under the
random phase approximation, i.e., the dielectric response from
an infinitesimal perturbation. Under the core—hole potential
method, the screening results from electron relaxation with a
finite core—hole."””” This may lead to nontrivial differences
between the two methods, especially in semiconductors and
insulators. If the core electron is kept in the system at the bottom
of the conduction band in the core—hole potential method, it
can result in stronger screening than the linear response
method."”’

(2) Edge alignment: The position of the absorption edge is
important to determine the chemical shift of the core level. The
calculated absolute edge position is subject to the intrinsic
Kohn—Sham DFT energy level error. In a pseudopotential
calculation, the absolute edge position is not physically
meaningful due to the use of the pseudopotential. Therefore,
it is more important to obtain an accurate relative edge
alignment from one material to another or from one absorption
site to another. The absolute edge position can then be obtained
by referencing to an experimental standard and applying a
constant shift to all simulations. There are several methods to
perform edge alignment in different codes, such as the ASCF
method'**'*” and the correction based on the static screened
Coulomb potential of the core—hole."”” Another promising
approach is to evaluate the quasi;)article energy of the core—hole
under the GW approximation.'”"

(3) Pre-edge features: The core—hole potential method in its
single-particle form has been shown to systematically under-
estimate the pre-edge intensity in O K-edge XAS, while the BSE
method yields much better agreement with experiment. Recent
progress on improving the pre-edge line shape using many-
electron transition amplitudes within the core—hole potential
method can be found in the work of Liang et al.'**

To systematically understand the importance of the differ-
ences between each method, extensive multicode benchmark
studies are needed."”’

Multiplet Ligand-Field Theory. The single-particle picture of
XAS works well for weakly correlated systems but breaks down
when modeling strongly correlated excited states, such as
transition metal 3d states or rare earth 4f states. The classic
example is transition metal L-edge XAS, where several additional
effects need to be considered. These include (1) the spin—orbit
coupling, (2) the atomic multiplet effect caused by the
interaction between the valence electron states and the core
states, and (3) the crystal-field effect from the surrounding
ligands.'** The many-body charge transfer effect due to the
core—hole potential can reorder the energy of different electron
configurations and is much weaker in XAS than X-ray
photoelectron spectroscopy. Due to these effects, transition
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metal L-edge XAS can exhibit a nontrivial L; to L, ratio different
from the expected 2:1.

Multiplet ligand-field theory (MLFT) is a model Hamiltonian
approach describing the many-body physics of a single cation
surrounded by nearest-neighbor ligands. Pertinent to the
transition metal L-edge problem, in the Ballhausen notation
the Hamiltonian is expressed as'>*"**

A At i = st
A= Z cq 4+ Z eh'B + & D (T 31d)d,
i,j i,j ij

4

ad5 47454
+ ), Usd ddd,
i,j,k,1

+ ¢, 2 ol B

- J
ij

dp 5 Tat A
+ Z Uijlsdipjpl
ik,

d
(28)

where €4 and €, are the d and p single-electron orbital energies
and d' (d) and d] (d,) are their creation (annihilation)
operators. Ug,‘j, and Uf]IEI are Hubbard U parameters of the on-site
d orbitals and d—p interactions, respectively. {4 and £, are spin—
orbit coupling constants. )

Traditionally, the atomic parameters in H can be solved from

single-atom calculations, while the rest are empirical parameters.
There have been several efforts to determine the parameters
from ab initio calculations (see, e.g.,, ref 134 and references
therein). For a given set of parameters, the MLFT Hamiltonian
can be solved efficiently to yield the eigenstates and
eigenenergies, which are then used to evaluate the spectral
function.
XAS Simulation Software. A list of XAS simulation software is
summarized in Table 1, grouped according to the method used.
This list is by no means meant to be complete. The most
appropriate software depends on how successfully the level of
theory can capture the desired physics considering computa-
tional cost as a practical concern.

Summary. While there are many codes that exist in the
literature pertaining to the simulation of XAS data, the approach
for seeking the correct solution to model the data is highly
sample and element specific. In most cases, it is important to
understand the quality of data, experimental limitations, and
detailed systematic changes that could impact the electron and
core—hole interactions and the generation of scattering paths.
Close collaboration between the experimental and the theory
groups is necessary to ensure that the simulated spectra are
consistent with the experimental measurements.

2.4.2. Vibrational Spectroscopy. Vibrational spectro-
scopic methods, including Raman and Fourier transform
infrared (FTIR)-based techniques, are powerful tools to
monitor surface transformations, characterize active sites, and
identify bound intermediates under reaction conditions. While
FTIR probes the changes in the dipole,"'""**'* Raman
spectroscopy measures the inelastic scattering arising from
changes in the polarizability due to molecular motions. Both
have been widely used to experimentally study electrocatalysis.

Vibrational frequencies can also be computed from first
principles—these studies are routinely used within the

https://doi.org/10.1021/acs.chemrev.3c00735
Chem. Rev. 2024, 124, 8620—8656


pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.3c00735?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as

Chemical Reviews

pubs.acs.org/CR

Table 2. Ab Initio Computed Values for the PZC (Up,) vs SHE of the Pt(111)/Water Interface”
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solvent model functional Upzc (V) @, (eV) A®D (eV) A®, (eV) AD_; (eV)
explicit liquid* PBE-D3 0.2 5.8 -1.1 -13 0.2
explicit liquid'** VV10 0.36 5.83 -1.03 -1.32 0.29
explicit liquid—vacuum®”** RPBE-D3 0.52 5.51 -0.55 -1.25 0.7
explicit liquid—vacuum'> fVV10 0.56 5.83 —0.83 -1.32 0.49
explicit liquid—CM">? PBE-D3 0.23 5.74 -1.07 -11 0.03
cM™H PBE 0.31 5.52 —-0.77 —-0.77 0
cM'™? RPBE 113 5.96 -0.39 —0.39 0
experiment’ *°'%% 0.2-0.3 5.9 ~—12

“The Volta potential difference (A®) and its electronic and orientational components are also shown. In each of these studies, @y, is set at 4.44

7 . . .
V.’ The experimental values are included for comparison.
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Figure 8. Summary of the interfacial structure and potential change at the PZC condition. (a) Schematic diagram for depicting the relationship

between the PZC, the metal work function (@), and the Volta potential difference (A®). (b) A® and its decomposed A,

and A®, for various

ori

metal/water interfaces are compared. (c) Correlation between A® and the surface binding energy of water (E,4). (d) The distribution of the water
density (pg,0) and dipole orientation (py,o cos W) along the surface normal direction of the Pt(111) surface is demonstrated along with the electron
redistribution (Ap,) at the Pt(111)/water interface. (e) An AIMD snapshot of the Pt(111)/water interface is also shown along with a proposed model
of the interface water at PZC. (f) Electronic density of states of different water at the Pt(111) /water interface. (a—c) Adapted with permission from ref
162. Copyright 2021 American Chemical Society. (d and f) Adapted with permission from ref 42. Copyright 2017 American Physical Society. (e)
(Top) Adapted with permission from ref 163. Copyright 2018 Science Direct. (Bottom) Adapted with permission from ref 164. Copyright 2018

Physical Chemistry Chemical Physics.

heterogeneous catalysis community to verify transition state
geometries. Similar methods are also used to complement
experimental adsorption studies using various probe molecules
(e.g, CO, NO, deuterated acetonitrile). In the “finite difference”
approach, starting from a geometry-optimized structure
(obtained using the appropriate electronic structure theory
method), the positions of the atoms are perturbed and the
changes in the forces on each atom are measured. The change in
the force for each displacement provides the Hessian matrix,
which is then transformed to yield the eigenvalues and the
eigenvectors. The eigenvalues represent the harmonic vibra-
tional modes of the system that can be compared to
experimental measurements. In addition to this approach,
density functional perturbation theory can also be used. The
latter is advantageous as the finite difference approach is often
very sensitive to the size of the initial displacement.
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However, these “static” approaches assume that the molecular
vibrations are entirely harmonic. Although this remains a
reasonable assumption for high-frequency stretching modes for
gas-phase reactions, adsorbate vibrations are often strongly
influenced by the dynamics of the solvent molecules under
electrocatalytic conditions. In such scenarios, the phonon modes
are obtained using the Fourier transform of the velocity
autocorrelation function (VACF). This approach is more
accurate as it captures the anharmonicity of the vibrational
modes at the relevant temperatures. However, sufficiently long
molecular dynamics simulations are required to ensure
equilibration, which challenges the capability of AIMD. For
instance, Li et al.'"* used a combination of classical molecular
dynamics (LAMMPS, Reax-FF) and AIMD (VASP, PBE
functional, 1 fs time step) for their studies. The system is pre-
equilibrated using classical molecular dynamics (250 ps) using a
previously developed reactive force field."”" These classically
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derived structures are used as the starting points for subsequent
AIMD runs (15—25 ps, 1 fs time step) where only the last 10 ps
(i.e., 10* snapshots) are used for VACF analysis and VDOS
calculations. In contrast, similar simulations within the classical
DFT-parametrized force field community rely on longer
simulations with 10’—10° energy/force calls (ie., 1—10 ns,
assuming a 1 fs time step).'>" This represents a 2—3 orders of
magnitude gap between the ab initio modeling and the classical
simulation communities. One approach to overcome the
accuracy—cost trade-off lies in the development of machine
learning-based potentials capable of describing the dynamics of
solid/liquid interfaces, which will be discussed in the Outlook
section.

3. APPLICATIONS

3.1. Potential of Zero Charge

The potential of zero charge (PZC), which is the potential at
which there is no net free charge on the electrode surface, is an
important property of the electrochemical interface. In some
cases, the PZC of an interface can be accurately measured
experimentally’>” and can be used as a reference for validating
modeled electrode/electrolyte interfaces. As listed in Table 2,
the computed PZC (Upyc) vs SHE for the Pt(111)/water
interface can vary by approximately 1 V depending on the
functional and solvent models employed. Using an AIMD-
modeled liquid to represent the solvent phase and the ¢cSHE to
calculate the potential shows good agreement with the
experimental PZC. Le et al.* and Bramley et al.">* employed
these methods and estimated the PZC of the Pt(111)/water
interface to be 0.2 and 0.36 V vs SHE, respectively, which are
both close to the experimental value of approximately 0.3 V vs
SHE.*"%152 However, when an explicit liquid—vacuum model
is used, the PZC of Pt(111) is generally overestimated by 0.2—
0.3 V.>”?%'5> This error is likely due to an inaccurate description
of the surface potential of the water—vacuum interface. Recent
work by Li and colleagues'>® has shown that replacing the
vacuum with a continuum model (CM) reduces the structural
relaxation of surface water and thus lowers the error from the
surface potential, resulting in a more accurate calculation of the
PZC.

In developing solvation models, researchers primarily aim to
accurately describe the interaction between the electrode and
the solvent. However, it should be noted that the accuracy of the
calculated work function of the metal surface (®,,) also affects
the Upyc. This is related to the choice of density functional,
model size, and K-points sampling. For instance, using the same
PBE functional, the calculated @, of Pt(111) may differ by
approximately 0.3 eV due to differences in model size and the
description of K-points, as presented in Table 2. To avoid this
additional error and focus on the electrode—solvent interaction,
the Volta potential difference (A®) is introduced.*”'®°~'%% This
is defined as the potential difference between @y, and Uy, at
the absolute scale (see Figure 8a). Table 2 reveals that the A®
computed with liquid or liquid—CM models to represent the
solvation effect shows good agreement with experimental
results. In contrast, large deviations from experiment are
observed for models with a liquid/vacuum interface, particularly
for the work of Sakong and colleagues‘v’38 (=0.55vs —1.2 eV),
which suggests the existence of an underlying error in modeling
the surface potential of the water/vacuum interface with AIMD
simulations.
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The molecular origin of A® at the interface can be more
clearly understood by separating it into two independent
contributions: the potential change induced by the orientation
dipole of interfacial water (A®,,;) and the potential change from
the electron redistribution due to the electrode—solvent
interaction (A®,)). As shown in Table 2, for all listed AIMD-
simulated results, their A®,; values are close to one another
(1.1-1.3 eV), indicating that this effect is less dependent on the
choice of density functional and model size. Therefore, the
difference in A® mainly arises from A® ;. Given that the water
structure at the electrode/solvent interface is similar for different
AIMD simulations, the large variation in A®_; should come
from the orientation dipole at the solvent/vacuum interface,
which is known to be difficult to equilibrate.

Moreover, it was revealed that the A®, component of AP
plays a decisive role in the interfacial potential change at the
PZC of the surface. Traditionally, electron redistribution at the
interface (see Figure 8d) is considered a “pushback effect”,"*®
where the presence of water pushes the spilled electron back to
the metal surface, causing a dipole change. In contrast, recent
work suggests that it is more appropriate to assign the electron
redistribution to the polarization of surface water, which is
strongly supported by the observation of chemisorbed water at
the interface via AIMD simulations.*>"3*'>* For the Pt(111)/
water interface, it is shown in Figures 8d and 8e that
chemisorbed water stably sits on the top site of Pt(111) and
has a characteristic peak (z 2.3 A) in the directional
distribution profile of water density. The nature of the chemical
bonding with the metal surface is further confirmed by density of
states (DOS) analysis of water, as shown in Figure 8f. The DOS
of chemisorbed water (denoted “watA”) shares some features
with the d band of Pt(111)."” Further evidence for the presence
of chemisorbed water on Pt(111) is provided by the calculated
O—H stretching frequency of chemisorbed water on Pt(111) at
~3000 cm ™" with the vibrational density of states analysis, which
is largely red shifted from the vibrational frequency of bulk water
(~3400 cm™)."**'° The large red shift is proposed to be
caused by enhanced hydrogen bonding strength due to the
electron deficiency of chemisorbed water.

The importance of surface water chemisorption in determin-
ing the interfacial potential elucidates why the DFT/CM
method fails to predict the PZC accurately for reactive metals
such as Pt, Pd, and Ru. Although CM models can redistribute
the electrons of the metal surface through the pushback effect,
careful parametrization of the model can result in a close
prediction of PZC and A® for the Pt(111)/water interface, as
listed in Table 2."°%'**'5% However, this does not necessarily
indicate that the electronic structure of the interface is accurately
described in the DFT/CM model. As shown in Figure 8b, A®,
is the dominant component of A® for low-index metal surfaces
in general. As A®, is related to the surface binding energy of
water (E,4,), a linear correlation between A® and E_;, has been
proposed. This hypothesis has been validated with data from
over 20 surfaces, as depicted in Figure 8c.'”” In a subsequent
study, it was suggested that the binding energy of OH* could
also serve as a descriptor of A® with the energy span in OH*
binding for different materials being wider than that of water.'”
With the aid of the linear correlation shown in Figure 8c, it
becomes possible to estimate the PZC of a solid/water interface
without costly AIMD simulations. Additionally, it offers an
approach for rationally adjusting the PZC with surface
modification strategies, thus regulating the strength of the
electric field at the interface and specific reaction potential. A
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similar concept has been used to understand the promotion of
the alkaline hydrogen evolution reaction (HER) activity on the
Pt surface after Ni or Ni(OH), deposition.' "'

3.2. Structure and Capacitance of Electric Double Layers

Electrochemical interface modeling has seen recent use as a
method to better understand how the microscopic structure of
metal/aqueous solution interfaces responds to varying electro-
chemical conditions. For instance, Salmeron et al.'”” utilized
XAS to elucidate the EDL structure of a Au(111) surface as a
function of potential. They found that decreasing the potential
breaks hydrogen bonds of interface water and orients the
dangling hydrogens toward the surface. Li et al.'®” have recently
investigated the potential-dependent structure of interfacial
water at Au(111)/aqueous solution interfaces, as depicted in
Figure 9a. At the PZC, it was found that interfacial water has no
preferred orientation. By negatively shifting the potential to
—1.29 V vs PZC, nearly all interfacial water reorients with one
O—H bond pointing down to the surface, forming what is called
“one-H-down” water. This configuration remains stable within a
wide potential window (from —1.29 to —1.85 V vs PZC) and is
attributed to the combined effects of the water—field dipole
interaction, water—water hydrogen bonding, and water—metal
short-range electrostatic interaction. Negatively shifting the
electrode potential further causes the one-H-down water to turn
into a configuration where both O—H bonds point toward the
electrode surface. This change is due to the alignment of the
water dipole with the electric field, which breaks the stabilized
hydrogen bonding network formed by the one-H-down water
structure. The potential-dependent structural changes of water
were found to be well correlated with changes in the O—H
stretching frequency of water measured with in situ Raman
spectroscopy as shown in Figure 9a. The trends were attributed
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to a synergistic effect between a vibrational Stark effect and a
change in the number of hydrogen bonds with potential.

At potentials more positive than the PZC, water prefers to
orient with its “O” atom pointing toward the surface due to
electrostatic interactions with the interfacial electric field. It
should be noted that the configuration of the “O-down” water is
also constrained by the water—surface chemical interaction, i.e.,
the hybridization of the 1b, orbital of water and the d band of the
metal. Recently, Le et al. reported that on the positively charged
Pt(111) surface, the surface plane of water is only tilted by ~30°
and forms a two-dimensional hydrogen bonding network in the
surface plane direction.'”” The orientation of water is expected
to have more freedom on less reactive metal surfaces, such as Au
and Ag.'”* Recent findings have also shown that the surface
charge density impacts not only the structure of the first water
layer but also that of subsequent water layers. Figure 9b
illustrates the comparison of the structure of Pt(111)—*H/
aqueous solution interfaces at HER potentials modeled by Li
and co-workers."”> They found that in alkaline conditions
(where the surface is more negatively charged), the number of
hydrogen bonds formed at the subwater layer is significantly
lower than in acidic conditions (where the surface is less
negatively charged). Based on the similar hydrogen binding
energies (HBE) in acidic and alkaline conditions, Li et al.
suggested that the difference in hydrogen bond connectivity,
which affects interfacial proton transfer, is the main reason for
the sluggish HER activity of Pt in alkaline solution.

Recent research using AIMD has also investigated the
solvation structure of ions (primarily cations) at interfaces.
The results have shown that the ion solvation structure is
dependent on both the surface charge density and the ionic
nature. Under conditions of low surface charge, the hydration
shell around the ion is complete, whereas at high surface charge,
the hydration shell will be partially peeled off, resulting in direct
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contact between the ion and the surface.'”> Additionally, ions
with lower hydration energies, such as Cs*, are more easily
dehydrated than those with higher hydration energies, such as
Li*.'"°~"”% This indicates that the ion solvation structure at the
interface is a result of the competition between the surface
charge and the ion hydration energy.'””'”"~'** Electrolyte
cations play important roles in various reactions. They can affect
the stability of reaction intermediates (see Figure 9c) 170177184
or change the hydrogen bonding network of the solvent (see
Figure 9d),"”" thereby promoting or suppressing the reaction.
The role of cations in catalysis will be discussed in greater detail
in section 3.3 in the context of the HER on Pt(111).

The traditional view of the Helmholtz layer at an electro-
chemical interface describes its behavior as a parallel-plate
capacitor, where the solvent inside serves as a uniform dielectric
medium. However, recent theoretical studies have challenged
this view. For instance, it has been pointed out that there is often
some form of chemisorbed water at the reactive metal/aqueous
interface. As shown in Figure 10a, its surface coverage (6,)
depends on the electrode potential, following the Frumkin
adsorption isotherm.'”*'*® The newly proposed Helmholtz
model considers this chemisorbed water explicitly due to its
polarized dipole from chemical bonding with the metal surface.
As the electrode potential is shifted, the dipole of the
chemisorbed water layer changes in the opposite direction to
the charging of the surface. Thus, it was expected that the
behavior of the potential-dependent 8, can enhance the
capacitance of the interface. Figure 10b shows the differential
Helmholtz capacitance versus potential computed by AIMD for
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the Pt(111)/aqueous solution interface, and it is a bell-shaped
curve. A similar shape has been observed in experiments for the
measured differential Helmholtz capacitance of nearly all
transition metals in aqueous solution.'®”™'*” Conventionally,
the formation of the capacitance peak was thought to be due to
the structural reorientation of interfacial water at high potential
bias.®' However, based on the AIMD simulation results, Le et
al.'"”® proposed that the capacitance peak is formed due to the
adsorption/desorption of water at varying potentials. This
explanation was further supported by modeling Pt(111)—*H/
water interfaces, in which all of the Pt(111) sites were passivated
by hydrogen atoms, preventing water adsorption. As shown in
Figure 10b, without potential-dependent water chemisorption,
the Helmholtz capacitance is nearly constant with changing
electrode potential.'”

Another layer of complexity regarding the Helmholtz layer is
the existence of a low dielectric region, also known as the gap
layer, between the electrode and the solvent. This gap layer is
suggested to be present due to Pauli repulsion, and its width is
dependent on the electrode material.”*'**'”" As shown in
Figure 10c, Deiflenbeck et al.”®> conducted classical MD
simulations and found a 2 A wide gap region for an inert
electrode/water interface. The computed dielectric constant
inside the gap was found to be only 1.2, which is close to the
permittivity of vacuum. However, it should be noted that the gap
width is generally overestimated in classical MD simulations due
to a simplified representation of the electrode charge. Recently,
Li et al.'®’ calculated the electronic structure of the electrode
and found that the gap width for the graphene/aqueous solution
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interface is approximately 1.4 A, while for transition metals such
as Cu, the gap is nearly absent due to surface spilled over
electrons. The low dielectric constant of the gap layer can
explain why the AIMD-computed Helmholtz capacitance of
graphene is much lower than that of transition metals. Recent
studies have also revisited the effect of cations on the interfacial
capacitance. The capacitance trend Cs* > K" > Li* has been
measured on different electrode materials, such as a CO-covered
Pt(111) surface,'”” graphene,"”® and highly ordered pyrolytic
graphite,'”* and is generally attributed to the difference in their
hydration radius. Cs" has the lowest hydration radius and thus
stays closest to the surface, resulting in the highest capacitance.
However, it has also been proposed that Cs* may have an
overscreening effect'*>'%° due to its ability to dehydrate at the
interface, which is supported by infrared spectroscopy results
that indicate the measured concentration of Cs* at interface is
much higher than that of other alkali metal ions.'”” It was
proposed that the overscreening effect can increase the
interfacial capacitance, which was then confirmed by AIMD
simulations.'” For graphene, another possible explanation for
the cation-dependent capacitance was suggested: it was
proposed by Zhan et al.*” that dehydrated cations can have
partial charge transfer with graphene, and the amount of
transferred electrons follows the trend Cs™ > K* > Li*, as shown
in Figure 10d. The phenomenon of cation-specific adsorption
can significantly alter the quantum capacitance of graphene,
thereby enhancing the total interfacial capacitance.

3.3. Mechanism of the HER on Pt(111)

The hydrogen evolution reaction (HER) on Pt(111) is among
the most extensively studied electrochemical systems due to its
relative simplicity and practical importance. Here, we review
new insights into hydrogen coverage and HER kinetics enabled
by advanced simulations.

3.3.1. H Coverage. The distribution of hydrogen atoms on
the platinum surface is an ongoing research topic. Even at
potentials above the reaction equilibrium potential (0 V vs
RHE), hydrogen atoms are already deposited on the surface of
Pt.'”® These adsorbates are referred to as underpotential
deposited (UPD) H. Experiments suggest that approximately
two-thirds of the surface is covered at the equilibrium
potential.'””*°" Consistent with this, Norskov et al.”’' and
Chan et al.”” calculated the differential free energy of *H
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formation on the hollow sites of Pt(111) versus coverage and
found that indeed it reaches zero at approximately 2/3 ML and 0
V vs RHE. The saturation of UPD H was also investigated
through AIMD simulations by Neugebauer et al.””’ by
computing the work function in both a vacuum (blue) and a
solvated environment (green) as a function of hydrogen
coverage, as shown in Figure 11a. Their calculation with explicit
water molecules included planar neon as a counter electrode. All
of the hydrogen atoms are placed in hollow sites. In their
simulation with explicit solvation, the work function steadily
decreases as the hydrogen coverage increases up to Oy < 0.66
ML. At Oy =~ 0.66 ML, the work function exhibits an inflection
point at which it begins to sharply increase, thereby suggesting
continued hydrogen adsorption is unfavorable. They further
corroborate this conclusion by demonstrating that one of the H
adatoms spontaneously desorbs in their ®y = 1 ML simulation
after about 25 ps. They attribute the critical saturation of @y =
0.66 ML to the waters reaching a maximum electric field
screening from reorientation.

It should be noted that the *H are mobile and may diffuse
between the hollow sites and the top sites. To investigate this,
Laasonen et al.”** performed 40 ps AIMD simulations with
explicit water. They considered multiple coverages with *H
occupying the hollow sites and observed that *H diftused to the
top sites during equilibration. As they increased the coverage,
they found *H mobility decreased due to repulsion from nearby
adatoms. Cheng et al.'”® expanded on this work by running 10 ps
AIMD simulations with explicit water and sodium ions. They
varied the sodium ion concentration to tune the electrode
potential, which they determined using the cSHE. Their results
suggest that at @y = 2/3 ML, roughly 1/6 ML of *H resides on
the top sites (with 1/2 ML at the hollow sites) under applied
potentials below —0.5 V vs SHE. As the potential increased, a
greater proportion of *H occupies the top sites. These trends are
summarized in Figure 11b. In contrast to Laasonen et al’s
prediction that *H remains top bound, they found that *H
exhibits facile diffusion back and forth between the hollow and
the top sites during AIMD, as shown in Figure 11c.

3.3.2. Kinetics—Acidic. Under acidic conditions, the HER
proceeds by the following elementary steps
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ML with an additional atop *H (10 *H). The Heyrovsky step at 1 ML exhibits the lowest barrier due to the unfavorable adsorption of top-bound *H.
(c and d) Free energy profiles for the Volmer—Tafel mechanism for 2/3 ML coverage (c) and 1 ML coverage (d). The potentials are referenced to
SHE. (a) Adapted with permission from ref 211. Copyright American Chemical Society. (b) Adapted with permission from ref 202. Copyright 2020

American Chemical Society. (c and d) Adapted with permission from ref 212. Copyright 2021 American Chemical Society under [CC BY 4.0]
[https://creativecommons.org/licenses/by/4.0/].

Volmer: H;O" + e + * — *H + H,0 (step 1) where * depicts the active site of the catalyst and *H is an
adsorbed hydrogen atom. The HER initiates with the Volmer
step and completes a catalytic turnover through either the
Heyrovsky: HyO' + ¢ + *H — H, + * + H,0 Heyrovsky step or an additional Volmer step followed by the
Tafel step. These pathways are called the Volmer—Heyrovsky

(step 2b) and Volmer—Tafel mechanisms, respectively. It is valuable to
know the dominant pathway and the rate-limiting step. In

Tafel: *"H + *H — H, + * (step 2a)
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principle, these can be determined experimentally by measuring
the Tafel slope and comparing it to a kinetic model. However,
many have argued that the kinetic measurements of the HER on
Pt in acidic conditions are corrupted by mass transport
limitations at any potential.”*>*°® This indicates that exper-
imentally measured Tafel slopes may not reflect the intrinsic
reaction kinetics.””’

Several experimental studies have measured the apparent
activation energy. Markovic et al.'”” studied the HER over
platinum single crystals with different facets in a 0.05 M H,SO,,
solution, reporting an activation energy of 0.19 eV on Pt(111)
near the reversible potential (Il < 10 mV). Schmickler et al.>*
also examined Pt(111) in 0.05 M H,SO, at a slightly higher
overpotential (60 mV < Iyl < 150 mV) and measured an
activation energy closer to 0.5—0.6 eV. Zeradjanin et al.**’
recently measured the HER kinetics of flat polycrystalline
electrodes in 0.1 M HCIO, and reported an activation energy of
0.5 eV at 0 V vs RHE. Similar to Tafel slopes, mass transport
limitations can corrupt measured apparent activation energies.
Thus, caution must be taken when interpreting the data, and
more reliable experimental measurements are needed for
comparison with computational models.

Norskov et al.”*" were among the first to computationally
analyze the kinetics of the HER on Pt(111). They employed size
extrapolation to treat the constant electrode potential effect and
included an explicit ice bilayer to describe the solvent. They ran
static NEB calculations at various hydrogen coverages and
extrapolated the reaction barriers at 0 V vs SHE. They obtained
reaction barriers of 0.69, 1.40, and 0.85 eV for the Volmer,
Heyrovsky, and Tafel reactions, respectively. Their results
suggest the HER proceeds through the Volmer—Tafel
mechanism and the Tafel step is rate limiting. Jonsson et al.*'’
also performed NEB calculations of the HER on Pt(111) with 1
ML H coverage in the hollow sites as well as size extrapolation to
account for the constant potential. They considered both an ice
bilayer and an eigencluster model combined with VASPsol’s
implicit solvation model. They observed 0.87 and 0.81 eV
barriers for the Tafel reaction with the cluster and bilayer
models, respectively. The Heyrovsky step exhibited barriers of
1.41 and 1.62 eV for the cluster and bilayer models, thereby
supporting that the Tafel mechanism is dominant. However, the
cluster model only displayed a 0.48 eV barrier for the Volmer
step, whereas the bilayer had a 0.69 eV barrier. They attribute
this discrepancy to the flexibility of the cluster model, which can
more easily maintain the hydrogen bonding network throughout
the reaction. Thus, their results agree with Nerskov et al. in that
the Tafel step is rate limiting.

Peterson et al.”'' employed the climbing-image NEB method
with the solvated jellium model and explicit ice bilayers. Their
model includes a full monolayer of *H in the hollow sites with an
additional top-bound *H as the HER active intermediate. The
reaction barriers under potentials ranging from 0 to —0.6 V vs
SHE are shown in Figure 12a. At 0 V vs SHE, they found that the
activation energies of the Volmer, Heyrovsky, and Tafel steps
were approximately 0.27, 0.83, and 0.40 eV, respectively. As
such, their results concur that the Tafel mechanism is preferred
and that the Tafel step is rate limiting in the relevant
overpotential regime. They found that the barrier for the Tafel
step was minimized by the combination of two top-bound *H
rather than combining the top-bound *H with *H in the hollow
sites.

Chan et a also studied the HER kinetics using explicit
water clusters to describe solvation, charge extrapolation to

202
1.
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address the constant potential, and NEB to calculate the barriers.
They considered an applied potential of —0.1 V vs RHE to
obtain 1 ML H coverage on the hollow sites. They compared the
pathways involving the hollow *H at 1 ML and the atop *H at
>1 ML. The reaction profile is displayed in Figure 12b. They
found that top-bound *H is unlikely to play a role in the HER
mechanism. Instead, they observed the HER proceeds through
the Volmer—Heyrovsky mechanism involving hollow *H with a
barrier of 0.69 eV for the Volmer step, 0.77 eV for the Heyrovsky
step, and 124 eV for the Tafel step. They also performed
microkinetic modeling assuming a charge transfer coefficient of
0.5 and found a Tafel slope of 120 mV/dec.

Each of the above references used the NEB method to identify
the transition state and obtain the activation energy; however, as
discussed in section 2.3, NEB cannot account for statistically
diverse solvent geometries present at room temperature. To
address this limitation, Laasonen et al>'? used constrained
molecular dynamics and thermodynamic integration to more
accurately model the surface water interface. They used charge
extrapolation to include the constant-potential effect. The
reaction profiles at © = 2/3 ML and ©y = 1 ML are shown in
Figure 12¢ and 12d, respectively. For both the Volmer and the
Tafel steps, only top-bound *H is considered and the hollow
sites are bare in accordance with their previous results. They
obtained the following kinetic barriers. Volmer: 0.67 eV (1 ML),
0.69 eV (2/3 ML). Tafel: 0.53 eV (1 ML), 0.80 eV (2/3 ML).
They only considered the Volmer—Tafel mechanism and did
not investigate the competitive Heyrovsky mechanism. How-
ever, the shallow thermodynamic well of H* causes the apparent
activation energy to be greater than 1 eV for both coverages,
which is too large to explain the facile HER kinetics observed on
Pt in acidic conditions.

3.3.3. Kinetics—Alkaline. In alkaline conditions, the
proton source for the HER changes from hydronium to water.
H,O is known to have greater resistance to dissociation than
H,0", thereby raising the HER activation energy.'”>*'* The
reaction elementary steps in basic solution are as follows

Volmer: H,O + e + * - "H + OH™  (step 1)

Tafel: *"H + *H — H, + *  step 2a)
Heyrovsky: H,O + e + *H — H, + * + OH~
(step 2b)

It is possible that the hydroxide produced from water
dissociation is adsorbed on the catalyst surface, but most studies
show that this is not the case for Pt and less oxophilic metals.”"*
Similar to acidic conditions, experimental kinetic studies have
been conducted to attempt to identify the rate-determining
steps for the HER in alkaline electrolytes. As the kinetics of the
HER are known to be ~2 orders of magnitude slower at pH 13
than those at pH 1, experimental measurements are more likely
to reflect intrinsic reaction kinetics rather than transport
rates.”’® In principle, Tafel analysis can be performed to
understand the nature of the rate-limiting step as each step will
yield different Tafel slopes. It is important to note that cardinal
values of the Tafel slope are made with assumed values of
adsorbate coverage.”'® Many studies have argued that the
Volmer step is rate limiting over Pt based on measured Tafel
slopes close to 120 mV/decade. However, this Tafel slope is also
consistent with the Heyrovsky step being rate limiting if the *H
coverage is close to 1 ML.*'® As for the apparent activation
energy under alkaline conditions, Markovic et al.”'" exper-
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Table 3. Experimental and Computational HER Mechanism and Kinetic Barriers on Pt(111)“

publication system method barriers mechanism
Markovic'”? acid; 0.05 M H,SO,; Iyl < 10 mV/ A, 0.19
(1997, Exp)
Schmickler**® acid; 0.05 M H,SO,; 60 mV < Iyl < 150 mV A, 0.5-0.6
(2017, Exp)
Norskov™"! acid; various ML; hollow *H NEB; size extrapolation, ice bilayer V, 0.69; H, 1.40; Tafel
(2010, DFT) T, 0.85
Jonsson'® (2019, DFT)  acid; 1 ML coverage; hollow *H NEB; size extrapolation, ice bilayer V, 0.69; H, 1.62; Tafel
T, 0.81
Jonsson”'? (2019, DFT)  acid; 1 ML coverage; hollow *H NEB; size extrapolation, eigencluster V, 0.48; H, 1.41; Tafel
T, 0.87
Peterson®'’ acid; 1 ML coverage; hollow *H NEB; solvated jellium, ice bilayer V,0.27; H,0.83; T, 0.4 Tafel
(2019, DET)
Chan*** (2020, DFT) acid; —0.1 V vs RHE; 1 ML coverage; NEB; solvated jellium, water clusters V, 0.69; H, 0.77; Heyrovsky
hollow *H T, 1.24
Laasonen>'"” acid; 2/3 ML coverage; atop *H cMD; charge extrapolation V, 0.67; T, 0.80; Tafel
(2021, DFT) A, 128 (assumed)
Laasonen”'” acid; 1 ML coverage; atop *H cMD; charge extrapolation V, 0.69; T, 0.53; Tafel
(2021, DFT) A, 1.01 (assumed)
Chan'% (2019, DFT) acid; dilute *H NEB; charge extrapolation; ice monolayer V, 0.04; H, 0.20; Heyrovsky
T, 0.72
Markovic?'” base; 0.1 M KOH; ~0 V vs RHE A, 048
(2002, Exp)
Chan'® (2019, DFT) base; dilute *H NEB; charge extrapolation; ice monolayer, Na* 'V, 0.42; H, 1.20; Heyrovsky
cation T, 0.72

“All barriers are at 0 V vs SHE (unless otherwise specified) and are given in terms of eV. For the barriers, A is the apparent barrier, V is the barrier
for the Volmer step, H is for the Heyrovsky step, and T is for the Tafel step.

imentally measured the apparent HER activation energy of
Pt(111) in 0.1 M KOH to be 0.48 eV at the reversible potential.

Chan et al.'” computationally evaluated HER barriers on
Pt(111) in both acidic and basic solutions to elucidate reasons
for measured differences in activity. They utilized an ice
monolayer with H;O" as the proton source for the acidic
simulations and an ice bilayer with an explicit sodium cation for
alkaline conditions where the proton donor is H,O. They did
not include any H adsorbed prior to the Volmer step. The
potential effects were assessed with the charge extrapolation
method. They evaluated kinetic barriers via climbing-image
NEB and fit their results to a microkinetic model. The activation
energies are as follows: Volmer, acidic 0.04 eV; Volmer, alkaline
0.42 eV; Heyrovsky, acidic 0.20 eV; Heyrovsky, alkaline 1.20 eV;
Tafel (both conditions) 0.72 eV. Their calculated Tafel barrier
had a large uncertainty at 0.3 eV, and the resulting microkinetic
model depended greatly on this value. To better match
experimental behavior, they constructed polarization curves
with different Tafel barriers. They observed that the Tafel-
mediated HER (with a Tafel barrier of 0.62 eV) exhibited an
additional flat region at low current densities/overpotentials,
which is not consistent with experimental polarization curves.
Conversely, the Heyrovsky-mediated HER (with a Tafel barrier
of 0.77 eV) followed the same qualitative trends as experiments.
They concluded from this comparison that the Heyrovsky
mechanism is preferred under both acidic and alkaline
conditions. They confirm that the lower HER rate in alkaline
conditions relative to acidic conditions is primarily due to the
higher barrier for water dissociation.

Abild-Pedersen et al.”'® have circumvented the immense
computational costs of simulating charge transfer and solvent
thermal fluctuations by developing a novel technique that
separates the potential energy surfaces of the solvent and
substrate. The interaction is recovered through adiabatic
coupling, and the potential energy surface is tuned to the
applied potential. This method allows them to examine diverse
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solvent structures and hydrogen coverages. They observe that
the electrode—water distance affects the relative degree of rate
control for the Heyrovsky and Tafel steps, suggesting that the
solvent dynamics play a critical role in determining the overall
reaction mechanism. They also construct theoretical I-V curves
at pH 13 and determine that the Tafel mechanism dominates at
small overpotentials (<—0.23 V vs RHE), whereas the
Heyrovsky mechanism is preferred at larger overpotentials.

It should be noted that for the HER under alkaline conditions,
the choice of electrolyte cation in solution plays an important
role. Experiments show that on Pt, Pd, and Ir, the HER rates
decrease as the cation size increases (i.e., Li* > Na* > Rb* > Cs™),
while on Au, Ag, and Cu, the activity trend is in the opposite
direction.'”**"” Various theories have been put forth, but they
either fall short of fully explaining the experimental data or lack
sufficient evidence. For example, (1) one popular theory is that
cations modify the water dissociation energetics,'”"'”***%?!
which implies either the Volmer or the Heyrovsky step is rate
limiting for the alkaline HER. As the cation size increases, its
hydration becomes weaker, and thus, it more easily approaches
the electrode surface.'”"!7**2°7*> §ome studies have suggested
that a larger, closer-to-surface cation lowers the barrier by more
readily stabilizing the OH™ generated from water dissocia-
tion,"’® while others have argued against this notion'”" as they
believe large cations destroy the hydrogen bonding structure
and thus slow the HER. Neither effect in isolation can explain
the opposite activity trends observed for Cu/Ag/Au and Ir/Pd/
Pt. (2) In addition to modifying the energetics of water
dissociation, cations are also proposed to influence the removal
of OH™ from the surface to the bulk solution.'”® However, there
is ongoing debate about whether cations facilitate”*® or
impede'’® this removal. (3) For Pt, in addition to directly
influencing water dissociation, it has been suggested that alkali
metal cations indirectly affect the HER by altering the
concentration of hydroxyl adsorbates on the surface.””" In this
theory, a higher concentration of *OH results in a higher HER
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Figure 13. (a) PdAu nanoparticle EXAFS spectra for the Au L;-edge and the Pd K-edge. (b) Fourier transform of the EXAFS data. In both figures, the
black circles represent experimental data, the blue curve shows the MD-EXAFS data with the best fit, and the red curve shows the MD-EXAFS data
after RMC/EA refinement. (c) Deconvolution of the experimental O—H stretching vibration peak at —0.05 V vs SHE. (d) Deconvolution of the
computational O—H stretching vibration peak at —0.05 V vs SHE. (a and b) Adapted with permission from ref 228. Copyright 2017 AIP Publishing. (c

and d) Adapted with permission from ref 113. Copyright 2022 Nature.

rate because it promotes water dissociation by acting as both an
electronically favored proton acceptor and a geometrically
favored proton donor. Larger cations destabilize the *OH,
thereby lowering the HER rate. Although this may be true for
ultrathin Pt nanowires,”*" the presence of *OH species on the
flat Pt(111) surface is generally considered negligible, if not
entirely absent.”'* (4) Larger cations are suggested to block the
active sites more readily. However, such blocking occurs only
under conditions of high overpotential or elevated cation
concentration.”** More experimental and computational studies
are needed to further understand cation effects.

3.3.4. Summary. Each of the results discussed above are
summarized in Table 3. There is no clear consensus on the
kinetic mechanism for the HER over Pt. The variance in
computational data can be attributed to the use of different
methods, which have different treatments for the solution,
electrode potential, and H coverage. To obtain more accurate
results, we recommend the use of constant-potential AIMD plus
hybrid solvation.*”®" As discussed in section 2, constant-
potential AIMD can sample numerous structures and charge
states, and hybrid solvation can account for the chemical
interaction between the catalyst/adsorbate and the solution as
well as implicit electrolyte ions. The system size should be as
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large as possible, and the simulation time should also be as long
as possible to ensure sufficient sampling. Advanced enhanced
sampling techniques can be used to accelerate the sampling.
Moreover, we notice most computational studies for alkaline
conditions do not include explicit cations, which play an
important role as discussed above. Therefore, we recommend
revisiting those studies with the inclusion of explicit cations.

Although there are limited amounts of experimental data,
interpreting the data needs special caution. Particularly, under
acidic conditions where the HER is generally fast, it is
challenging to measure the true reaction kinetics due to
convolution by the mass transport as discussed in the
Kinetics—Acidic section. Mass transport is also important in
the context of CO2R, where improved hydrodynamics are found
to change ethylene and methane Tafel slopes.”*” It is also worth
noting that in addition to the activation energy, the pre-
exponential frequency factor in the Arrhenius equation is also
important to the reaction kinetics. For example, Zeradjanin et
al.”* showed that the most HER-active metals have higher
activation energies than other d-block metals, which affirms the
importance of the frequency factor on the activity trends.
Development of experimental techniques to accurately resolve
these kinetic quantities is highly desired.
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3.4. Spectrum Calculation Examples

Computational XAS has proven to be a powerful method to help
resolve catalyst structure and charge state. Co—oxyhydroxides
(CoO,(OH),) have emerged as potential catalysts for the
oxygen evolution reaction (OER). Their activities are highly
dependent on the oxidation state and the coordination
environment of Co. Furthermore, the OER is known to induce
structural changes that obfuscate operando spectroscopic data.
To help resolve the structure and charge state, Bergmann et
al.**® performed computational XANES with DFT+U calcu-
lations and BSE to study the performance of four distinctly
synthesized Co—oxyhydroxide electrocatalysts. By comparing
their spectra to operando XANES, they determine that
approximately 70% of Co*" in the Co—oxyhydroxides oxidized
to Co®" and Co*" after OER conditioning. Furthermore, they
demonstrate that each of their Co—oxyhydroxide catalysts
transform into a universal highly active structural motif under
the OER, regardless of the initial configuration. Thus, their
computational spectroscopic calculations elucidated in situ
structural changes that were inaccessible through experimental
analysis alone. The authors suggest that these findings were not
limited to Co-based electrocatalysts and could be applicable to
general structure evolution for similar materials during the OER.
Metallic nanoparticles (NPs) are excellent candidates for
catalysis due to their physical and chemical tunability.””” XAS is
often used as a powerful tool to probe the structure of
monometallic and multimetallic nanomaterials and to correlate
the structure of NPs with their chemical and catalytic properties.
However, conventional approaches to analyze XAS overlook the
heterogeneity of the NPs. A more accurate approach is to
directly calculate the XAS of hypothetical structures and
compare them with experimental data, which avoids artifacts
of conventional EXAFS analysis based on the nonlinear least-
squares fitting. For example, Frenkel et al.”*® ran classical MD
simulations of bimetallic PdAu NPs to generate thousands of
structures that were then analyzed with FEFF to determine the
ensemble-averaged EXAFS data. They compared their results to
experiments and determined their spectra obtained from
classical MD were sufficient to distinguish NPs of different
size and composition. However, the interatomic distance
distribution, which is critical for resolving experimental
EXAFS, remained ambiguous. Although AIMD could produce
a more accurate distribution of structures, high computational
cost prohibits its usage for NPs of significant size. They instead
refined their MD data through a reverse Monte Carlo (RMC)
and evolutionary algorithm (EA) method. This approach
involves rapidly screening EXAFS of slightly displaced structures
to potentially discover a closer match with experiment. An
example comparing their theoretical and experimental EXAFS
spectra is shown in Figure 13a along with their Fourier
transforms in Figure 13b. Notably, the theoretical models with
best fit were slightly more Au rich than those in the nominal
compositions. In this manner, Frenkel et al. improved their
PdAu NP models so that the interatomic distances were
accurately reflected in their EXAFS data and the match with
experimental EXAFS was excellent. This research highlights the
utility of computational spectroscopy for identifying precise
atomic structures that are difficult to resolve experimentally.
Machine learning (ML) techniques have been used together
with computational spectroscopy to help resolve catalyst
structure. For example, Frenkel et al.**” used computational
XANES and neural networks (NN) for refining the 3D geometry
of Pt nanoparticles. They used FEFF and FDMNES to calculate
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theoretical XANES spectra of many NP structures as input for
the NN. A ML model was then trained to predict structures from
spectroscopic data alone. In this manner, the authors utilized
theoretical XANES to build a data set to train a NN model that
can directly predict catalyst structure from XANES data. This
approach allows one to solve the structure from its experimental
XANES, as demonstrated by reconstructing the average size,
shape, and morphology of well-defined Pt nanoparticles. It also
allows on-the-fly XANES analysis and is a promising approach
for high-throughput and time-dependent studies.

As an example of calculation of vibrational spectroscopy data
using the velocity autocorrelation function (VACF), we
summarize the recent findings from Li et al.'"® The authors
combine AIMD simulation and in situ surface-enhanced infrared
adsorption spectroscopy (SEIRAS) to elucidate the origin of the
sluggish HER kinetics in alkaline conditions using Pt-based
catalysts. Here, the theoretical vibrational density of states
(VDOS) (i.e., phonon modes) was computed by taking the
Fourier transform of the velocity autocorrelation functions of
the AIMD trajectories. Comparing the experimental (Figure
13c) and computed vibrational spectra (Figure 13d) allowed the
authors to deconvolute and assign O—H stretching peaks
corresponding to different regions in the electrical double layer.
The match between the computational and experimental spectra
indicates that the structures obtained from the AIMD
simulations are realisticc. The AIMD simulations show that
there are “gaps” in the hydrogen bond network under alkaline
conditions, which reduces the connectivity of H bond networks
in the EDL and thus lowers the HER rate by slowing the rate of
hydrogen transfer through the electrolyte. Although not obvious
visually due to the different scale bars used in Figure 13¢ and
13d, we note that theory-predicted peaks are significantly
broader than the experimental measurements; these incon-
sistencies could arise due to the simplicity of the computation
model and/or time scales of the simulation.

3.5. Electrocatalyst Stability

The stability of an electrocatalyst is equally as critical to
evaluating its performance as its activity and selectivity. Stability
is greatly influenced by operating conditions, which include the
pH and electrode potential for heterogeneous electrocatalysis.
Pourbaix diagrams, which are phase diagrams with varying pH
and potential (instead of temperature and pressure), depict the
thermodynamic profile of an aqueous electrochemical sys-
tem.”*” Pressure and temperature are typically held constant at
standard conditions for these diagrams.

To compute the Pourbaix diagram, one first needs to identify
the possible species in the electrochemical system and their
reaction relations. Here, we demonstrate the calculation process
using an Fe—N—C catalyst.”*" In addition to the solid catalyst,
Fe can exist in the following dissolved species: [Fe(H,0),,]*",
[Fe(H,0),,]**, Fe(OH),, Fe(OH);, and FeO,*". The reaction
energy for dissolving Fe from the catalyst into solution with 1 M
concentration at a given pH and Ugyg can be computed as

AG = —E — E,, + ne(E® — Ugy) — mk, T In(10)pH

where E_4 is the adhesion energy of Fe in Fe—=N—C, E_, is the
cohesive energy of bulk Fe metal, E° is the standard electrode
potential for the corresponding solvated species, n is the number
of electrons exchanged to form that species from bulk Fe, and m
is the number of protons exchanged. E,4 is computable via DFT,
whereas the other terms can be obtained from the experimental
literature. Based on this equation, one can determine at what
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Figure 14. (a) Theoretical Pourbaix diagram of Fe—N—C. Adapted with permission from ref 231. Copyright 2024 American Chemical Society under

[CC BY 4.0] [https://creativecommons.org/licenses/by/4.0/]. (b) Free

energy profile of Ir dissolution from IrO,(110). The insets along the profile

depict metastable structures along the degradation pathway. The final state shows the fully dissolved IrO,H product. The inset in the lower right corner
shows the simulation cell. Adapted with permission from ref 235. Copyright 2020 American Chemical Society.

potentials and pHs AG is positive (meaning that the Fe prefers
to stay in the catalyst) or negative (meaning that the Fe prefers
to be dissolved). Moreover, the Fe in the catalyst can be covered
by different adsorbates, and the thermodynamics of adsorption
can be calculated using the CHE method as a function of
potential and pH. These results are combined to build the
Pourbaix diagram, as shown in Figure 14a. The typical
reduction/oxidation adsorbates (*H, *OH, *O, and *OOH)
on Fe—N—C are considered in this study. It is worth noting that
Materials Project has calculated the Pourbaix diagrams for vast
amounts of materials.”**~>**

While Pourbaix diagrams are useful for thermodynamic
analysis, kinetics also play an important role in determining
stability.”*® The approaches used for calculating reaction
kinetics as discussed in section 2.3 can be applied to study
degradation kinetics. As an example, Alexandrov et al.
systematically studied the dissolution of IrO, during the
OER.** Particularly, they modeled the dissolution of Ir first
through slow growth to enact bond formation/breaking
followed by blue-moon sampling to obtain more accurate
activation barriers, as shown in Figure 14b. They examined
multiple different collective variables during dissolution to
ensure the resulting intermediates adhered to the most
thermodynamically favorable pathway. Although such types of
studies that directly compute the degradation barriers are rare
due to the high computational cost, they deserve more efforts to
better understand and improve catalyst stability. It is also worth
noting that degradation pathways can be varied and complex,
which presents another challenge. Taking Fe—=N—C for the
ORR as an example, in addition to direct etching of the Fe atom,
C atoms near Fe can also be corroded. As an example of a
computational study for this degradation mechanism, Greeley et
al.**” recently calculated the potential where neighboring C is
attacked (forming *O or *OH on the C) and used it to assess the
stability for a variety of Fe—=N—C structures. Therefore, it is
necessary to thoroughly investigate degradation pathways to
more effectively assess the catalyst stability. Finally, we note that
some catalysts (e.g., subnanoclusters) are fluxional and isomer-
ize much faster than the catalyzed reaction. In this case,
simulations must consider the thermal ensemble of isomers, not
just the ground state.”*>**’

8

4. EXPERIMENTAL PERSPECTIVES

While this review focuses on the use of quantum-chemical
calculations to understand and optimize the production of
renewable hydrogen, it is important to consider how
experimental measurements can be most effectively carried
out to validate and inform these theoretical models.

4.1. Experimental Protocols

For comparison with computational studies, it is critical to
establish effective experimental protocols for measuring electro-
catalytic activity and to use control tests to validate these
protocols. The first variable that experimental protocols should
aim to control is the influence of unwanted impurities.
Impurities can arise from various sources, including electrolyte
salts, electrode polishing slurries, the electrochemical cell, and
reference and counter electrodes. To minimize the influence of
impurities, it is first critical to thoroughly clean all electro-
chemical cells and components that contact the electrolyte, such
as stir bars and rotation disk sheaths, prior to use. The cleaning
procedure generally involves oxidizing organic impurities,
dissolving trace metals in strong acid, and thorough rinsing in
deionized water to remove any dissolved species. A sample
procedure is provided.”*’

(1) Soak the cell and components in 0.5 M H,SO,, solution
containing 1 g/L KMnO, for at least 24 h.

(2) Soak the cell and components in piranha solution (1 M
H,S0, and 6% H,0,) for at least 30 min.

(3) Rinse the cell in deionized water three times and boil at
least S times, refreshing the water between boiling steps.
Another important consideration is the electrode polishing
procedure before use. Commonly used alumina slurries used for
mechanical polishing can leave Al-containing residues on the
electrode surface, which can influence the measured catalytic
performance.”*" Diamond and silicon carbide polishes are more
electrochemically inert and therefore recommended.”** For
testing hydrogen evolution reaction catalysts, the use of a Pt
counter electrode is strongly discouraged.”*’ Under oxidizing
potentials, Pt can form soluble species that can be cathodically
deposited on the working electrode and artificially inflate the
performance of nonprecious metal catalysts or change the
surface area of Pt-based materials. This is also a common issue
for in situ spectroscopic measurements where Pt can not only
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corrupt activity measurements but also introduce spectroscopic
artifacts once deposited onto the working electrode.”** For
alkaline conditions, etching of borosilicate glass cells can
introduce impurities into the electrolyte which can be deposited
onto the working electrode. Most notably, iron impurities
introduced this way have been shown to dramatically affect the
performance of OER catalysts.”** Electrochemical testing for
alkaline systems should be performed on corrosion-resistant
polymer cells, such as PTFE, and rigorous electrolyte
purification techniques should be used.”*® Postreaction
characterization is also recommended to verify the absence of
foreign species on the electrode surface, although impurities can
have important catalytic consequences while escaping detection
by analytical techniques.

Further, it is crucial to accurately report electrode potentials.
While electrode potentials are typically measured against an
experimentally convenient reference electrode, such as Ag/
AgCl, Hg/Hg,SO,, Hg/HgO, etc., they are typically reported
against the reversible hydrogen electrode (RHE) scale. In this
conversion, care should be taken to explicitly measure the
potential of the reference electrode rather than assuming it.”*’
Additionally, standard laboratory pH meters are often only
accurate at a range of pH values near neutral, which does not
correspond to the extreme pH values where electrocatalysis tests
are conducted. Therefore, a pH meter suitable for these pH
values should be used, and the values should be checked against
standard values.”** Alternatively, the direct use of an RHE as a
reference electrode is ideal, and these are available commercially
or can be easily fabricated.”*’

The most effective way to validate an experimental protocol is
to test the activity of a benchmark standard catalyst. Excellent
sources of benchmark activity data have been previously
reported for the HER/HOR and OER/ ORR 2507232 Reproduc-
ing known benchmark activity data for a standard catalyst gives a
higher degree of confidence in data reported for a new catalyst
formulation or for new testing conditions. The use of benchmark
catalysts also allows for comparison across different laboratories
and experiments, thereby improving the reliability and
reproducibility of the results. Developing effective experimental
protocols will help to ensure more accurate and reliable
electrocatalytic measurements for comparison with computa-
tional studies.

4.2. Collection and Reporting of Catalytic Activity

Density functional theory calculations provide information on
the energetics of reaction elementary steps, which can be used to
determine the intrinsic rate of reaction through a rate expression.
This intrinsic rate is most precisely described by the turnover
frequency (TOF), which describes the number of product
molecules generated per active site per unit time.”>> To
determine the TOF, it is necessary to quantify the rate of
formation of products experimentally, rather than assuming
their value from the amount of charge passed during an
electrochemical experiment. Additionally, in cases where the
source of products is ambiguous, isotopic labeling can be used to
confirm their source (e.g, "N, labeling for electrochemical
reduction of N, to NH; if the current density of producing NH;
is small).>>**>

To define a turnover frequency, it is also essential to quantify
the number of catalytically active sites. Ideally, a molecule that
binds specifically to the active sites of interest can be used to
count their number. For some systems, well-established
protocols are available.”””**® These techniques typically
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measure the charge associated with desorption, also known as
stripping, of the titrant from the catalyst surface. Under-
potentially deposited hydrogen, copper, and carbon monoxide
are commonly used titrants for Pt catalysts and can often provide
reasonably consistent results.”*® However, not all reaction
chemistries and catalytic materials have specific titrants
available, and the nature of the active sites for many
electrocatalysts is unknown. As an alternative, it is possible to
normalize electrochemical rates of reaction by the electrochemi-
cally accessible surface area (ECSA), which can be quantified by
measuring the capacitance of the electrode in a potential region
where no Faradaic processes occur.””’ Experimentally, this
involves measuring the current response of the electrode at
various scan rates. The current and scan rate will be linearly
related with a slope equal to the double-layer capacitance of the
electrode. This capacitance can then be compared to that of a flat
surface to obtain a relative surface area or roughness factor.
Typically assumed values of the specific capacitance of flat
surfaces are between 10 and 120 #F/cm”. While this analysis has
limitations that have been discussed elsewhere, we strongly
believe that normalizing to the active surface area is better than
not considering the surface area at all.>>”>>®

To understand the intrinsic catalytic activity, it is also crucial
to ensure that the rates of reaction are controlled by kinetics
rather than mass or charge transport. Reaction rates are
kinetically controlled when the rates of surface elementary
processes are slow compared to diffusion of the reactants to and
from the surface and transfer of electrons to and from the active
sites. External mass transport limitations can be determined by
varying mixing in the electrochemical cell, such as by changing
the rotation rate of a rotating disk electrode. Varying the rotation
rate changes the thickness of the stagnant boundary layer at the
electrode surface and the maximum flux of reactants to the
electrode surface by diffusion. If the reaction is kinetically
controlled, varying the mixing should not impact the measured
rates. For the HER and OER, external mass transport is usually
rapid enough to have limited impact on the measured rates,
except for exceptionally active catalysts (such as Pt for the HER
in acid).”” Internal mass transport limitations or charge
transport limitations are more common and can be assessed
by varying the catalyst loading on the electrode surface.”>’
Under kinetic control, specific activities or TOFs should be
independent of catalyst loading. Dilution of active sites in
conductive but inert carbon support is a useful way to
demonstrate the absence of transport limitations, similar to
commonly employed Madon—Boudart tests in thermochemical
catalysis.”>”*°° Demonstrating the lack of mass or charge
transport limitations is a crucial criterion for fundamental
studies on electrocatalysts to understand their intrinsic behavior.
We hope that tests for transport limitations become more
commonly practiced in the future.

4.3. Understanding the Nature of Electrocatalytic Active
Sites

Density functional theory (DFT) calculations have become an
essential tool for understanding the mechanism of catalytic
reactions.”*"**> To perform a DFT calculation, a model of the
active site is required. This decision is nontrivial even when
considering simple metal catalysts, which present many possible
active sites and surface terminations. The number of possible
active sites increases tremendously when more complex catalytic
materials (e.g, bimetallics, sulfides, nitrides, and phosphides)
are considered.”® To help confine the number of plausible
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active site structures, detailed experimental characterization of
the catalyst is needed.

While experimental characterization of the catalyst after air
exposure and before catalytic testing is useful, it is important to
note that the catalyst can change significantly upon exposure to
electrochemical conditions. Electrochemical testing of catalysts
often involves highly oxidizing or reducing conditions that can
drastically alter the catalyst’s chemical state. For instance,
CO,RR catalysts are often tested at applied potentials near —1'V
vs RHE. These potentials are far negative of the potentials where
oxides/hydroxides of commonly used CO,RR catalysts are
stable”®* (e.g., ~1.4 V negative of the reduction potential of Cu*
at pH 7). Thus, most CO,RR catalysts will exist in a metallic
state under the reaction conditions irrespective of their starting
composition. Similarly, for the OER, the active phase of the
catalyst will inevitably be some form of oxide or oxyhydroxide
regardless of the starting material due to the extremely oxidizing
conditions of the reaction.”®® Therefore, while research efforts
have been aimed at understanding the activity of phosphides,
nitrides, sulfides, and selenides, these materials are not present at
the surface under OER conditions.”*® Even metal oxides can
undergo significant restructuring and amorphization under OER
conditions.”®” Catalysts can also corrode or dissolve under the
corrosive conditions of the OER, particularly in acid.**® It
should not be assumed that this does not occur on the basis of
stable electrochemical performance. Catalysts can undergo
significant structural changes that are not accompanied by
decreases in activity. In fact, dissolution or amorphization is
often accompanied by roughening and increases in electro-
chemically accessible surface area, resulting in increased current
densities.”®

Even stable electrocatalysts may degrade when exposed to
open-circuit conditions upon introduction into the electro-
chemical cell.**” For example, metal phosphides that are active
for the HER oxidize at mildly oxidizing conditions, corrupting
the measured performance and changing the nature of the active
sites involved.”’ Techniques that limit these structural
transformations, such as the use of potential protection, should
therefore be given more consideration. Furthermore, it is critical
to study the structure and composition of the catalyst under
operating conditions to gain a comprehensive understanding of
its performance. Spectroscopic techniques that use probes
compatible with liquid electrolytes such as Raman and hard X-
ray absorption/emission could provide such information.
Additionally, characterization of the electrolyte using inductively
coupled plasma (ICP) can be performed to look for evidence of
corrosion or dissolution of the catalyst in operando
conditions.”*®

4.4, Experimental Measurements for Comparison with
Computational Studies

As we have discussed, it is crucial to produce reliable and
accurate reactivity data that is validated against benchmark
standards, normalized by the number of sites, and free from
corruption due to impurities or mass/charge transport
limitations. Once reliable experimental protocols are estab-
lished, more detailed measurements can be done to enhance the
connection between computation and experiment.271 As we
have mentioned, commonly employed Tafel analysis has
limitations for multielectron transfer reactions and thus should
be employed cautiously. Cardinal values of Tafel slopes carry
implicit assumptions of adsorbate coverage, and multiple rate-
limiting steps may be compatible with a single value. For
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instance, a Tafel slope of 120 mV/dec is consistent with both a
Volmer step at zero coverage and a Heyrovsky step at full
coverage for the HER.>'® Furthermore, coverages may change
with potential, leading to changes in the Tafel slope.”’”
Extraction of Tafel slopes from experimental data may even be
biased depending on the voltage window chosen. Thus,
measured slopes should not be overinterpreted.””*

Kinetic analysis that is commonly employed in thermochem-
ical catalysis is seldom carried out in electrocatalysis research
and could yield a wealth of mechanistic information. Temper-
ature-dependent measurements can be carried out to extract
activation enthalpies and entropies. These studies should
account for potential changes in the equilibrium potential of
the reference electrode used with temperature. It is also
important to note that these apparent barriers may encompass
both kinetic activation energies and thermodynamic adsorption
energies, so care should be taken when interpreting their
physical significance. Once true kinetic activation energies are
extracted, these can be compared with those obtained from DFT
calculations. Experimental measurements of changing the
reactant, product concentrations, or partial pressures can also
be used to extract reaction orders which can help differentiate
between competing mechanisms. A microkinetic model can
provide expected orders of reaction under different adsorbate
coverages. Kinetic tests utilizing isotopically labeled molecules
can provide useful mechanistic insights. Isotope exchange rate
measurements can evaluate the reversibility of chemical steps,
while kinetic isotope effect measurements can gauge the kinetic
significance of a specific reaction step.

In addition to their value for understanding the structure and
composition of the catalyst, operando spectroscopy can be
leveraged to inform kinetic measurements and computational
studies.””* Spectroscopic measurements can be used to look for
evidence of certain reaction intermediates and to monitor
changes in their coverage (with potential, reactant concen-
tration, temperature, etc.). Spectroscopy can also be a useful tool
for understanding the structure of the medium surrounding the
catalyst as it can have an important influence on the reactivity in
electrocatalytic systems.'”®~"7%275727%

We suggest that more fundamental kinetic studies should be
carried out on well-defined catalytic structures such as single-
crystalline metallic or oxide substrates.”*® For instance, a limited
number of single-crystal or oriented thin film studies have been
done on the most highly active IrO, and RuO, catalysts for the
OER, and even fewer report activation energies or other kinetic
tests that could be compared to computational models.”*"~***
For nonsingle-crystalline materials, studies on less complex
catalyst formulations, such as low surface area polycrystalline
thin films, would still be of significant value. High-fidelity
experiments on well-defined materials could facilitate the
development of activity trends among a large class of materials
and serve as a reliable database for testing and validating
computational work. With more complete experiments, more
effective comparisons can be made with detailed calculations
that seek to describe the entire energetic landscape of
electrocatalytic reactions rather than the thermodynamics or
kinetics of single elementary steps.

5. OUTLOOK

The field of computational heterogeneous electrocatalysis has
steadily advanced in recent years. As shown above, there exist
various models providing a diverse range of balances between
accuracy and computational efficiency that enable future studies
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to select the techniques that are best suited to their investigation.
However, even the simplest systems present enormous
complexity as models are made progressively more realistic.
These challenges have largely prevented the community from
reaching clear consensus about even the most fundamental
catalytic properties.

As perhaps true for any computational field, it is always
desirable to make the methods more accurate and more efficient.
In the following, we will present our perspectives on how to
improve the accuracy and efliciency of computational
heterogenous electrocatalysis models.

DFT has been the main workhorse for electronic structure
calculations thanks to its balanced compromise between
accuracy and speed. However, approximate exchange—correla-
tion functionals limit DFT’s accuracy, and different functionals
can give vastly different results in some cases. Many-electron
wave function methods have been developed for more accurate
treatment of electronic exchange and correlation, although at
greater computational cost than DFT. To bridge this gap, a
promising solution is quantum embedding methods.”®> For
example, in density functional embedding theory (DFET),**
the system is divided into a cluster of atoms that requires more
accurate treatment and a surrounding environment that may be
periodic. The interaction between these regions is described by
an embedding potential, which is chosen such that the sum of
the electron densities of the cluster and the environment
reproduces the total electron density. This embedding potential
is then used as an external potential in higher level (e.g., wave
function methods) calculations for the embedded cluster. The
total energy can be obtained as**

_ DFT
- Etot

E + (ESW

_ DFT )
emb, cluster

tot emb, cluster

where Epy © is the DFT energy of the full system, Eecn‘ﬁ’,‘duster is the
energy of the cluster treated with the correlated-wave function
method, and EQfy e is the DFT energy of the same cluster.
The terms in parentheses thus account for the exchange—
correlation energy of the electrons in the cluster, which is not
accounted for properly by DFT. Quantum embedding methods
have been used in a few papers to study electrocatalytic
reactions.”®’ 7?°' However, these methods are still limited to
relatively small scales that struggle to capture other complexities
(e.g, solvent dynamics) at electrochemical interfaces. At the
very least, these methods can provide a benchmark to evaluate
the performance of different DFT functionals.

In parallel to developing more accurate methods beyond
DFT, it is equally important to develop more efficient methods
that enable large-scale simulations with accuracy comparable to
DFT. To reduce computational cost, force fields (FF) can be
developed to replace ab initio methods for force calculations.
The conventional approach to create a FF is to manually
construct a functional describing the interactions between
atoms, which is quite difficult for complex systems. Machine
learning (ML) has recently emerged as an easier and
generalizable approach to create FFs.””> ML FFs typically
decompose the total energy of a system into the sum of atomic
energies, which are determined by the local environment of each
atom through a learnable functional form. The forces are then
obtained as the negative gradients of the total energy with
respect to the atomic positions. Particularly, with on-the-fly
learning,Z%_295 one can update the ML FF using new structures
encountered during MD that are significantly different from
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those in the training set, thereby maintaining the accuracy of the
FFE.

Some recent studies have applied ML FFs to accelerate MD
simulations of solid—liquid interfaces.’******” For example,
Behler et al.*° studied the copper—water interface for various
copper facets using a ML neural network (NN) potential that
was trained with DFT AIMD calculations. The supercells for
their ML FF calculations contained approximately 2200—2800
atoms (depending on the facet) and were simulated for a full
nanosecond. The increased system size and simulation time
scale enabled them to rigorously sample the solvent dynamics
that are prohibitively expensive with AIMD and inaccurately
modeled with classical FFs. It should be noted that the
electrochemical interface often contains long-range interactions
(particularly Coulombic interactions), which are challenging to
describe with conventional short-range FFs. Recent efforts to
address this challenge can be found in the literature.””*** We
emphasize that ML FFs must be trained on accurate data. This
requires careful choice of the model for simulation as well as
awareness of the limitations of the underlying quantum-
mechanical method.

It is also worth pointing out that most existing computational
studies aiming to understand and assess catalyst performance are
based on thermodynamics. However, the catalytic performance
is ultimately determined by the reaction rate. Thus, kinetics
plays a more definitive role in understanding and assessing
catalysts. More efforts should be spent to study reaction kinetics.
Constant-potential AIMD simulations with hybrid solvation
offer a promising approach to study reaction kinetics.**®" Also,
as mentioned in section 3.5, catalyst stability (particularly the
kinetics of degradation) deserves more attention as it is equally
important to catalyst performance as catalyst activity and
selectivity.

Similarly, in computational spectroscopy, first-principles
methods are accurate but suffer from high computational cost
and the extensive expertise required to design these simulations.
These challenges create roadblocks for electrocatalysis applica-
tions, particularly for high-throughput analysis that needs to
sample a large materials space, and for real time spectral
interpretation that is essential for autonomous experimentation.
A promising route to address these challenges is to develop data-
driven spectral analysis approaches that combine physics-based
methods with data analytics tools. Here, we summarize the key
research areas in data-driven spectral analysis. (1) Benchmark-
ing is an important step to quantify the effects of key
approximations and implementations in different computational
spectroscopy methods/codes, validate theory against experi-
ment, and identify areas of method development to improve
predictive power. Despite well-established efforts in the ground
state DFT field,’” similar work is scarce in the X-ray
spectroscopy field."”” (2) Due to the complexity in preparing
spectral simulations, it is important to standardize input file
generation for high-throughput simulations. The development
of effective workflows would enable beginners to perform
calculations by providing default input parameters and
suggestions based on systematic benchmarks. These workflows
would also ensure the reproducibility and interoperability of
simulation data sets. There are existing tools in public databases,
such as pymatgen in Materials Project,””’ and several spectral
workflow codes that have been developed, such as Corvus’”
and Lightshow.”” (3) Diverse data sets are needed for
extracting structure-spectrum relationships from a wide
chemical and conformational space. These data sets are essential

https://doi.org/10.1021/acs.chemrev.3c00735
Chem. Rev. 2024, 124, 8620—8656


pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.3c00735?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as

Chemical Reviews

pubs.acs.org/CR

REVIEY

for providing training sets for ML surrogates. There are several
XAS databases available for materials®**~**” and molecules.’*®
(4) Similar to the concept of ML FFs, ML models can be trained
to predict XAS spectra from atomic structure models, such as the
forward model.***™*"> Leveraging a spectral database con-
structed from first-principles simulations, the trained ML model
can make predictions in fractions of a second and bypass
computationally intensive simulations. In the opposite direction,
supervised or unsupervised ML models can be trained to extract
key physical descriptors (such as charge state, coordination
number, and local symmetry) from XAS spectra to solve the
inverse problem.”?”?9%31033 7319 A¢ generative Al like
ChatGPT and Bard are having a big impact in our society,
researchers are starting to explore applications of generative Al
for developing interpretable ML models to disentangle abstract
structure—spectrum relationships.**’

In summary, novel computational techniques have improved
understanding and prediction within the field of heterogeneous
electrocatalysis. However, fundamental disagreements are
common throughout the community, even for simple systems
such as the HER on Pt(111). Difficulties in experimental
measurements hinder the unambiguous evaluation of these
models with different strengths and limitations. The electro-
catalysis community may benefit from the thermocatalysis
community in learning how they address similar problems. It is
our hope that this review will spark more interest, efforts, and
collaborations aimed at developing methods and benchmarking
them over model systems.
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