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Abstract. We give a Chevalley formula for an arbitrary weight for the torus-equivariant K-group
of semi-infinite flag manifolds, which is expressed in terms of the quantum alcove model. As an
application, we prove the Chevalley formula for an anti-dominant fundamental weight for the (small)
torus-equivariant quantum K-theory QKT (G/B) of a (finite-dimensional) flag manifold G/B; this
has been a longstanding conjecture about the multiplicative structure of QKT (G/B). In type
An−1, we prove that the so-called quantum Grothendieck polynomials indeed represent (opposite)
Schubert classes in the (non-equivariant) quantum K-theory QK(SLn/B); we also obtain very
explicit information about the coefficients in the respective Chevalley formula.

1. Introduction

This paper is concerned with a geometric application of the combinatorial model known as the
quantum alcove model, introduced in [28]. Its precursor, the alcove model of the first author and
Postnikov, was used to uniformly describe the highest weight Kashiwara crystals of symmetriz-
able Kac-Moody algebras [37], as well as the Chevalley formula for the equivariant K-theory of a
(finite-dimensional) flag manifold G/B [36]. More generally, the quantum alcove model was used to
uniformly describe certain crystals of affine Lie algebras (single-column Kirillov-Reshetikhin crys-
tals) and Macdonald polynomials specialized at t = 0 [34, 35]. The objects of the quantum alcove
model (indexing the crystal vertices and the terms of Macdonald polynomials) are paths in the
quantum Bruhat graph on the Weyl group [4]. In this paper we complete the above picture, by
extending to the quantum alcove model the geometric application of the alcove model, namely the
K-theory Chevalley formula.

To achieve our goal, we need to consider the so-called semi-infinite flag manifold QG associated
to a connected, simply-connected simple algebraic group G over C, with Borel subgroup B and
maximal torus T ⊂ B. We give a Chevalley formula for an arbitrary weight for the (T × C∗)-
equivariant K-group KT×C∗(QG) of QG, which is described in terms of the quantum alcove model.
In [20] and [41], the Chevalley formulas for KT×C∗(QG) were originally given in terms of the
quantum LS path model in the case of a dominant and an anti-dominant weight, respectively. For
a general (neither dominant nor anti-dominant) weight, there is no quantum LS path model, but
there is a quantum alcove model. Hence, in order to obtain a Chevalley formula for an arbitrary
weight, we first need to translate the formulas above to the quantum alcove model by using the
weight-preserving bijection between the two models given by Propositions 28 and 31. Starting from
these translated formulas (Theorems 29 and 32), we prove a Chevalley formula for KT×C∗(QG)
(Theorem 33) for an arbitrary weight, based on the combinatorics of the quantum alcove model.
Furthermore, by examining this proof based on the Yang-Baxter equation for quantum Bruhat
operators, we were able to generalize quantum Yang-Baxter moves for the quantum alcove model
associated to a dominant weight (obtained in [29]) to the case of an arbitrary weight; see [21]
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and [22]. Here we should add that an inverse Chevalley formula, which describes the structure of
KT×C∗(QG) as a module over the representation ring of T × C∗, is obtained in [43], [24], and [31]
by an approach through the nil-DAHA (nil double affine Hecke algebra) in simply-laced types.

The study of the equivariant K-group of semi-infinite flag manifolds was started in [20]. A
breakthrough in this study is [16] and [17] (see also [19]), in which Kato established a certain
Z[P ]-module isomorphism from the (small) T -equivariant quantum K-theory QKT (G/B) of the
finite-dimensional flag manifold G/B onto the T -equivariant K-group KT (QG) of QG; here P
is the weight lattice generated by the fundamental weights ϖk, k ∈ I. This isomorphism sends
each (opposite) Schubert class in QKT (G/B) to the corresponding semi-infinite Schubert class in
KT (QG); moreover, it respects the quantum multiplication in QKT (G/B) with the line bundle
class [OG/B(−ϖk)] and the tensor product in KT (QG) with the line bundle class [OQG

(w◦ϖk)] for
all k ∈ I, where w◦ is the longest element of the Weyl group W of G. Based on this result, a
longstanding conjecture in [36] on the multiplicative structure of QKT (G/B), i.e., the Chevalley
formula (Theorem 49) for anti-dominant fundamental weights −ϖk, k ∈ I, for QKT (G/B), is
proved by our anti-dominant Chevalley formula for KT×C∗(QG) under the specialization at q = 1.
Also, from the anti-dominant Chevalley formula for QKT (G/B), we can deduce a Chevalley formula
for anti-dominant fundamental weights −ϖk, k ∈ I \ J , for the T -equivariant quantum K-theory
QKT (G/PJ) of a partial flag manifold G/PJ , where PJ ⊃ B is the parabolic subgroup corresponding
to a subset J ⊂ I, by making use of the Z[P ]-algebra surjection from the polynomial version of
QKT (G/B) onto that of QKT (G/PJ) established in [18]; see [23] and [25].

As another application of our Chevalley formula for QKT (G/B), we can prove an important con-
jecture in [30] for the non-equivariant quantum K-theory QK(SLn/B) of the flag manifold SLn/B
of type An−1 (Theorem 51): the quantum Grothendieck polynomials, introduced in [30], indeed
represent (opposite) Schubert classes in QK(SLn/B). In this way, we generalize the results of [10],
where the quantum Schubert polynomials are constructed as representatives for (opposite) Schubert
classes in the quantum cohomology of SLn/B. Therefore, we can use quantum Grothendieck poly-
nomials to compute structure constants in QK(SLn/B) with respect to the (opposite) Schubert
basis; in actual calculations, we just need to expand their products in the basis they form, which
is done by [30, Algorithm 3.28]; see [30, Example 7.4]. This is important, since computing even
simple products in quantum K-theory is notoriously difficult. Also, in our recent preprint [42],
the second and third authors proved a Pieri-type multiplication formula for quantum Grothendieck
polynomials (i.e., [30, Conjecture 6.7]), which is a vast generalization of the Chevalley formula
(or, equivalently, Monk-type multiplication formula) and enables us to compute many structure
constants to which the Chevalley formula does not apply. Finally, still for QK(SLn/B), we obtain
very explicit information about the coefficients in the respective Chevalley formula (Theorem 58,
Proposition 59, and Theorem 63).

Acknowledgments. C.L. was partly supported by the NSF grant DMS-1855592 and the Simons
Foundation grant #584738. S.N. was partly supported by JSPS Grant-in-Aid for Scientific Re-
search (B) 16H03920 and (C) 21K03198. D.S. was partly supported by JSPS Grant-in-Aid for
Scientific Research (C) 15K04803 and 19K03415. An extended abstract of this work has appeared
in the Proceedings of the 33rd international conference on Formal Power Series and Algebraic
Combinatorics [32].

2. Background on the quantum Bruhat graph and its parabolic version

2.1. Root systems. Let g be a finite-dimensional simple Lie algebra over C with Cartan subal-
gebra h. Denote by Π∨ = {α∨i }i∈I and Π = {αi}i∈I the set of simple coroots and simple roots of
g, respectively, and set Q∨ :=

∑
i∈I Zα∨i , Q∨,+ :=

∑
i∈I Z≥0α∨i . Let Φ, Φ+, and Φ− be the set of
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roots, positive roots, and negative roots of g, respectively, with θ ∈ Φ+ the highest root for the set
Φ of roots of g; we set ρ := (1/2)

∑
α∈Φ+ α. For α ∈ Φ, we set

sgn(α) :=

{
1 if α ∈ Φ+,

−1 if α ∈ Φ−,
|α| := sgn(α)α ∈ Φ+,

and denote by α∨ the coroot of α. Also, let ϖi, i ∈ I, denote the fundamental weights for g, and
set P :=

∑
i∈I Zϖi and P+ :=

∑
i∈I Z≥0ϖi. Let W := 〈si | i ∈ I〉 be the (finite) Weyl group of g,

where si is the simple reflection with respect to αi for i ∈ I. We denote by ℓ : W → Z≥0 the length
function on W , by e ∈ W the identity element, and by w◦ ∈ W the longest element. For α ∈ Φ,
denote by sα ∈ W the reflection with respect to α; note that s−α = sα.

Let J be a subset of I. We set QJ :=
∑

i∈J Zαi, ΦJ := Φ ∩ QJ , Φ±J := Φ± ∩ QJ , ρJ :=
(1/2)

∑
α∈Φ+

J
α. We denote by WJ := 〈si | i ∈ J〉 the parabolic subgroup of W corresponding to J ,

and we identify W/WJ with the corresponding set of minimal coset representatives, denoted by W J ;

note that if J = ∅, then W J = W ∅ is identical to W . For w ∈ W , we denote by bwc = bwcJ ∈ W J

the minimal coset representative for the coset wWJ in W/WJ .

Let Waf := 〈si | i ∈ Iaf〉, with Iaf := I t {0}, be the (affine) Weyl group of the untwisted affine
Lie algebra gaf associated to g. For each ξ ∈ Q∨, let tξ ∈ Waf denote the translation by ξ (see [15,
Section 6.5]). Then,

{
tξ | ξ ∈ Q∨

}
forms an abelian normal subgroup of Waf , in which tξtζ = tξ+ζ

holds for ξ, ζ ∈ Q∨. Moreover, we know from [15, Proposition 6.5] that

Waf
∼= W ⋉

{
tξ | ξ ∈ Q∨

} ∼= W ⋉Q∨;

note that s0 = sθt−θ∨ . We set W≥0af := W ×Q∨,+, which is a subset of Waf .

2.2. The quantum Bruhat graph. We take and fix a subset J of I.

Definition 1. The (parabolic) quantum Bruhat graph QB(W J) is the (Φ+ \ Φ+
J )-labeled directed

graph whose vertices are the elements of W J , and whose directed edges are of the form: w
β−→ v

for w, v ∈ W J and β ∈ Φ+ \ Φ+
J such that v = bwsβc, and such that either of the following holds:

(i) ℓ(v) = ℓ(w) + 1; (ii) ℓ(v) = ℓ(w) + 1− 2〈ρ− ρJ , β
∨〉. An edge satisfying (i) (resp., (ii)) is called

a Bruhat (resp., quantum) edge.

When J = ∅, we write QB(W ) for QB(W ∅); note that in this case, W ∅ = W , Φ+
∅ = ∅, ρ∅ = 0,

and that bwc = w for all w ∈ W . The quantum Bruhat graph QB(W ) originates in the Chevalley
formula for the quantum cohomology of flag manifolds [12].

Remark 2 (see [33, Remark 6.13]). For each v, w ∈ W J , there exists a directed path in QB(W J)
from v to w.

For a directed path p : v = v0
β1−−→ v1

β2−−→ · · · βl−−→ vl = w in QB(W J), we define the weight
wtJ(p) of p by

wtJ(p) :=
∑

1≤k≤l ;
vk−1

βk−−−→ vk is
a quantum edge

β∨k ∈ Q∨,+;

when J = ∅, we write wt(p) for wt∅(p). We know the following from [33, Proposition 8.1].

Proposition 3. Let v, w ∈ W J . If p and q are shortest directed paths in QB(W J) from v to w,
then wtJ(p) ≡ wtJ(q) modulo Q∨J . In particular, if J = ∅, then wt(p) = wt(q).
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For v, w ∈ W J , we denote by ℓJ(v ⇒ w) the length of a shortest directed path in QB(W J) from

w to v. When J = ∅, we write ℓ(v ⇒ w) for ℓ∅(v ⇒ w).

Assume that J = ∅. In this case, we denote by wt(w ⇒ v) the weight wt(p) of a shortest
directed path in QB(W ) from w to v, which is independent of the choice of a shortest directed
path by Proposition 3. Also, we will use the shellability of the quantum Bruhat graph QB(W ) with
respect to a reflection order on the positive roots [8], which we now recall.

Theorem 4 ([4]). Fix a reflection order on Φ+.

(1) For any pair of elements v, w ∈ W , there is a unique directed path from v to w in the
quantum Bruhat graph QB(W ) such that its sequence of edge labels is strictly increasing
(resp., decreasing) with respect to the reflection order.

(2) The path in (1) has the smallest possible length ℓ(v ⇒ w).

2.3. Additional results. In this subsection, we fix a dominant weight λ ∈ P+, and set J = Jλ :={
i ∈ I | 〈λ, α∨i 〉 = 0

}
⊂ I. Let v, w ∈ W J , and let p be a shortest directed path in QB(W J) from

v to w. Then we deduce by Proposition 3 that 〈λ, wtJ(p)〉 does not depend on the choice of a
shortest directed path p. We write 〈λ, wtJ(v ⇒ w)〉 for 〈λ, wtJ(p)〉.
Lemma 5 ([34, Lemma 7.2]). Keep the notation and setting above. Let σ, τ ∈ W J . Then,
〈λ, wtJ(σ ⇒ τ)〉 = 〈λ, wt(v ⇒ w)〉 for all v ∈ σWJ , w ∈ τWJ .

Definition 6. For a rational number b ∈ Q, we define QBbλ(W
J) (resp., QBbλ(W )) to be the

subgraph of QB(W J) (resp., QB(W )) with the same vertex set but having only those directed edges

of the form w
β−→ v for which b〈λ, β∨〉 ∈ Z holds.

Lemma 7 ([34, Lemma 6.2]). Keep the notation and setting above. Let w
γ−→ wsγ be an edge

in QBbλ(W ) for some rational number b. Then there exists a directed path from bwc to bwsγc in
QBbλ(W

J) (possibly of length 0).

Lemma 8 ([34, Lemma 6.7]). Consider two directed paths in QB(W ) between some w and v.
Assume that the first one is a shortest path, while the second one is in QBbλ(W ), for some rational
number b. Then the first path is in QBbλ(W ) as well.

We now recall [33, Proposition 7.2], which constructs the analogue of (one version of) the so-
called Deodhar lifts [7] for the quantum Bruhat graph; we will call them quantum right Deodhar
lifts.

Proposition 9 ([33]). Given v, w ∈ W , there exists a unique element x ∈ vWJ such that ℓ(w ⇒ x)
attains its minimum value as a function of x ∈ vWJ .

We refer also to [33, Theorem 7.1], stating that the mentioned minimum is, in fact, attained
by the minimum of the coset vWJ with respect to the w-tilted Bruhat order �w on W (see [4]).
Therefore, it makes sense to denote it by min(vWJ ,�w), although we will not use this stronger
result.

The quantum Bruhat graph analogue of the second version of the Deodhar lifts was given in
[41, Proposition 2.25]; we will call these quantum left Deodhar lifts. The mentioned result is stated
based on the so-called dual v-tilted Bruhat order �∗v on W , introduced in [41, Definition 2.24]. It
is proved by reduction to [33, Theorem 7.1].

Proposition 10 ([41]). Given v, w ∈ W , the coset wWJ has a unique maximal element with respect
to �∗v, which is denoted by max(wWJ ,�∗v).

For our purposes, the weaker version of this result, which is stated below, suffices; this is the
analogue of Proposition 9.
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Proposition 11. Given v, w ∈ W , there exists a unique element x ∈ wWJ such that ℓ(x ⇒ v)
attains its minimum value as a function of x ∈ wWJ .

The mentioned element is max(wWJ ,�∗v). In [33] we gave a proof of Proposition 9, i.e., [33,
Proposition 7.2], which is independent of [33, Theorem 7.1], mentioned above; this proof was based
on [33, Lemmas 7.4, 7.5]. Likewise, Proposition 11 can be proved independently of Proposition 10,
as an immediate consequence of the analogues of the mentioned lemmas. These analogues are
stated as Lemmas 23 and 24 in Section 3.4, and are also needed in the proof of Lemma 25 in that
section.

3. Background on the combinatorial models

Throughout this section, λ is a dominant weight whose stabilizer is the parabolic subgroup WJ

of W for a subset J ⊂ I.

3.1. Quantum LS paths.

Definition 12 ([34]). A quantum LS path η ∈ QLS(λ) is given by two sequences

(1) (0 = b1 < b2 < b3 < · · · < bt < bt+1 = 1) ; (κ(η) = σ1, σ2, . . . , σt = ι(η)) ,

where bk ∈ Q, σk ∈ W J , and there is a directed path in QBbkλ
(W J) from σk−1 to σk, for each

k = 2, . . . , t. The elements σk are called the directions of η, while ι(η) and κ(η) are the initial and
final directions, respectively.

This data encodes the sequence of vectors

(2) ut := (bt+1 − bt)σtλ , . . . , u2 := (b3 − b2)σ2λ , u1 := (b2 − b1)σ1λ .

We can view the quantum LS path η as a piecewise-linear path given by the sequence of points

0 , ut , ut−1 + ut , . . . , u1 + · · ·+ ut .

There is also a standard way to express η as a map η : [0, 1] → h∗R with η(0) = 0 (where h∗R = R⊗ZX
is the real part of the dual Cartan subalgebra), but we do not need this here. The endpoint of the
path, also called its weight, is wt(η) := η(1) = u1 + · · ·+ ut.

We define the (tail) degree function (cf. [34, Corollary 4.8]) by

(3) deg(η) := −
t∑

k=2

(1− bk)〈λ,wtJ(σk−1 ⇒ σk)〉 .

Given w ∈ W , we define ι(η, w) ∈ W , called the initial direction of η with respect to w, by the
following recursive formula:

(4)


w0 := w ,

wk := min(σkWJ ,�wk−1
) for k = 1, . . . , t ,

ι(η, w) := wt .

Also, we set

(5) ξ(η, w) :=
t∑

k=1

wt(wk−1 ⇒ wk) ,
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and

(6) degw(η) := −
t∑

k=1

(1− bk)〈λ,wt(wk−1 ⇒ wk)〉 .

Given v ∈ W , we define κ(η, v) ∈ W , called the final direction of η with respect to v, by the
following recursive formula:

(7)


vt+1 := v ,

vk := max(σkWJ ,�∗vk+1
) for k = 1, . . . , t ,

κ(η, v) := v1 .

Also, we set

(8) ζ(η, v) :=
t∑

k=1

wt(vk ⇒ vk+1) .

3.2. The quantum alcove model. We say that two alcoves are adjacent if they are distinct and

have a common wall. Given a pair of adjacent alcoves A and B, we write A
β−→ B for β ∈ Φ if the

common wall is orthogonal to β and β points in the direction from A to B. Recall that alcoves are
separated by hyperplanes of the form

Hβ,l = {µ ∈ h∗R | 〈µ, β∨〉 = l} .

We denote by sβ,l the affine reflection in this hyperplane.

The fundamental alcove is defined as

A◦ = {µ ∈ h∗R | 0 < 〈µ, α∨〉 < 1 for all α ∈ Φ+} .

Definition 13 ([36]). An alcove path is a sequence of alcoves (A0, A1, . . . , Am) such that Aj−1 and
Aj are adjacent, for j = 1, . . . ,m. We say that (A0, A1, . . . , Am) is reduced if it has minimal length
among all alcove paths from A0 to Am.

Let λ be any weight, and Aλ = A◦ + λ the translation of the fundamental alcove A◦ by the
weight λ.

Definition 14 ([36]). The sequence of roots Γ(λ) = (β1, β2, . . . , βm) is called a λ-chain (of roots),
respectively reduced λ-chain, if

A0 = A◦
−β1−−→ A1

−β2−−→ · · · −βm−−−→ Am = A−λ

is an alcove path, respectively reduced alcove path.

A reduced alcove path (A0 = A◦, A1, . . . , Am = A−λ) defines a total order on the hyperplanes,
to be called λ-hyperplanes, which separate A◦ from A−λ. This total order is given by the sequence
Hβi,−li for i = 1, . . . ,m, where Hβi,−li contains the common wall of Ai−1 and Ai. Note that
〈λ, β∨i 〉 ≥ 0, and that the integers li, called heights, have the following ranges:

(9) 0 ≤ li ≤ 〈λ, β∨i 〉 − 1 if βi ∈ Φ+ , and 1 ≤ li ≤ 〈λ, β∨i 〉 if βi ∈ Φ− .

Note also that a reduced λ-chain (β1, . . . , βm) determines the corresponding reduced alcove path,
and hence we can identify them as well.
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Remark 15. An alcove path corresponds to the choice of a word for an element of the affine Weyl
group W ′af

∼= W ⋉Q (corresponding to the Langlands dual g∨ of g) sending A◦ to A−λ [36, Lemma
5.3]. For λ dominant, another equivalent definition of a reduced alcove path/λ-chain, based on a
root interlacing condition which generalizes a similar condition characterizing reflection orders, can
be found in [37, Definition 4.1, Proposition 10.2].

When λ is dominant, we have a special choice of a reduced λ-chain in [37, Section 4], which we
now recall.

Proposition 16 ([37]). Given a total order I = {1 < 2 < · · · < r} on the set of Dynkin nodes, one
may express a coroot β∨ =

∑r
i=1 ciα

∨
i in the Z-basis of simple coroots. Consider the total order on

the set of λ-hyperplanes defined by the lexicographic order on their images in Qr+1 under the map

(10) Hβ,−l 7→
1

〈λ, β∨〉
(l, c1, . . . , cr).

This map is injective, thereby endowing the set of λ-hyperplanes with a total order, which is a
reduced λ-chain. We call it the lexicographic (lex) λ-chain, and denote it by Γlex(λ).

The rational number l/〈λ, β∨〉 is called the relative height of the λ-hyperplane Hβ,−l. By defini-
tion, the sequence of relative heights in the lex λ-chain is weakly increasing.

The objects of the quantum alcove model are defined next. This model was introduced in [28] and
then used in [34, 35] in connection with Kirillov-Reshetikhin crystals and Macdonald polynomials
specialized at t = 0. Here we consider a generalization of it, by letting λ be any weight, as opposed
to only a dominant weight, as originally considered; another aspect of the generalization is making
the model depend on a fixed element w ∈ W , such that the initial model corresponds to w being
the identity element e. In addition to w, we fix an arbitrary λ-chain Γ(λ) = (β1, . . . , βm), and set
ri := sβi

, r̂i := sβi,−li .

Definition 17 ([28]). A subset A = {j1 < j2 < · · · < js} of [m] := {1, . . . ,m} (possibly empty) is
a w-admissible subset if we have the following directed path in the quantum Bruhat graph QB(W ):

(11) Π(w,A) : w
|βj1
|

−−−→ wrj1
|βj2
|

−−−→ wrj1rj2
|βj3
|

−−−→ · · ·
|βjs |−−−→ wrj1rj2 · · · rjs =: end(w,A) .

We let A(w,Γ(λ)) be the collection of all w-admissible subsets of [m].

We now associate several parameters with the pair (w,A). The weight of (w,A) is defined by

(12) wt(w,A) := −wr̂j1 · · · r̂js(−λ) .

Given the height sequence (l1, . . . , lm) mentioned above, we define the complementary height

sequence (l̃1, . . . , l̃m) by l̃i := 〈λ, β∨i 〉 − li. Given A = {j1 < · · · < js} ∈ A(w,Γ(λ)), we set

A− :=
{
ji ∈ A | wrj1 · · · rji−1 > wrj1 · · · rji−1rji

}
;

in other words, we record the quantum steps in the path Π(w,A) given by (11). We also define

(13) down(w,A) :=
∑
j∈A−

|βj |∨ ∈ Q∨,+ , height(w,A) :=
∑
j∈A−

sgn(βj)l̃j .

For examples, we refer to [27, 34].
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3.3. Galleries. In this section, we recall from [36, Appendix] the reformulation of the alcove model
in terms of so-called galleries, which are similar, but not equivalent, to the LS-galleries of Gaussent-
Littelmann [13]. We also extend this concept to the quantum alcove model, as described in Sec-
tion 3.2.

Definition 18 ([36]). A gallery is a sequence γ = (F0, A0, F1, A1, F2, . . . , Fm, Am, Fm+1) such
that A0, . . . , Am are alcoves; Fi is a codimension 1 common face of the alcoves Ai−1 and Ai, for
i = 1, . . . ,m; F0 is a vertex of the first alcove A0; and Fm+1 is a vertex of the last alcove Am. If
Fm+1 = {µ}, then the weight µ is called the weight of the gallery, and is denoted by wt(γ). We say
that a gallery is unfolded if Ai−1 6= Ai, for i = 1, . . . ,m.

A λ-chain Γ(λ) corresponds to an alcove path from A◦ to A−λ (cf. Definition 14), and thus
determines an unfolded gallery

γ(λ) = (F0 = {0}, A0 = A◦, F1, A1, F2, . . . , Fm, Am = A−λ, Fm+1 = {−λ}) ;

see [36, Lemma 18.3]. We fix such structures.

We can define several operations on galleries γ = (F0, A0, F1, A1, F2, . . . , Fm, Am, Fm+1).
First, we consider the translation γ + µ for a weight µ, and the image w(γ) under a Weyl group
element w ∈ W . Then, as in [36, Section 18.1], we define the tail-flip operators fi, for i = 1, . . . ,m.
To this end, let r̂i be the affine reflection with respect to the affine hyperplane containing the face
Fi. The operator fi sends the gallery γ to the gallery

fi(γ) := (F0, A0, F1, A1, . . . , Ai−1, F
′
i = Fi, A

′
i, F

′
i+1, A

′
i+1, . . . , A

′
m, F ′m+1) ,

where A′j := r̂i(Aj) and F ′j := r̂i(Fj), for j = i, . . . ,m + 1. In other words, fi leaves the initial
segment of the gallery from A0 to Ai−1 intact, and reflects the remaining tail by r̂i. Clearly, the
operators fi commute.

Given a subset A = {j1 < j2 < · · · < js} of [m], we associate with it the gallery γ(w,A) :=
wfj1 · · · fjs(γ(λ)). For obvious reasons, we call the elements of A folding positions.

Proposition 19. (1) We have

wt(w,A) = −wt(γ(w,A)) .

(2) The first alcove of γ(w,A) is w(A◦), and the last alcove is v(A◦) + wt(γ(w,A)), where
v := end(w,A).

Proof. Part (1) is a slight extension of [36, Lemma 18.4], whose proof is completely similar. The
first part of (2) is straightforward. For the second part of (2), assuming first that w is the identity
element e, we proceed by induction on the cardinality of A. The base case A = ∅ is obvious. Using
the above notation, let A = {j = js}, and r̂j = rj + µ, where rj is the corresponding non-affine
reflection. Then the last alcove in γ(e,A) is

r̂j(A−λ) = rj(A−λ) + µ = rj(A◦) + rj(−λ) + µ = rj(A◦) + r̂j(−λ) = rj(A◦) + wt(γ(e,A)) ,

which verifies the statement. We continue in this way, by adding js−1 > · · · > j1 to A, in this
order, and by applying w at the end. □

Definition 20. Consider two galleries

γ = (F0, A0, F1, . . . , Am, Fm+1) , γ′ = (F ′0, A
′
0, F

′
1, . . . , A

′
m, F ′m+1) ,

such that Fm+1 = F ′0 and Am = A′0. Under these conditions, their concatenation γ ∗ γ′ is defined
in the obvious way:

γ ∗ γ′ := (F0, A0, F1, . . . , Am = A′0, F
′
1, . . . , A

′
m, F ′m+1) .
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3.4. Additional shellability results. In [39, Section 4.3], we constructed a reflection order <λ

on Φ+ which depends on λ. The bottom of the order <λ consists of the roots in Φ+ \ Φ+
J . For

two such roots α and β, define α < β whenever the hyperplane H(α,0) precedes H(β,0) in the lex
λ-chain (see Proposition 16). This forms an initial section (see [8]) of <λ. The top of the order
<λ consists of the positive roots in Φ+

J , and we fix any reflection order for them. We refer to the
reflection order <λ throughout.

Remark 21. It is not hard to see that, in the lex λ-chain, the order on the λ-hyperplanesHβ,−l with
the same relative height (not necessarily equal to 0) is given by the order <λ on the corresponding
roots β. We will use this fact implicitly below.

We recall [34, Lemma 6.6], which characterizes the quantum right Deodhar lifts in shellability
terms.

Lemma 22 ([34]). Consider σ, τ ∈ W J and wJ ∈ WJ . Write min(τWJ ,�σwJ ) ∈ τWJ as τw′J ,
with w′J ∈ WJ .

(1) There is a unique directed path in QB(W ) from σwJ to some x ∈ τWJ whose edge labels
are increasing with respect to <λ and lie in Φ+ \ Φ+

J . This path ends at τw′J .

(2) Assume that there is a directed path from σ to τ in QBbλ(W
J) for some b ∈ Q. Then the

path in (1) from σwJ to τw′J is in QBbλ(W ).

In order to state the analogue of Lemma 22 for the quantum left Deodhar lifts, namely Lemma 25,
we need the reverse of the reflection order <λ, which is denoted <∗λ (this has all the roots in Φ+

J at
the beginning). It is well-known that <∗λ is a reflection order as well. We also need the following two
lemmas, which are proved in the same way as their counterparts in [33], namely Lemmas 7.4 and 7.5
in this paper.

Lemma 23. Assume that ℓ(x ⇒ v), as a function of x ∈ wWJ , has a minimum at x = x0. Then
the path from x0 to v with increasing edge labels with respect to <∗λ (cf. Theorem 4 (1)) has all its

labels in Φ+ \ Φ+
J .

Lemma 24. Assume that the paths with increasing edge labels from two elements x0, x1 in wWJ

to v (cf. Theorem 4 (1)) have all labels in Φ+ \ Φ+
J . Then x0 = x1.

Lemma 25. Consider σ, τ ∈ W J and wJ ∈ WJ . Write max(σWJ ,�∗τwJ
) ∈ σWJ as σw′J , with

w′J ∈ WJ .

(1) There is a unique directed path in QB(W ) from some x ∈ σWJ to τwJ whose edge labels
are increasing with respect to <∗λ and lie in Φ+ \ Φ+

J . This path starts at σw′J .

(2) Assume that there is a directed path from σ to τ in QBbλ(W
J) for some b ∈ Q. Then the

path in (1) from σw′J to τwJ is in QBbλ(W ).

Proof. The proof is completely similar to that of Lemma 22, i.e., [34, Lemma 6.6], based on Lem-
mas 23, 24, 8, and Theorem 4 (2). □

4. Chevalley formulas for semi-infinite flag manifolds

Consider a connected, simply-connected simple algebraic group G over C, with Borel subgroup
B = TN , maximal torus T , and unipotent radical N . The semi-infinite flag manifold Qrat

G associ-
ated toG is an ind-scheme of infinite type whose set of C-valued points isG(C((z)) )/ (T (C) ·N(C((z))));
note that Qrat

G is an inductive limit of copies of the (reduced) closed subscheme QG of infinite type,
introduced in [11, Section 4.1] (for details, see [17] and also [19]). In this paper, we concentrate on
the semi-infinite Schubert (sub)variety QG = QG(e) ⊂ Qrat

G corresponding to the identity element
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e ∈ Waf , which we also call the semi-infinite flag manifold. Also, for each x ∈ W≥0af = W × Q∨,+,
one has the corresponding semi-infinite Schubert (sub)variety QG(x) ⊂ QG, which is the closure
of the orbit under the Iwahori subgroup I ⊂ G(C[[z]]) through the (T × C∗)-fixed point labeled by
x (in exactly the same way as in [20, Section 4.2] and [43, Section 2.3]). The (T ×C∗)-equivariant
K-group KT×C∗(QG) of QG has a topological (in the sense of [20, Proposition 5.11]) Z[q, q−1][P ]-
basis of semi-infinite Schubert classes, and its multiplicative structure is determined by a Chevalley
formula, which expresses the tensor product of a semi-infinite Schubert class with the class of a
line bundle. In [20] and [41], the Chevalley formulas were given in the case of a dominant and an
anti-dominant weight λ, respectively. These formulas were expressed in terms of the quantum LS
path model. We will express them in terms of the quantum alcove model based on the lexicographic
λ-chain. The goal is to generalize these formulas for an arbitrary weight λ, and we will also see
that an arbitrary λ-chain can be used. Throughout this section, WJ is the stabilizer of λ, and we
use freely the notation of Section 2.

More precisely, the (T×C∗)-equivariantK-groupKT×C∗(QG) is the Z[q, q−1][P ]-submodule of the
Laurent series (in q−1) extension Z((q−1))[P ]⊗Z[[q−1]][P ] K

′
I⋊C∗(QG) of the equivariant (with respect

to the Iwahori subgroup I, together with the loop rotation action of C∗) K-group K ′I⋊C∗(QG)
of QG, introduced in [20], consisting of all infinite linear combinations of the classes [OQG(x)],

x ∈ W≥0af = W × Q∨,+, of the structure sheaf of the semi-infinite Schubert variety QG(x)(⊂ QG)
with coefficient ax ∈ Z[q, q−1][P ] such that the sum

∑
x∈W≥0

af
|ax| of the absolute values |ax| lies

in Z≥0[P ]((q−1)); see [20, Section 5] for details. Here Z[P ] is the group algebra of P , spanned by
formal exponentials eµ for µ ∈ P , with eµeν = eµ+ν , and it is identified with the representation
ring of T . Note that for each x ∈ W≥0af and ν ∈ P , the twisted semi-infinite Schubert class
[OQG

(ν)] · [OQG(x)], defined by the tensor product in K ′I⋊C∗(QG), indeed lies in KT×C∗(QG); this
is seen by using [21, Theorem 5.16] and (the proof of) [20, Corollary 5.12]. We also consider the
Z[q, q−1][P ]-submodule K ′T×C∗(QG) of KT×C∗(QG) consisting of all finite linear combinations of

the classes [OQG(x)], x ∈ W≥0af , with coefficients in Z[q, q−1][P ].

The T -equivariant K-groups of QG, denoted by KT (QG) and K ′T (QG), are obtained from the
KT×C∗(QG) and K ′T×C∗(QG), respectively, by the specialization q = 1. Hence the Chevalley
formulas for KT (QG) (for arbitrary weights) and K ′T (QG) (for anti-dominant weights) are obtained
from the corresponding ones for KT×C∗(QG) by setting q = 1. More precisely, the T -equivariant K-
group KT (QG) is defined to be the Z[P ]-module

∏
x∈W≥0

af
Z[P ][OQG(x)] (direct product) consisting

of all infinite linear combinations of the classes [OQG(x)], x ∈ W≥0af , with coefficients in Z[P ]; note
that for each ν ∈ P , a Z[P ]-linear endomorphism [OQG

(ν)] · • of KT (QG) is induced from the
Z[q, q−1][P ]-linear endomorphism [OQG(ν)] · • of KT×C∗(QG) by the specialization (of coefficients)
at q = 1. Also, K ′T (QG) is defined to be the Z[P ]-submodule of KT (QG) consisting of all finite

linear combinations of the classes [OQG(x)], x ∈ W≥0af , with coefficients in Z[P ].

4.1. Chevalley formula for dominant weights. We start with the Chevalley formula for dom-
inant weights, which was derived in terms of semi-infinite LS paths in [20], and then restated in
[41, Corollary C.3] in terms of quantum LS paths.

Let λ =
∑

i∈I λiϖi be a dominant weight. We denote by Par(λ) the set of I-tuples of partitions

χ = (χ(i))i∈I such that χ(i) is a partition of length at most λi for all i ∈ I. For χ = (χ(i))i∈I ∈
Par(λ), we set |χ| :=

∑
i∈I |χ(i)|, with |χ(i)| the size of the partition χ(i). Also, set ι(χ) :=∑

i∈I χ
(i)
1 α∨i ∈ Q∨,+, with χ

(i)
1 the first part of the partition χ(i).
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Theorem 26 ([20, 41]). Let x = wtξ ∈ W≥0af = W ×Q∨,+. Then, in KT×C∗(QG), we have

[OQG
(−w◦λ)] · [OQG(x)] =

=
∑

η∈QLS(λ)

∑
χ∈Par(λ)

qdegw(η)−⟨λ,ξ⟩−|χ|ewt(η)[OQG(ι(η,w)tξ+ξ(η,w)+ι(χ))] .

Remark 27. The original Chevalley formula for a dominant weight, as stated in [41, Corollary C.3],
is in terms of a slightly different version of quantum LS paths. They can be recovered from those
in Definition 12 simply by replacing the numbers bi with 1 − bi (arranged increasingly) and by
reversing the second sequence in (1); indeed QBbλ(W ) is identical to QB(1−b)λ(W ). The same

observation applies to the original Chevalley formula for an anti-dominant weight, as stated in [41,
Theorem 1]; see Theorem 30 below.

We now translate this formula in terms of the quantum alcove model for the lex λ-chain Γlex(λ).
To this end, given w ∈ W , we construct a bijection A 7→ η between A(w,Γlex(λ)) and QLS(λ), for
which several properties are then proved.

In order to construct the forward map, let A = {j1 < · · · < js} be in A(w,Γlex(λ)). The
corresponding heights are within the first range in (9). Consider the weakly increasing sequence of
relative heights

(14) hi :=
lji

〈λ, β∨ji〉
∈ [0, 1) ∩Q , i = 1, . . . , s .

Let 0 < b2 < · · · < bt < 1 be the distinct nonzero values in the set {h1, . . . , hs}, and let b1 := 0,
bt+1 := 1. For k = 1, . . . , t, let Ik := {1 ≤ i ≤ s | hi = bk}; these sets are all non-empty, except
perhaps I1.

Recall the path Π(w,A) in QB(W ) given by (11). We divide this path into subpaths correspond-
ing to the sets Ik, and record the last element in each subpath; more precisely, for k = 0, . . . , t, we
define the sequence of Weyl group elements

wk := w
−→∏

i∈I1∪···∪Ik

rji ,

where the non-commutative product is taken in the increasing order of the indices i; in particular,
w0 := w. For k = 1, . . . , t, let σk := bwkc ∈ W J . We can now define the forward map as

(w,A) 7→ η := ((b1, b2, . . . , bt, bt+1); (σ1, . . . , σt)) .

We will verify below that the image is in QLS(λ).

The inverse map is constructed using the quantum right Deodhar lift and the related shellability
property of the quantum Bruhat graph. We begin with a quantum LS path η ∈ QLS(λ) of the
form (1). Letting w0 = w, define the lifts

(15) wk = min(σkWJ ,�wk−1
) for k = 1, . . . , t .

By Lemma 22, for each k = 1, . . . , t, there is a unique directed path from wk−1 to wk in QBbkλ
(W )

with labels in Φ+ \ Φ+
J , which are increasing with respect to the reflection order <λ. Let us

replace each label β in this path with the pair (β, bk〈λ, β∨〉), where the second component is in
{0, 1, . . . , 〈λ, β∨〉−1}, by the definition of QBbkλ

(W ). Thus, each such pair defines a λ-hyperplane.
By concatenating these paths, we obtain a directed path in QB(W ) starting at w, together with a
sequence of λ-hyperplanes. We will show that this sequence is lex-increasing, and thus it defines a
w-admissible subset.
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Proposition 28. The map A 7→ η constructed above is a bijection between A(w,Γlex(λ)) and
QLS(λ). It maps the corresponding parameters in the following way:

(16) wt(w,A) = wt(η), end(w,A) = ι(η, w), down(w,A) = ξ(η, w), −height(w,A) = degw(η).

Proof. We start by showing that the forward map is well-defined. By the definition of relative
height, the subpath of Π(w,A) from wk−1 to wk is in QBbkλ

(W ). Thus, Lemma 7 implies that
η ∈ QLS(λ). For the well-definedness of the inverse map, it suffices to prove that the constructed
sequence of λ-hyperplanes is lex-increasing. Indeed, the relative heights of the λ-hyperplanes are
the numbers bk, and hence they weakly increase by construction; on the other hand, within the
same relative height, the λ-hyperplanes increase because of the compatibility of the reflection order
<λ with the lex λ-chain (see Remark 21).

To show that the two maps are mutually inverse, the crucial fact to check is that the forward
map composed with the backward one is the identity. This follows from the uniqueness part in
Lemma 22 (1), after recalling again Remark 21. In particular, the subsequence wk ∈ W of the
original path Π(w,A) in QB(W ) is reconstructed by the inverse map via (15); furthermore, this
construction is identical with the one in (4), on which the definitions of ι(η, w), ξ(η, w), and degw(η)
are based. Thus, the last three properties in (16) follow. To be more precise, for the last one we
note that, if the relative height of the λ-hyperplane Hβj ,−lj is bk (for j ∈ A, cf. (14)), then we have

(17) (1− bk)〈λ, β∨j 〉 = 〈λ, β∨j 〉 − lj = l̃j .

Finally, the weight preservation follows via the same argument as in the proof of [39, Proposi-
tion 4.18], which extends to the present setup by [39, Remark 4.19]. Indeed, the above construction
of the map from A(w,Γlex(λ)) to QLS(λ) is completely similar to that of the map in the mentioned
proof. □

We translate the formula in Theorem 26 to the quantum alcove model via Proposition 28.

Theorem 29. Let λ be a dominant weight, Γlex(λ) the lex λ-chain, and let x = wtξ ∈ W≥0af . Then,
in KT×C∗(QG), we have

[OQG
(−w◦λ)] · [OQG(x)] =∑
A∈A(w,Γlex(λ))

∑
χ∈Par(λ)

q−height(w,A)−⟨λ,ξ⟩−|χ|ewt(w,A)[OQG(end(w,A)tξ+down(w,A)+ι(χ))] .

4.2. Chevalley formula for anti-dominant weights. We continue with the Chevalley formula
for an anti-dominant weight λ, which was derived in terms of quantum LS paths in [41, Theorem 1].

Theorem 30 ([41]). Let λ be an anti-dominant weight, and let x = wtξ ∈ W≥0af . Then, in
K ′T×C∗(QG) ⊂ KT×C∗(QG), we have

[OQG
(−w◦λ)] · [OQG(x)] =

=
∑
v∈W

∑
η∈QLS(−λ)
κ(η,v)=w

(−1)ℓ(v)−ℓ(w)q− deg(η)−⟨λ,ξ⟩e−wt(η)[OQG(vtξ+ζ(η,v))] .

We now translate this formula in terms of the quantum alcove model for the lex λ-chain Γlex(λ),
which is defined just as the reverse of the lex (−λ)-chain described in Proposition 16; note that the
alcove path corresponding to the former (ending at A◦ − λ) is just the translation by −λ of the
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alcove path corresponding to the latter (ending at A◦+λ). Given w ∈ W , we construct a bijection
A 7→ (η, v) between A(w,Γlex(λ)) and the set

QLSw(−λ) := {(η, v) | η ∈ QLS(−λ), v ∈ W, κ(η, v) = w} .

The construction of the bijection is very similar to the one above, in the dominant case, and so
we only highlight the differences. In order to construct the forward map, let A = {j1 < · · · < js} be
in A(w,Γlex(λ)). The corresponding heights are within the second range in (9), while the relative
heights hi, defined as in (14), belong to (0, 1] ∩ Q. The numbers bk are defined in the same way,
for k = 1, . . . , t + 1, as are the sets Ik, for k = 2, . . . , t + 1; all of the latter are non-empty, except
perhaps It+1. Then, for k = 1, . . . , t+ 1, we define

wk := w
−→∏

i∈I2∪···∪Ik

rji (in particular, w1 := w) ,

and the forward map as

(w,A) 7→ (η := ((b1, b2, . . . , bt, bt+1); (σ1, . . . , σt)), wt+1) , where σk := bwkc .

For the inverse map, we start with (η, v) ∈ QLSw(−λ), and construct the sequence wk, for k =
1, . . . , t+1, via the quantum left Deodhar lifts, as in (7). By Lemma 25, for each k = 1, . . . , t there
is a unique directed path from wk to wk+1 in QBbkλ

(W ) with labels |β| for β ∈ Φ− \Φ−J , which are
increasing with respect to the reflection order <∗λ. Like in the dominant case, by concatenating these
paths we obtain a directed path in QB(W ) starting at w, together with a sequence of λ-hyperplanes
(β, bk〈λ, β∨〉), where β are the above labels, and the second component is in {1, . . . , 〈λ, β∨〉}.

Proposition 31. The map A 7→ (η, v) constructed above is a bijection between A(w,Γlex(λ)) and
QLSw(−λ). It maps the corresponding parameters in the following way:

(18) wt(w,A) = −wt(η), end(w,A) = v, down(w,A) = ζ(η, v), height(w,A) = deg(η).

Proof. This proof is completely similar to that of Proposition 28, and so we highlight the minor
differences. To show that the two maps are mutually inverse, we use the uniqueness part in
Lemma 25 (1).

Another difference is concerned with proving height(w,A) = deg(η). Note first that

height(w,A) = height(w,A) ,

where A is the subset of A which corresponds to ignoring the λ-hyperplanes of relative height equal
to 1; indeed, the contribution of each such hyperplane is 0, see (13). Thus, height(w,A) is defined
based on shortest directed paths in QB(W ) from wk−1 to wk, for k = 2, . . . , t. Comparing with the
definition (3) of deg(η), where σk := bwkc, and using Lemma 5, as well as the analogue of (17), the
desired equality is proved. □

We translate the formula in Theorem 30 to the quantum alcove model via Proposition 31. We
use the notation |A| to indicate the cardinality of the set A.

Theorem 32. Let λ be an anti-dominant weight, Γlex(λ) the lex λ-chain, and let x = wtξ ∈ W≥0af .
Then, in K ′T×C∗(QG) ⊂ KT×C∗(QG), we have

[OQG
(−w◦λ)] · [OQG(x)] =∑
A∈A(w,Γlex(λ))

(−1)|A|q−height(w,A)−⟨λ,ξ⟩ewt(w,A)[OQG(end(w,A)tξ+down(w,A))] .
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4.3. Chevalley formula for arbitrary weights. We now state the Chevalley formula for an
arbitrary weight λ =

∑
i∈I λiϖi; this is the natural common generalization of Theorems 29 and

32. In order to exhibit the general formula, let Par(λ) denote the set of I-tuples of partitions

χ = (χ(i))i∈I such that χ(i) is a partition of length at most max(λi, 0).

Theorem 33. Let λ be an arbitrary weight, Γ(λ) an arbitrary reduced λ-chain, and let x = wtξ ∈
W≥0af = W ×Q∨,+. Then, in KT×C∗(QG), we have

[OQG
(−w◦λ)] · [OQG(x)] =∑

A∈A(w,Γ(λ))

∑
χ∈Par(λ)

(−1)n(A)q−height(w,A)−⟨λ,ξ⟩−|χ|ewt(w,A)[OQG(end(w,A)tξ+down(w,A)+ι(χ))] ,

where n(A), for A = {j1 < · · · < js}, is the number of negative roots in {βj1 , . . . , βjs}.

Example 34. Assume that g is of type A2, and λ = ϖ1−ϖ2. Then, Γ(λ) := (α1, −α2) is a reduced
λ-chain. Assume that w = s1 = sα1 . In this case, we see that A(s1,Γ(λ)) =

{
∅, {1}, {2}, {1, 2}

}
,

and we have the following table:

A n(A) height(s1, A) wt(s1, A) end(s1, A) down(s1, A)

∅ 0 0 s1λ s1 0
{1} 0 1 λ e α∨1
{2} 1 0 s1λ s1s2 0
{1, 2} 1 1 λ s2 α∨1

Also, we identify Par(λ) with Z≥0. Therefore, we obtain

[OQG
(−w◦λ)] · [OQG(s1tξ)] =∑

m∈Z≥0

q−⟨λ,ξ⟩−m
{
es1λ[OQG(s1tξ+mα∨

1
)]︸ ︷︷ ︸

A=∅

+ q−1eλ[OQG(tξ+α∨
1 +mα∨

1
)]︸ ︷︷ ︸

A={1}

+ (−1)es1λ[OQG(s1s2tξ+mα∨
1
)]︸ ︷︷ ︸

A={2}

+(−1)q−1eλ[OQG(s2tξ+α∨
1 +mα∨

1
)]︸ ︷︷ ︸

A={1,2}

}
.

As an immediate consequence of Theorem 33, we obtain the semi-infinite analog of the duality
formulas [36, Theorems 8.6 and 8.7], which hold in KT (QG) (not in KT×C∗(QG)). For ζ ∈ Q∨,+,
we define the following Z[P ]-linear operator (acting on the right) on KT (QG):

[OQG(x)] · tζ := [OQG(xtζ)], x ∈ Waf ;

we also consider an arbitrary (possibly, infinite) sum, with coefficients in Z[P ], of the operators tζ ,
ζ ∈ Q∨,+, which is a well-defined operator on KT (QG). Now, for an arbitrary λ ∈ P , we introduce
the following operator on KT (QG):

cvw(λ) :=
∑

A∈A(w,Γ(λ))
end(w,A)=v

(−1)n(A)ewt(w,A)tdown(w,A) for v, w ∈ W.

Then, we can express the general Chevalley formula for q = 1, that is, the general Chevalley formula
for KT (QG), as:

[OQG
(−w◦λ)] · [OQG(x)] =

∑
v∈W

[OQG(v)]

cvw(λ)
∑

χ∈Par(λ)

tξ+ι(χ)


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for an arbitrary λ ∈ P and x = wtξ ∈ W≥0af .

Corollary 35. Let λ ∈ P . For v, w ∈ W , we have the following equalities for the operators cvw(λ):

cvw(λ) = (−1)ℓ(w,v)θ(cww◦
vw◦ (w◦λ)),(19)

cvw(λ) = (−1)ℓ(w,v)η(cw◦w
w◦v (−λ)),(20)

where ℓ(w, v) denotes the length of a shortest directed path from w to v in QB(W ), while η : eµ 7→
e−w◦µ and θ : tζ 7→ t−w◦ζ for µ ∈ P and ζ ∈ Q∨,+.

Proof. Equalities (19) and (20) can be proved by arguments similar to those in the proofs of [36,
Theorems 8.6 and 8.7], respectively; in addition, we make use of the following facts about QB(W ):

• the maps w 7→ ww◦ and w 7→ w◦w are anti-automorphisms of QB(W );
• the lengths of all paths from w to v in QB(W ) have the same parity.

For the latter fact, we refer to [4, Section 6]. More precisely, by using the argument in the last
paragraph of the proof of [4, Theorem 6.4], including the related setup, we can show that any
path from w to v in QB(W ) can be transformed into the unique label-increasing one by using [4,
Lemma 6.7], combined with removing loops of length 2. The needed fact immediately follows. □

Remark 36. By combining equations (19) and (20), we obtain

cvw(−w◦λ) = θη(cw◦vw◦
w◦ww◦(λ)),

which is the semi-infinite analog of [36, Corollary 8.8]. This equality can also be explained (as in
the geometric proof of [36, Proposition 8.9]) by using the Dynkin diagram automorphism induced
by “−w◦”; see [24, Remark A.4].

5. Proof of Theorem 33

5.1. Quantum Bruhat operators at “q = 1”. Let ϑ∨ be the highest coroot for the set Φ∨

:= {α∨ | α ∈ Φ} of roots of g∨; the element ϑ∨ should not be confused with the coroot θ∨ of the
highest root θ for the set Φ of roots of g. Let h := 〈ρ, ϑ∨〉 + 1 denote the Coxeter number of g∨,

and consider the group algebra Z[P/h] ⊃ Z[P ]. We set K̃T (QG) := KT (QG) ⊗Z[P ] Z[P/h]; recall
that the T -equivariant K-group KT (QG) consists of all (possibly infinite) linear combinations of

the classes [OQG(x)], x ∈ W≥0af = W ×Q∨,+, with coefficients in Z[P ]. For a positive root β ∈ Φ+,

we define a Z[P/h]-linear operator Qβ on K̃T (QG) by:

(21) Qβ [OQG(wtξ)] :=


[OQG(wsβtξ)] if w

β−→ wsβ is a Bruhat edge in QB(W ) ,

[OQG(wsβtξ+β∨ )] if w
β−→ wsβ is a quantum edge in QB(W ) ,

0 otherwise ,

where w ∈ W and ξ ∈ Q∨,+. Also, we set Q−β := −Qβ for β ∈ Φ+. For a weight ν ∈ P , we define

(22) Xν [OQG(wtξ)] = ewν/h[OQG(wtξ)] ,

where w ∈ W and ξ ∈ Q∨,+. For i ∈ I, we define

(23) ti[OQG(x)] = [OQG(xtα∨
i
)] for x ∈ W≥0af .

The following lemma is easily shown; cf. [36, Equations (10.3)–(10.5)].

Lemma 37.
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(1) We have Q2
±β = 0 for β ∈ Φ+ \Π, where Π = {αi}i∈I is the set of simple roots. For i ∈ I,

we have Q2
±αi

= ti, QαiQ−αi = Q−αiQαi = −ti, and

(Xαi + Qαi)(X
−αi + Q−αi) = (X−αi + Q−αi)(X

αi + Qαi) = 1− ti .

(2) We have XνXµ = Xµ+ν for µ, ν ∈ P .
(3) We have QβX

ν = XsβνQβ for ν ∈ P and β ∈ Φ.

We set

(24) Rβ := Xρ(Xβ + Qβ)X
−ρ for β ∈ Φ .

Proposition 38. The family
{
Rβ | β ∈ Φ

}
satisfies the Yang-Baxter equation. Namely, if α, β ∈ Φ

satisfy 〈α, β∨〉 ≤ 0, or equivalently, 〈β, α∨〉 ≤ 0, then

(25) RαRsαβRsαsβα · · ·RsβαRβ = RβRsβα · · ·RsαsβαRsαβRα .

Proof. We set R̃β := 1 + Qβ for β ∈ Φ. It follows from [4, Corollary 4.4] that the family
{
R̃β |

β ∈ Φ+
}
satisfies the Yang-Baxter equation; to apply this corollary, in view of the Z[P ]-module

isomorphism from QKT (G/B) = KT (G/B) ⊗Z[P ] Z[P ][[Q]] onto KT (QG), explained in Section 6

below, we take a field k containing the ring Z[[Q∨,+]] = Z[[Qi | i ∈ I]] of formal power series in the

variables Qi = Qα∨
i , i ∈ I, and a k-valued multiplicative function E on Φ+ given by E(αi) := Qi

for each i ∈ I.

In order to prove that the family
{
R̃β | β ∈ Φ

}
also satisfies the Yang-Baxter equation, we make

use of the following observation. Noting that the leftmost operator (say R̃α) on the left-hand side
of the Yang-Baxter equation is identical to the rightmost operator on the right-hand side of the

equation, we multiply both sides of the Yang-Baxter equation by the operator R̃−α on the left and
on the right. If α is not a simple root (resp., α = αi for some i ∈ I), then the leftmost two operators

R̃−αR̃α on the left-hand side and the rightmost two operators R̃αR̃−α on the right-hand side are
both identical to 1 (resp., 1 − ti) by Lemma 37 (1). Here we remark that the operator 1 − ti on

KT (QG) is invertible, with its inverse (1 − ti)
−1 = 1 + ti + t2i + · · · , and commutes with R̃γ for

all γ ∈ Φ. Hence, in the case that α = αi, we can remove the operator 1 − ti from both sides of
the equation by multiplying both sides by the inverse (1 − ti)

−1. With this observation, the same

argument as for [36, Lemma 9.2] shows that the family
{
R̃β | β ∈ Φ

}
also satisfies the Yang-Baxter

equation.

Now our assertion can be proved in exactly the same as [36, Theorem 10.1]; use the commutation
relations in Lemma 37 instead of [36, Equations (10.3)–(10.5)] in the proof of [36, Theorem 10.1]. □
Remark 39. The Yang-Baxter property, as stated in Proposition 38, is a weaker version of the
similar property in [36, Definition 9.1]. Indeed, the additional requirement in the mentioned defi-
nition is that R−α = (Rα)

−1. By Lemma 37, this still holds in our case if α is not a simple root,
whereas R−α = (1− ti)(Rα)

−1 when α = αi for some i ∈ I.

Let λ ∈ P be an arbitrary weight. Recall that a reduced λ-chain Γ = (β1, . . . , βm) corresponds
to the following reduced alcove path:

(26) A◦ = A0
−β1−−→ A1

−β2−−→ · · · −βm−−−→ Am = A−λ (= A◦ − λ) .

Remark 40. Let Γ be a reduced λ-chain, and let Γ′ be an arbitrary (not necessarily reduced) λ-
chain. We deduce from the proof of [36, Lemma 9.3] that Γ can be obtained from Γ′ by a sequence
of the following two procedures (YB) and (D):

(YB) for α, β ∈ Φ such that 〈α, β∨〉 ≤ 0, or equivalently, 〈β, α∨〉 ≤ 0, one replaces a segment of
the form α, sαβ, sαsβα, . . . , sβα, β by β, sβα, . . . , sαsβα, sαβ, α ;
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(D) one deletes a segment of the form β, −β for β ∈ Φ.

5.2. Quantum Bruhat operators for generic q. For simplicity of notation, we write [OQG(x)]

as [x] for x ∈ W≥0af = W ×Q∨,+. For β ∈ Φ and k ∈ Z, we define a Z[q, q−1][P/h]-linear operator
Qβ,k on K̃T×C∗(QG) := KT×C∗(QG)⊗Z[q,q−1][P ] Z[q, q−1][P/h] as follows; recall that, by definition,
the (T × C∗)-equivariant K-group KT×C∗(QG) consists of all infinite linear combinations of the

classes [x], x ∈ W≥0af , with coefficients ax ∈ Z[q, q−1][P ] such that the sum
∑

x∈W≥0
af

|ax| of the
absolute values |ax| lies in Z≥0[P ]((q−1)):

(27) Qβ,k[utξ] =


sgn(β)[usβtξ] if u

|β|−−→ usβ is a Bruhat edge in QB(W ),

sgn(β)q− sgn(β)k[usβtξ+|β|∨ ] if u
|β|−−→ usβ is a quantum edge in QB(W ),

0 otherwise,

where u ∈ W and ξ ∈ Q∨,+. For a weight ν ∈ P , we define

(28) Xν [utξ] = euν/h[utξ],

where u ∈ W and ξ ∈ Q∨,+. The following lemma is shown in the same way as Lemma 37.

Lemma 41.

(1) We have Qβ,kQ±β,l = 0 for β ∈ Φ \ (Π ∪ (−Π)) and k, l ∈ Z, where Π = {αi}i∈I is the set
of simple roots.

(2) We have XνXµ = Xµ+ν for µ, ν ∈ P .
(3) We have Qβ,kX

ν = XsβνQβ,k for ν ∈ P , β ∈ Φ, and k ∈ Z.

We set

(29) Rβ,k := Xρ(Xβ + Qβ,k)X
−ρ for β ∈ Φ and k ∈ Z.

Let

(30) Ξ : A0
−β1−−−→ A1

−β2−−−→ · · · −βm−−−→ Am

be a sequence of adjacent alcoves (note that A0 is not necessarily identical to A◦). For an arbitrary
sequence of integers k = (k1, k2, . . . , km), we set

(31) RΞ,k := Rβm,kmRβm−1,km−1 · · ·Rβ2,k2Rβ1,k1 .

By the same argument as for [36, Proposition 14.5], we can prove the following proposition; notice
that in the proof of [36, Proposition 14.5], they use only the commutation relations corresponding to
those in Lemma 41(2),(3), together with some facts about central points of alcoves [36, Lemmas 14.1
and 14.2].

Proposition 42. Keep the notation and setting above. Then, for u ∈ W and ξ ∈ Q∨,+,

(32) RΞ,k[utξ] =
∑

A={j1,...,js}

e−uµAQβjs ,kjs
· · ·Qβj2

,kj2
Qβj1

,kj1
[utξ],

where A = {j1, . . . , js} runs over all subsets of [m] := {1, 2, . . . ,m}, and µA ∈ P is a weight
depending only on A. In particular, if A0 = A◦ and Am = A−λ for a weight λ ∈ P , then µA =
r̂j1 r̂j2 · · · r̂js(−λ) for A = {j1, . . . , js} ⊆ [m].

Definition 43. Let Ξ be as in (30), and u ∈ W . A subset A =
{
j1 < j2 < · · · < js

}
of

[m] = {1, . . . ,m} (possibly empty) is a u-admissible subset (with respect to Ξ) if there exists a
directed path of the form (11) (with w replaced by u) in the quantum Bruhat graph QB(W ); we
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define end(u,A) ∈ W in the same manner as in (11). Let A(u,Ξ) denote the collection of all
u-admissible subsets of [m].

Let Ξ be as in (30), and u ∈ W . For A ∈ A(u,Ξ), we define wt(u,A), A−, and down(u,A) (resp.,
n(A)) in exactly the same way as in Section 3.2 (resp., Theorem 33). Let k = (k1, k2, . . . , km) be
an arbitrary sequence of integers. For A =

{
j1 < j2 < · · · < js

}
∈ A(u,Ξ), we set

heightk(u,A) :=
∑
j∈A−

sgn(βj)kj .

Then the next corollary follows from Proposition 42, together with the definition of Qβ,k, and the
definitions of A(u,Ξ), n(A), heightk(u,A), end(u,A), down(u,A), wt(u,A) above.

Corollary 44. Keep the notation and setting above. Then,

(33) RΞ,k[utξ] =
∑

A∈A(u,Ξ)

(−1)n(A)q− heightk(u,A)e−uµA [end(u,A)tξ+down(u,A)];

note that if A0 = A◦ and Am = A−λ for some weight λ ∈ P (that is, if Ξ is a λ-chain), then
−uµA = wt(u,A).

Now, let α, β ∈ Φ be such that 〈α, β∨〉 ≤ 0, or equivalently, 〈β, α∨〉 ≤ 0. Let

Ξ : A0
−β1−−−→ A1

−β2−−−→ · · · −βm−−−→ Am

be a sequence of adjacent alcoves (note that A0 is not necessarily A◦) with

β1 = α, β2 = sαβ, β3 = sαsβα, . . . , βm−1 = sβα, βm = β.

Then we have a sequence of adjacent alcoves of the form:

Θ : A0 = B0
−γ1−−−→ B1

−γ2−−−→ · · · −γm−−−→ Am = Bm,

where

γ1 = β, γ2 = sβα, . . . , γm−2 = sαsβα, γm−1 = sαβ, γm = α.

Proposition 45. Let Ξ and Θ be as above. Assume that k = (k1, k2, . . . , km) and l = (l1, l2, . . . , lm)
are sequences of integers satisfying the condition that

(34)

(
m⋂
p=1

Hβp,kp

)
∩

(
m⋂
p=1

Hγp,lp

)
6= ∅.

Then the equality RΞ,k = RΘ,l holds.

In the proof of Proposition 45, we use the following.

Lemma 46. Keep the notation and setting of Proposition 45. Let A ∈ A(u,Ξ). If B ∈ A(u,Ξ)
(resp., B ∈ A(u,Θ)) satisfies down(u,A) = down(u,B), then heightk(u,A) = heightkB (u,B),
where kB := k (resp., kB := l).

Proof. If B ∈ A(u,Ξ) (resp., B ∈ A(u,Θ)), then we set βB
p := βp (resp., βB

p := γp) for 1 ≤ p ≤ m.
We have ∑

a∈A−

sgn(βp)β
∨
p =

∑
a∈A−

|βa|∨ = down(u,A) = down(u,B)

=
∑
b∈B−

|βB
b |∨ =

∑
b∈B−

sgn(βB
p )(βB

p )∨.

(35)
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Let us take an element µ in the (non-empty) intersection (34). Then we have 〈µ, β∨p 〉 = kp for

1 ≤ p ≤ m. Also, if we write kB as kB = (kB1 , k
B
2 , . . . , k

B
m), then 〈µ, (βB

p )∨〉 = kBp for 1 ≤ p ≤ m.
Therefore, we see that

heightk(u,A) =
∑
a∈A−

sgn(βa)ka =
∑
a∈A−

sgn(βa)〈µ, β∨a 〉

(35)
=

∑
b∈B−

sgn(βB
b )〈µ, (βB

b )∨〉 =
∑
b∈B−

sgn(βB
b )kBb = heightkB (u,B),

as desired. □

Proof of Proposition 45. We show that RΞ,k[utξ] = RΘ,l[utξ] for each u ∈ W and ξ ∈ Q∨,+. Fix
u ∈ W and ξ ∈ Q∨,+ arbitrarily, and write RΞ,k[utξ] and RΘ,l[utξ] as:

RΞ,k[utξ] =
∑

v∈W, ζ∈Q∨,+

av,ζ(q)[vtζ ], RΘ,l[utξ] =
∑

v∈W, ζ∈Q∨,+

bv,ζ(q)[vtζ ],

where av,ζ(q) and bv,ζ(q) are elements of Z[q, q−1][P ]; it suffices to show that av,ζ(q) = bv,ζ(q) for
all v ∈ W and ζ ∈ Q∨,+. By Corollary 44, we have for v ∈ W and ζ ∈ Q∨,+,

av,ζ(q) =
∑

A∈A(u,Ξ)
end(u,A)=v, ξ+down(u,A)=ζ

(−1)n(A)q− heightk(u,A)e−uµA ,

bv,ζ(q) =
∑

A∈A(u,Θ)
end(u,A)=v, ξ+down(u,A)=ζ

(−1)n(A)q− heightl(u,A)e−uµA .

From Lemma 46, we see that the function A 7→ heightk(u,A) is constant on the subset
{
A ∈

A(u,Ξ) | end(u,A) = v, ξ + down(u,A) = ζ
}
. Hence it follows that

(36) av,ζ(q) = qCv,ζ
∑

A∈A(u,Ξ)
end(u,A)=v, ξ+down(u,A)=ζ

(−1)n(A)e−uµA = qCv,ζav,ζ(1)

for some integer Cv,ζ ∈ Z. Similarly, we deduce that

(37) bv,ζ(q) = qDv,ζ
∑

A∈A(u,Θ)
end(u,A)=v, ξ+down(u,A)=ζ

(−1)n(A)e−uµA = qDv,ζbv,ζ(1)

for some integer Dv,ζ ∈ Z. Here we see from Proposition 38 that av,ζ(1) = bv,ζ(1); note that
the specialization of the operator Qβ,k at q = 1 is identical to Qβ given by (21), and hence the
specialization of the operator Rβ,k at q = 1 is identical to Rβ given by (24). Therefore, we find that

av,ζ(q) = 0 ⇐⇒ bv,ζ(q) = 0.

Hence it remains to show that if av,ζ(q) 6= 0, or equivalently, if bv,ζ(q) 6= 0, then Cv,ζ = Dv,ζ ; notice
that in this case, {

A ∈ A(u,Ξ) | end(u,A) = v, ξ + down(u,A) = ζ
}
6= ∅,{

A ∈ A(u,Θ) | end(u,A) = v, ξ + down(u,A) = ζ
}
6= ∅.

Also, we deduce from Lemma 46 that if A ∈ A(u,Ξ) and B ∈ A(u,Θ) satisfy down(u,A) =
down(u,B), then heightk(u,A) = heightl(u,B). From these, we obtain Cv,ζ = Dv,ζ . This completes
the proof of Proposition 45. □
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5.3. Proof of Theorem 33. Fix w ∈ W . Let λ ∈ P be an arbitrary weight, and let

(38) Γ : A◦ = A0
−β1−−−→ A1

−β2−−−→ · · · −βm−−−→ Am = A−λ

be an arbitrary (not necessarily reduced) λ-chain of roots, where A−λ = A◦−λ. Let Hβi,−li be the
common wall of Ai−1 and Ai for i = 1, 2, . . . ,m. We set

(39) l̃i := 〈λ, β∨i 〉 − li

for i = 1, 2, . . . ,m, and then l̃ := (l̃1, l̃2, . . . , l̃m); note that height(w,A) = height̃
l
(w,A) for A ∈

A(w,Γ). If we set

GΓ(w, ξ) :=∑
χ∈Par(λ)

∑
A∈A(w,Γ)

(−1)n(A)q− height(w,A)−|χ|−⟨λ, ξ⟩ewt(w,A)[end(w,A)tξ+down(w,A)+ι(χ)]
(40)

for ξ ∈ Q∨,+, then we see by Corollary 44 that

(41) GΓ(w, ξ) =
∑

χ∈Par(λ)

q−|χ|−⟨λ, ξ⟩R
Γ,̃l
[wtξ+ι(χ)].

Let Γ be as in (38). Let α, β ∈ Φ be such that 〈α, β∨〉 ≤ 0, or equivalently, 〈β, α∨〉 ≤ 0. Assume
that there exist 1 ≤ u < t ≤ m such that

(42) βu = α, βu+1 = sαβ, βu+2 = sαsβα, . . . , βt−1 = sβα, βt = β;

we set

(43) X :=
{
1, 2, . . . , u− 1

}
, Y :=

{
u, u, . . . , t− 1, t

}
, Z :=

{
t+ 1, t+ 2, . . . ,m

}
.

Let

(44) Γ′ : A◦ = B0
−γ1−−−→ B1

−γ2−−−→ · · · −γm−1−−−−−→ Bm−1
−γm−−−→ Bm = A−λ

be the λ-chain obtained by applying the procedure (YB) in Remark 40 to

(βu, βu+1, . . . , βt−1, βt)

in Γ; that is, γp = βp for all p ∈ X ∪ Z, and

(γu, γu+1, . . . , γt−1, γt) = (βt, βt−1, . . . , βu+1, βu)

= (β, sβα, . . . , sαsβα, sαβ, α).
(45)

Let Hγi,−ki be the common wall of Bi−1 and Bi for i = 1, 2, . . . ,m. We set k̃i := 〈λ, γ∨i 〉 − ki
for i = 1, 2, . . . ,m, and then k̃ := (k̃1, k̃2, . . . , k̃m); note that height(w,B) = height

k̃
(w,B) for

B ∈ A(w,Γ′).

Proposition 47. Keep the notation and setting above. Then, R
Γ,̃l

= R
Γ′,k̃

, and GΓ(w, ξ) =

GΓ′(w, ξ) for all ξ ∈ Q∨,+.

Proof. We see from (the last sentence of) [36, Lemma 5.3] that the sequences of hyperplanes Hβi,−li ,
i = 1, 2, . . . ,m, and Hγi,−ki , i = 1, 2, . . . ,m, coincide, except that the segments corresponding to
i = u, u+ 1, . . . , t− 1, t are reversed. It follows from [29, Lemma 3.5] that(

t⋂
p=u

Hβp,−lp

)
∩

(
t⋂

p=u

Hγp,−kp

)
6= ∅.
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If µ is an element of this (non-empty) intersection, then −λ− µ is an element of the intersection(
t⋂

p=u

H
βp,−l̃p

)
∩

(
t⋂

p=u

H
γp,−k̃p

)
;

in particular, this intersection is non-empty. Therefore, by applying Proposition 45 to the subprod-
ucts in R

Γ,̃l
and R

Γ′,k̃
corresponding to the subset Y of [m] (i.e., the parts changed by the procedure

(YB)), we deduce that R
Γ,̃l

= R
Γ′,k̃

. Therefore, we obtain

GΓ(w, ξ) =
∑

χ∈Par(λ)

q−|χ|−⟨λ, ξ⟩R
Γ,̃l
[wtξ+ι(χ)] =

∑
χ∈Par(λ)

q−|χ|−⟨λ, ξ⟩R
Γ′,k̃

[wtξ+ι(χ)]

= GΓ′(w, ξ),

as desired. □

Let λ ∈ P be as above. We set R
[λ]
q := R

Γ,̃l
, with Γ a reduced λ-chain and l̃ given by (39); by

Proposition 47 and Remark 40, we see that the operator R
[λ]
q does not depend on the choice of a

reduced λ-chain Γ. For simplicity of notation, we write [OQG
(ν)] as [ν] for ν ∈ P .

Theorem 48. Let x = wtξ ∈ W≥0af , with w ∈ W and ξ ∈ Q∨,+. Let λ ∈ P be an arbitrary weight,
and let Γ be an arbitrary reduced λ-chain. Then,

(46) [−w◦λ] · [x] =
∑

χ∈Par(λ)

q−|χ|−⟨λ, ξ⟩R[λ]
q [wtξ+ι(χ)].

Proof. If λ is a dominant (resp., anti-dominant) weight, then equation (46) follows from Theorem 29

(resp., Theorem 32) and (41), together with the fact that the operator R
[λ]
q does not depend on the

choice of a reduced λ-chain Γ; recall that the lex λ-chain Γlex(λ) is a reduced λ-chain.

Now, let λ ∈ P . Then, λ = λ+ + λ−, where

λ+ :=
∑
i∈I

max
(
〈λ, α∨i 〉, 0

)
ϖi, λ− :=

∑
i∈I

min
(
〈λ, α∨i 〉, 0

)
ϖi;

note that λ+ is dominant and λ− is anti-dominant. Let Γ± be reduced λ±-chains, respectively, and
write them as:

Γ+ : A◦ = A′0
−β′

1−−−→ · · ·
−β′

m′−−−−→ A′m′ = A−λ+ ,

Γ− : A◦ = A′′0
−β′′

1−−−→ · · ·
−β′′

m′′−−−−→ A′′m′′ = A−λ− ;

we have β′i ∈ Φ+ for all 1 ≤ i ≤ m′, and β′′i ∈ Φ− for all 1 ≤ i ≤ m′′. Let Hβ′
i,−l′i be the common

wall of A′i−1 and A′i for i = 1, 2, . . . ,m′, and let Hβ′′
i ,−l′′i be the common wall of A′′i−1 and A′′i for

i = 1, 2, . . . ,m′′. Let Γ0 be the concatenation of Γ+ and Γ−, that is,

Γ0 : A◦ = A0
−β1−−−→ · · ·

−βm′−−−−→ Am′︸ ︷︷ ︸
Γ+

= A−λ+

−βm′+1−−−−−→ · · · −βm−−−→ Am = A−λ︸ ︷︷ ︸
Γ− (shifted by −λ+)

,

where m = m′ +m′′, and

Ai =

{
A′i for 0 ≤ i ≤ m′,

A′′i−m′ − λ+ for m′ ≤ i ≤ m = m′ +m′′,
(47)

βi =

{
β′i for 0 ≤ i ≤ m′,

β′′i−m′ for m′ ≤ i ≤ m = m′ +m′′.
(48)
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If we denote by Hβi,−li the common wall of Ai−1 and Ai for i = 1, 2, . . . ,m, then

(49) li =

{
l′i for 0 ≤ i ≤ m′,

l′′i−m′ + 〈λ+, (β′′i−m′)∨〉 for m′ ≤ i ≤ m = m′ +m′′.

We will show that

(50) [−w◦λ] · [x] = GΓ0(w, ξ).

From Theorems 29 and 32, we see that

[−w◦λ] · [x] = [−w◦λ
−] · [−w◦λ

+] · [x](51)

=
∑

A∈A(w,Γ+)

∑
χ∈Par(λ+)

q− height(w,A)−⟨λ+, ξ⟩−|χ|ewt(w,A)[−w◦λ
−] · [end(w,A)tξ+down(w,A)+ι(χ)]

=
∑

A∈A(w,Γ+)

∑
B∈A(end(w,A),Γ−)

∑
χ∈Par(λ+)

(−1)|B|

× q− height(w,A)−⟨λ+, ξ⟩−|χ|−height(end(w,A),B)−⟨λ−, ξ+down(w,A)+ι(χ)⟩

× ewt(w,A)+wt(end(w,A),B)[end(end(w,A), B)tξ+down(w,A)+ι(χ)+down(end(w,A),B)];

note that 〈λ−, ι(χ)〉 = 0 and Par(λ+) = Par(λ). We have a natural bijection from the set
{
(A,B) |

A ∈ A(w,Γ+), B ∈ A(end(w,A),Γ−)
}
onto A(w,Γ0) given by concatenating A ∈ A(w,Γ+) with

B ∈ A(end(w,A),Γ−), which we denote by A ∗B. In addition, it is easily verified that

n(A ∗B) = |B|, down(w,A) + down(end(w,A), B) = down(w,A ∗B),

end(end(w,A), B) = end(w,A ∗B),

and

height(w,A) + height(end(w,A), B) + 〈λ−, down(w,A)〉

=
∑
j∈A−

(
〈λ+, (β′j)

∨〉 − l′j
)
−
∑
j∈B−

(
〈λ−, (β′′j )∨〉 − l′′j

)
+
∑
j∈A−

〈λ−, (β′j)∨〉

=
∑
j∈A−

(
〈λ, (β′j)∨〉 − l′j

)
−
∑
j∈B−

(
〈λ, (β′′j )∨〉 − 〈λ+, (β′′j )

∨〉 − l′′j
)

= height(w,A ∗B) by (48) and (49).

On another hand, consider the galleries γ(w,A) and γ(end(w,A), B) + wt(γ(w,A)), which are
constructed based on Γ+ and Γ−, respectively (cf. Section 3.3). By Proposition 19 (2), these
galleries can be concatenated (cf. Definition 20). Moreover, by the construction of these galleries,
we have

γ(w,A) ∗ (γ(end(w,A), B) + wt(γ(w,A))) = γ(w,A ∗B) ,

where γ(w,A ∗B) is constructed based on Γ0. By considering the weights of the two sides, and by
applying Proposition 19 (1), we derive

wt(w,A) + wt(end(w,A), B) = wt(w,A ∗B) .
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We conclude that the right-hand side of (51) is identical to GΓ0(w, ξ), as desired. Hence, by (41),
we have

(52) [−w◦λ] · [x] = GΓ0(w, ξ) =
∑

χ∈Par(λ)

q−|χ|−⟨λ, ξ⟩R
Γ0 ,̃l0

[wtξ+ι(χ)] ,

where l̃0 is given by (39) for Γ0 (see also (49)).

Now, let Γ be an arbitrary reduced λ-chain, with l̃ given by (39) for this Γ. Because the
concatenation Γ0 above of Γ+ and Γ− is a λ-chain, there exists a sequence Γ0,Γ1, . . . ,Γs = Γ of
λ-chains such that Γt is obtained from Γt−1 by applying either (YB) or (D) for each t = 1, 2, . . . , s

(see Remark 40). For t = 1, 2, . . . , s, let l̃t be given by (39) for Γt. We show that

(53) R
Γt−1 ,̃lt−1

= R
Γt ,̃lt

for all t = 1, 2, . . . , s.

If Γt is obtained from Γt−1 by applying (YB), then it follows from Proposition 47 that R
Γt−1 ,̃lt−1

=

R
Γt ,̃lt

. Assume that Γt is obtained from Γt−1 by applying (D).

Claim 48.1. For 0 ≤ u ≤ s, the λ-chain Γu does not contain both of the roots αi and −αi for any
i ∈ I.

Proof of Claim 48.1. We show this claim by induction on 0 ≤ u ≤ s. Assume that u = 0. Let
i ∈ I, and assume that 〈λ, α∨i 〉 > 0; note that 〈λ+, α∨i 〉 > 0 and 〈λ−, α∨i 〉 = 0. We see from (9)
(see also [36, Lemma 6.2]) that Γ+ contains αi, but does not contain −αi, and that Γ− contains
neither αi nor −αi. Hence the concatenation Γ0 of Γ+ and Γ− contains αi, but does not contain
−αi. Similarly, if 〈λ, α∨i 〉 < 0 (resp., = 0), then Γ0 contains −αi, but does not contain αi (resp.,
Γ0 contains neither αi nor −αi).

Assume that u > 0. If Γu is obtained from Γu−1 by applying (D), then it is obvious by our
induction hypothesis (for Γu−1) and the definition of (D) that Γu does not contain both of the
roots αi and −αi for any i ∈ I. Assume that Γu is obtained from Γu−1 by applying (YB). Then we
deduce by the definition of (YB) that the roots appearing in Γu are the same as those appearing
in Γu−1. It follows from this fact and our induction hypothesis (for Γu−1) that Γu does not contain
both of the roots αi and −αi for any i ∈ I. This proves Claim 48.1.

Now, let us show (53) in the case that Γt is obtained from Γt−1 by applying (D). In this case,
a product of the form Rβ,kR−β,k for some β ∈ Φ and k ∈ Z appears (at the part corresponding
to the part in Γt−1 deleted by (D)) in R

Γt−1 ,̃lt−1
. We deduce by Claim 48.1 that β 6∈ Π ∪ (−Π).

Hence it follows from Lemma 41 that Rβ,kR−β,k is the identity map. Therefore, we also obtain
R
Γt−1 ,̃lt−1

= R
Γt ,̃lt

in this case. Thus we have shown (53), which implies that

(54) R
Γ0 ,̃l0

= R
Γ1 ,̃l1

= · · · = R
Γs ,̃ls

= R
Γ,̃l

= R[λ]
q .

Combining (52) and (54), we obtain (46). This completes the proof of Theorem 48. □

Theorem 33 follows from Theorem 48 and (41).

6. The quantum K-theory of flag manifolds

Y.-P. Lee defined the (small) quantum K-theory of a smooth projective variety X, denoted by
QK(X) (see [26]). This is a deformation of the ordinary K-ring of X, analogous to the relation
between quantum cohomology and ordinary cohomology. The deformed product is defined in terms
of certain generalizations of Gromov-Witten invariants (i.e., the structure constants in quantum
cohomology), called quantum K-invariants of Gromov-Witten type.
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In order to describe the (small) T -equivariant quantum K-theory QKT (G/B), for the finite-
dimensional flag manifold G/B, we associate a (Novikov) variable Qk to each simple coroot α∨k , with
k ∈ I = {1, . . . , r}, and let Z[Q] := Z[Q1, . . . , Qr], Z[[Q]] := Z[[Q1, . . . , Qr]]; given ξ = d1α

∨
1 + · · · +

drα
∨
r in Q∨,+, let Qξ := Qd1

1 · · ·Qdr
r . Also, let Z[P ][Q] := Z[P ]⊗Z[Q] and Z[P ][[Q]] := Z[P ]⊗Z[[Q]],

where the group algebra Z[P ] of P was defined at the beginning of Section 4. We define QKT (G/B)
to be the Z[P ][[Q]]-module KT (G/B)⊗Z[P ] Z[P ][[Q]] (⊃ KT (G/B)⊗Z[P ] Z[P ][Q]) equipped with the
quantum multiplication, denoted by ·, where KT (G/B) denotes the ordinary T -equivariant K-
theory of G/B. The algebra QKT (G/B) has a Z[P ][[Q]]-basis given by the classes [Ow], w ∈ W , of
the structure sheaf of the (opposite) Schubert variety Xw ⊂ G/B of codimension ℓ(w).

6.1. Main results. It is proved in [16] that there exists a Z[P ]-module isomorphism fromQKT (G/B)
onto KT (QG) that respects the quantum multiplication in QKT (G/B) and the tensor product in
KT (QG). More precisely, the isomorphism respects the quantum multiplication in QKT (G/B) with
the line bundle class [OG/B(−ϖk)] and the tensor product in KT (QG) with the line bundle class
[OQG

(w◦ϖk)], for all k ∈ I; in our notation, the line bundle OG/B(−ν) over G/B for ν ∈ P denotes

the G-equivariant line bundle constructed as the quotient space G×BCν of the product space G×Cν

by the usual (free) left action of B, given by b.(g, u) := (gb−1, bu) for b ∈ B and (g, u) ∈ G × Cν ,
where Cν is the one-dimensional B-module of weight ν ∈ P . Here we remark that in order to
translate the Chevalley formula in KT (QG) for fundamental weights into the one in the quantum
K-theory of G/B, we need to consider KT (G/B) ⊗Z[P ] Z[P ][[Q]] (⊃ KT (G/B) ⊗Z[P ] Z[P ][Q]); for
example, in type Ar, the tensor product in KT (QG) with the line bundle class [OQG

(−w◦εk)] for

1 ≤ k ≤ r + 1 corresponds to the quantum multiplication with the class 1
1−Qk

[OG/B(εk)], where

εk := ϖk−ϖk−1, with ϖ0 := 0, ϖr+1 := 0, and Qr+1 := 0 (see [40, Section 5] for details). Also, note
that the isomorphism above sends each (opposite) Schubert class [Ow]Qξ (multiplied by a mono-
mial Qξ in the Novikov variables) in QKT (G/B) to the semi-infinite Schubert class [OQG(wtξ)] in

KT (QG) for w ∈ W and ξ ∈ Q∨,+; in our notation, this map sends eµ[Ow]Qξ to e−µ[OQG(wtξ)] for

w ∈ W , ξ ∈ Q∨,+, and µ ∈ P . These results and the special case that λ = −ϖk of the formula in
Theorem 32 imply the Chevalley formula for QKT (G/B), stated below. We also use the well-known
fact that [Osk ] = 1− e−ϖk [OG/B(−ϖk)] in QKT (G/B).

Theorem 49. Let k ∈ I, and fix a reduced (−ϖk)-chain Γ(−ϖk). Then, in QKT (G/B), we have
for w ∈ W ,

[Osk ] · [Ow] =(55)

= (1− ew(ϖk)−ϖk)[Ow] +
∑

A∈A(w,Γ(−ϖk))\{∅}

(−1)|A|−1Qdown(w,A)e−ϖk−wt(w,A)[Oend(w,A)] .

Remark 50. The non-equivariant version of (55) (obtained by setting all equivariant coefficients
eγ to 1) was conjecturally stated in a slightly different form as [36, Conjecture 17.1], which we now
explain. The quantum Bruhat operators defined in [4] were used. These are operators Qβ indexed
by positive roots β, which are defined on the group algebra of the Weyl group W over Z[Q]; the

action of Qβ on w ∈ W corresponds to the edge w
β−→ wsβ of QB(W ) (if we do not have this edge in

QB(W ), then we define Qβ(w) := 0). Let the reduced (−ϖk)-chain in Theorem 49 be (β1, . . . , βm),
and note that its reverse is a reduced ϖk-chain. The formula in [36, Conjecture 17.1] was expressed
via the action of the operator

1− (1−Qβm) · · · (1−Qβ1) .

By expanding the above product and acting on w, we obtain an alternating sum of Qβjs
· · ·Qβj1

(w)

for w-admissible subsets {j1 < · · · < js} in A(w,Γ(−ϖk)) \ {∅}. This gives precisely the non-
equivariant version of (55).
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Let us now turn to the type An−1 flag manifold Fln := SLn/B and its (non-equivariant) quantum
K-theory QK(Fln) = K(Fln) ⊗ Z[[Q]], where Z[[Q]] = Z[[Q1, . . . , Qn−1]]. In [30], the first author

and Maeno defined the so-called quantum Grothendieck polynomials, denoted by GQ
w for w ∈ Sn;

the quantum Grothendieck polynomial GQ
w is defined to be the image of the classical Grothendieck

polynomial Gw under the K-theoretic quantization map Q̂ for each w ∈ Sn. According to the
Monk-type multiplication formula (i.e., [30, Theorem 6.4]) for quantum Grothendieck polynomials,
whose proof is based on intricate combinatorics, these polynomials multiply precisely as stated by
(the non-equivariant version of) the quantum K-Chevalley formula (55); note that in the ordinary
non-equivariant K-theory K(Fln), the (opposite) Schubert class [Ow] is identical to the class of
the structure sheaf of the Schubert variety Xw◦w ⊂ Fln of codimension ℓ(w) for each w ∈ W = Sn.

Let us add an explanation about the coincidence between our quantum K-Chevalley formula (55)
for (opposite) Schubert classes and the Monk-type multiplication formula for quantum Grothendieck
polynomials. Note first that the order in which the transpositions are applied in [30, Theorem 6.4]
is precisely the one given by the reduced (−ϖk)-chain Γ′(−ϖk) defined in Section 6.2, i.e., the
reverse of the chain (56). Having observed this, the difference between the two formulas consists
of the fact that the former is based on the Weyl group Sn, while the latter is based on the infinite
symmetric group S∞. We address this difference below.

In view of the conjectural presentation (cf. [30, Theorem 3.10]) of QK(Fln) proposed by Kirillov

and Maeno, we consider the quotient ring Z[[Q]][x]/ÎQn ; here Z[[Q]][x] denotes Z[[Q1, . . . , Qn−1]][x1, . . . , xn],

and ÎQn is the ideal of Z[[Q]][x] generated by the specialization at Qn = 0 of the images Ên
k under

the K-theoretic quantization map Q̂ of the elementary symmetric polynomials enk , 1 ≤ k ≤ n,
where enk denotes the elementary symmetric polynomial of degree k in the variables x1, . . . , xn
(for details, see [30, Section 3]). Note that our quantum K-Chevalley formula is in terms of the
quantum Bruhat graph QB(Sn) on the n-th symmetric group Sn, while the Monk-type multipli-
cation formula is in terms of the quantum Bruhat graph QB(S∞) on the infinite symmetric group
S∞ =

⋃∞
m=1 Sm. Hence, in order to prove the coincidence between them, we need to show that if

w ∈ Sn+1 but w /∈ Sn, then the associated quantum Grothendieck polynomial GQ
w = Q̂(Gw) lies in

the (defining) ideal ÎQn for the quotient ring Z[[Q]][x]/ÎQn ; recall thatGQ
w ∈ Z[Q1, . . . , Qn][x1, . . . xn] ⊂

Z[[Q1, . . . , Qn]][x1, . . . , xn] for w ∈ Sn+1. For this purpose, it suffices to show that if w ∈ Sn+1 but

w /∈ Sn, then GQ
w = Q̂(Gw) lies in the ideal of Z[[Q1, . . . , Qn]][x1, . . . , xn] generated by the images

Ên
k = Q̂(enk), 1 ≤ k ≤ n. This can be shown by an argument which is similar to one for quantum

Schubert polynomials in the proof of [10, Lemma 5.7], but which is based on [30, Theorem 5.3]
instead of [10, Proposition 5.4] (we refer the reader to [30, Appendix B] for a proof in the torus-
equivariant case); we also use the fact that for w ∈ Sn+1 \Sn, the associated classical Grothendieck
polynomial Gw lies in the ideal In of Z[x] := Z[x1, . . . , xn] generated by the elementary symmetric
polynomials enk , 1 ≤ k ≤ n, which follows since the ordinary K-theory K(Fln) of Fln has a presen-
tation of the form Z[x]/In, and the classical Grothendieck polynomial Gw represents the (opposite)
Schubert class [Ow] in K(Fln) for each w ∈ Sn under this presentation.

We are now ready to state our main result of this paper, which settles the main conjecture (i.e.,
Conjecture 7.1) in [30].

Theorem 51. For each w ∈ Sn, the quantum Grothendieck polynomial GQ
w represents the (opposite)

Schubert class [Ow] in QK(Fln)= K(Fln)⊗ Z[[Q1, . . . , Qn−1]].

Proof of Theorem 51. We set Z[Q] = Z[Q1, . . . , Qn−1], Z[[Q]] = Z[[Q1, . . . , Qn−1]], Z[Q]loc := Z[Q][(1−
Q1)

−1, . . . , (1−Qn−1)
−1] ⊂ Z[[Q]], and Z[Q]loc[x] := Z[Q]loc[x1, . . . , xn]. Let (I

Q
n )loc denote the ideal

of Z[Q]loc[x] generated by the specialization at Qn = 0 of the Ên
k for 1 ≤ k ≤ n. We know from
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[30, Remark 3.27] that the residue classes modulo (IQn )loc of the quantum Grothendieck polynomi-

als GQ
w , w ∈ Sn, form a Z[Q]loc-basis of the quotient ring Z[Q]loc[x]/(I

Q
n )loc; we refer the reader

to [40, Appendix B] for a detailed proof of this fact in the torus-equivariant case. Hence it fol-

lows that the residue classes modulo ÎQn of the GQ
w , w ∈ Sn, form a Z[[Q]]-basis of the quotient

ring Z[[Q]][x]/ÎQn ∼= Z[[Q]] ⊗Z[Q]loc (Z[Q]loc[x]/(I
Q
n )loc). Also, we know that the (opposite) Schubert

classes [Ow], w ∈ Sn, form a Z[[Q]]-basis of QK(Fln) = K(Fln)⊗Z[[Q]]. Therefore, we can define a

Z[[Q]]-module isomorphism Φ from Z[[Q]][x]/ÎQn to QK(Fln) by: Φ(G
Q
w mod ÎQn ) = [Ow] for w ∈ Sn.

Here we consider the quotient ring Z[x]/In, where In is, as above, the ideal of Z[x] generated by
the elementary symmetric polynomials enk , 1 ≤ k ≤ n. We can easily verify by direct computation
(the well-known fact) that the quotient ring Z[x]/In is generated as an algebra over Z by the residue

classes modulo In of the classical Grothendieck polynomials Gsk = 1−
∏k

j=1(1−xj) for 1 ≤ k ≤ n−1.

Since the specialization at Q1 = · · · = Qn−1 = 0 of the quantum Grothendieck polynomial GQ
sk is

identical to the classical Grothendieck polynomial Gsk for each 1 ≤ k ≤ n−1 and the specialization

at Q1 = · · · = Qn−1 = 0 of Ên
k is enk for each 1 ≤ k ≤ n by [30, Proposition 3.22], it follows

that the specialization at Q1 = · · · = Qn−1 = 0 of the quotient ring Z[[Q]][x]/ÎQn is isomorphic

to the quotient ring Z[x]/In. Also, note that Z[[Q]][x]/ÎQn is finitely generated as a module over

Z[[Q]] since it is generated by GQ
w mod ÎQn for w ∈ Sn, as mentioned above; again we refer the

reader to [40, Appendix B] for the proof of the finite generation in the torus-equivariant case.
Therefore, we can apply Nakayama’s lemma (see [9, Corollary 4.8]) to deduce that the quotient

ring Z[[Q]][x]/ÎQn is generated as an algebra over Z[[Q]], which is a Noetherian integral domain such

that the ideal (Q1, . . . , Qn−1) is contained in the Jacobson radical, by the residue classes modulo ÎQn
of the quantum Grothendieck polynomials GQ

sk , 1 ≤ k ≤ n−1. Hence, from the coincidence between
the quantum K-Chevalley formula (obtained from formula (55)) for opposite Schubert classes in the
non-equivariant QK(Fln) and the Monk-type multiplication formula, together with the property
above, for quantum Grothendieck polynomials, we deduce that the Z[[Q]]-module isomorphism Φ

is, in fact, a Z[[Q]]-algebra isomorphism such that Φ(GQ
w mod ÎQn ) = [Ow] for all w ∈ Sn. This

completes the proof of the theorem. □

Remark 52. Instead of the complete Noetherian integral domain Z[[Q]], we can use the Noetherian
integral domain Z[Q]loc, which is a localization S−1(Z[Q]) of Z[Q] with respect to the multiplicative
set S := 1 + (Q1, . . . , Qn−1) (cf. [14, Appendix A]). We know from [2, Chapter 3, Exercise 2] that
the ideal S−1(Q1, . . . , Qn) is contained in the Jacobson radical of S−1(Z[Q]) = Z[Q]loc. Also, as

mentioned in the proof above, the residue classes modulo (IQn )loc of the quantum Grothendieck

polynomials GQ
w , w ∈ Sn, form a Z[Q]loc-basis of the quotient ring Z[Q]loc[x]/(I

Q
n )loc; in particular,

the quotient ring Z[Q]loc[x]/(I
Q
n )loc is a finitely generated module over Z[Q]loc. Thus, we can apply

Nakayama’s lemma to the quotient ring Z[Q]loc[x]/(I
Q
n )loc, and hence the same argument as in

the proof above shows that the quotient ring Z[Q]loc[x]/(I
Q
n )loc is isomorphic to the subalgebra

K(Fln) ⊗ Z[Q]loc of QK(Fln) = K(Fln) ⊗ Z[[Q]]. Here observe that by [2, Remark on page

110], the quotient ring Z[Q]loc[x]/(I
Q
n )loc can be thought of as a subalgebra of the quotient ring

Z[[Q]][x]/ÎQn ; in contrast, it is closely related to the finiteness result of Anderson-Chen-Tseng (see
[1, Proposition 9]) that K(Fln)⊗ Z[Q]loc is indeed a subalgebra of QK(Fln) = K(Fln)⊗ Z[[Q]].

Theorem 51 leads to an important application of quantum Grothendieck polynomials: computing
the structure constants in QK(Fln) with respect to the (opposite) Schubert basis. More precisely,
the computation reduces to expanding the products of these polynomials in the basis they form.
This is achieved by [30, Algorithm 3.28], which can be easily programmed; see also [30, Example 7.4].
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This application extends the similar one of Schubert polynomials, Grothendieck polynomials, and
quantum Schubert polynomials, which was the main motivation for defining these polynomials.

6.2. The type A quantum K-Chevalley coefficients. This section refers entirely to type An−1,

more precisely to QK(Fln). Given a degree d = (d1, . . . , dn−1), let Nv,d
sk,w be the coefficient of

Qd1
1 · · ·Qdn−1

n−1 [Ov] in the expansion of [Osk ] · [Ow], for k ∈ I = {1, . . . , n− 1}. Based on Theorem 49

and results in [27], we describe more explicitly the quantum K-Chevalley coefficients Nv,d
sk,w, where

the index k is fixed in this subsection. We need more background and notation.

We start by recalling an explicit description of the edges of the quantum Bruhat graph on the
Weyl group W of type An−1, namely the symmetric group Sn. The permutations w ∈ Sn are
written in one-line notation w = w(1) · · ·w(n). For simplicity, we use the same notation (i, j) with
1 ≤ i < j ≤ n for the positive root αij = εi − εj and the reflection sαij , which is the transposition
tij of i and j; in particular, we write w · (i, j) for wtij , where w ∈ Sn. We need the circular order ≺i

on [n] := {1, . . . , n} starting at i, namely i ≺i i+1 ≺i · · · ≺i n ≺i 1 ≺i · · · ≺i i− 1. It is convenient
to think of this order in terms of the numbers 1, . . . , n arranged clockwise on a circle. We make the
convention that, whenever we write a ≺ b ≺ c ≺ · · · , we refer to the circular order ≺=≺a. We also
consider the reverse circular order ≺r

i starting at i, namely i ≺r
i i−1 ≺r

i · · · ≺r
i 1 ≺r

i n ≺r
i · · · ≺r

i i+1,
and use the same conventions.

Proposition 53 ([27]). For w ∈ Sn and 1 ≤ i < j ≤ n, we have an edge w
(i,j)−→ w · (i, j) if and

only if there is no l such that i < l < j and w(i) ≺ w(l) ≺ w(j).

It is proved in [36, Corollary 15.4] that, given our fixed k ∈ I, we have the following reduced
ϖk-chain Γ(ϖk):

( (k, k + 1), (k, k + 2), . . . , (k, n) ,
(k − 1, k + 1), (k − 1, k + 2), . . . , (k − 1, n) ,

. . .
(1, k + 1), (1, k + 2), . . . , (1, n) ) .

Alternatively, we can use the following reduced ϖk-chain Γ′(ϖk):

(56)

( (k, k + 1), (k − 1, k + 1), . . . , (1, k + 1) ,
(k, k + 2), (k − 1, k + 2), . . . , (1, k + 2) ,

. . .
(k, n), (k − 1, n), . . . , (1, n) ) .

We will also need a reduced (−ϖk)-chain Γ(−ϖk), and we choose it to be just the reverse of Γ(ϖk).
Similarly, we define another reduced (−ϖk)-chain Γ′(−ϖk) as the reverse of Γ′(ϖk).

Given v, w ∈ Sn, we write v→→w whenever there is a path from v to w in QB(Sn) with edges
labeled by a subsequence of Γ(ϖk). We also write v→←w (or w←→v) whenever there is a path from w
to v in QB(Sn) with edges labeled by a subsequence of Γ(−ϖk).

We consider the following conditions on a pair (v, w) of permutations in Sn; the first two appeared
in [27, Section 4.1].

Condition A1. For any pair of indices 1 ≤ i < j ≤ k, both statements below are false:

v(i) = w(j) , v(i) ≺ w(j) ≺ w(i) .

Condition A2. For every index 1 ≤ i ≤ k, we have

w(i) = min {w(j) | i ≤ j ≤ k} ,

where the minimum is taken with respect to the circular order ≺v(i) on [n] starting at v(i).
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Condition A1′. For any pair of indices n ≥ i > j ≥ k + 1, both statements below are false:

v(i) = w(j) , v(i) ≺r w(j) ≺r w(i) .

Condition A2′. For every index n ≥ i ≥ k + 1, we have

w(i) = min {w(j) | i ≥ j ≥ k + 1} ,

where the minimum is taken with respect to the reverse circular order ≺r
v(i) on [n] starting at v(i).

It is clear that Conditions A1 and A2, respectively A1′ and A2′, are equivalent. We also consider
similar conditions obtained by swapping the orders ≺· and ≺r

· , which we label B1, B2, B1′, B2′,
respectively.

Proposition 54. We have v→→w if and only if the pair (v, w) satisfies Conditions A1 and A1′.
Moreover, the corresponding path v = v0, v1, . . . , vm = w in QB(Sn) (with edges labeled by a
subsequence of Γ(ϖk)) is unique, and we have

v0(i) � v1(i) � · · · � vm(i) for 1 ≤ i ≤ k ,

v0(i) �r v1(i) �r · · · �r vm(i) for n ≥ i ≥ k + 1 .

Proof. Given v→→w, the pair (v, w) satisfies Condition A1 by [27, Lemma 4.8 (1)]. On another
hand, the given path from v to w in QB(Sn) with edges labeled by a subsequence of Γ(ϖk) can
be transformed into a similar path with edges labeled by a subsequence of Γ′(ϖk). Indeed, by
comparing the structures of Γ(ϖk) and Γ′(ϖk), we can see that the first sequence of roots can be
transformed into the second one by repeatedly swapping successive orthogonal roots; this implies
that we can realize the mentioned transformation of paths in QB(Sn) by swapping successive
commuting transpositions. We will prove Condition A1′ based on the new path. The first part
is immediate. Now assume for contradiction that v(i) ≺r w(j) ≺r w(i) for n ≥ i > j ≥ k + 1.
Examining the sequence of transpositions that involve position i, we can see that one of them
violates the criterion in Proposition 53.

Now assume that the pair (v, w) satisfies Conditions A1 and A1′. By [27, Lemma 4.8 (2)], there
exists a unique path v = v0, v1, . . . , vm in QB(Sn) with vm(i) = w(i) for i = 1, . . . , k. Moreover,
the stated property of the entries vj(i) for a fixed i ∈ {1, . . . , k} is part of the same lemma.
Meanwhile, the case of i ∈ {k + 1, . . . , n} is proved in a similar way, by using the the path labeled
by a subsequence of Γ′(ϖk) which is obtained from the above one. Finally, based on the first part
of this proof, the pair (v, vm) satisfies Condition A1′, which further implies that vm = w. □

Remark 55. (1) Fix v ∈ W = Sn and a representative σ of a parabolic coset modulo WI\{k}. It
is easy to see that there is a unique permutation w ∈ σWI\{k} such that the pair (v, w) satisfies
Conditions A1 and A1′. Indeed, the equivalent Conditions A2 and A2′ lead to an algorithm which
suitably reorders the entries σ(1), . . . , σ(k) and σ(k + 1), . . . , σ(n), respectively. More precisely,
we iterate the construction of w(i) given by Condition A2 for i = 1, . . . , k, and the construction
given by Condition A2′ for i = n, . . . , k + 1. This reordering algorithm is explained in more detail
in [27]; see Remark 4.5 and Example 4.6 therein.

(2) Given a pair (v, w) which satisfies Conditions A1 and A1′, the construction of the unique
path from v to w in Proposition 54 is given by [27, Algorithm 4.9]; this is a greedy type algorithm.

We have the following corollary of Proposition 54.
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Corollary 56. We have v→←w if and only if the pair (v, w) satisfies Conditions B1 and B1′. More-
over, the corresponding path w = vm, vm−1, . . . , v0 = v in QB(Sn) (with edges labeled by a subse-
quence of Γ(−ϖk)) is unique, and we have

v0(i) �r v1(i) �r · · · �r vm(i) for 1 ≤ i ≤ k ,(57)

v0(i) � v1(i) � · · · � vm(i) for n ≥ i ≥ k + 1 .(58)

Proof. We use the involution on W given by w 7→ w◦ := w◦w, which maps (quantum) edges of
QB(W ) to reverse (quantum) edges with the same labels, cf. [33, Proposition 4.4.1]. Therefore, we
have v→→w if and only if v◦→←w◦. Letting i◦ := n+1−i, we have w◦(i) = w(i)◦, and we note that the
involution i 7→ i◦ on [n] maps the order ≺i to ≺r

i◦ . Therefore, Conditions A1 and A1′ correspond
to Conditions B1 and B1′ under this involution. We conclude that the statements of the corollary
are translations of those in Proposition 54. □
Remark 57. By analogy with Remark 55 (1), Conditions B2 and B2′ lead to a corresponding
reordering algorithm. Furthermore, there is an algorithm for constructing the unique path in
QB(Sn) in Corollary 56 which is completely similar to [27, Algorithm 4.9], cf. Remark 55 (2).

We are now ready to prove the main result of this section, which completely determines the

quantum K-Chevalley coefficients Nv,d
sk,w.

Theorem 58. For QK(Fln), we always have Nv,d
sk,w ∈ {0,±1}. More precisely, for every v and

parabolic coset σWI\{k} not containing v, there are unique d and w ∈ σWI\{k} (determined via the

algorithms in Remark 57 and (55), cf. also Proposition 59) such that Nv,d
sk,w = ±1 (the sign is as

in (55)). Meanwhile, if v ∈ σWI\{k}, then all the mentioned coefficients are 0.

Proof. Fix v and a parabolic coset σWI\{k}. By (55) and Corollary 56, a necessary condition to

have Nv,d
sk,w 6= 0 for w ∈ σWI\{k} is that w satisfies Conditions B1 and B1′. The unique such w in

σWI\{k} is constructed via the reordering algorithm mentioned in Remark 57. Using Corollary 56
again, we know that there is a unique w-admissible subset A ∈ A(w,Γ(−ϖk)) with end(w,A) = v;
this can be constructed via the second algorithm mentioned in Remark 57. If v ∈ σWI\{k}, then
we have w = v and A = ∅, but the corresponding term does not appear in the right-hand side of
the non-equivariant version of (55). Otherwise, the corresponding degree d = (d1, . . . , dn−1) and

the sign of Nv,d
sk,w = ±1 are calculated based on (55). □

We will now show that the degree d in Theorem 58 can be determined based on v and w only,
that is, without constructing the respective path in QB(Sn) from w to v. We use the notation | · |
to indicate the cardinality of a set.

Proposition 59. Given a pair (v, w) satisfying Conditions B1 and B1′, with v 6= w, the unique

degree d = (d1, . . . , dn−1) for which Nv,d
sk,w = ±1 is expressed as follows:

di =

{
|{j | j ≤ i, v(j) < w(j)}| if i ∈ {1, . . . , k} ,
|{j | j > i, v(j) > w(j)}| if i ∈ {k, . . . , n− 1} .

Proof. Consider i, j ∈ {1, . . . , k}. It follows from Corollary 56, and particularly (57), that at most
one of the roots (j, l) in Γ(−ϖk) (for l > k) labels a quantum edge in the corresponding path from
w to v; moreover, this happens if and only if v(j) < w(j). On the other hand, the simple root
αi = (i, i+ 1) appears in the decomposition of (j, l) if and only if j ≤ i. This gives the formula for
di with i ∈ {1, . . . , k}. The proof is completely similar for i ∈ {k, . . . , n− 1}, based on (58). □

Example 60. Consider v = 12534 in S5, k = 2, and σ = 34125 inW I\{2}. The reordering algorithm
in Remark 57 outputs w = 43215 ∈ σWI\{2}. The second algorithm mentioned in Remark 57
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determines the following path from w to v in QB(S5); its edges are labeled by a subsequence of
Γ(−ϖ2), which corresponds to an admissible subset A:

w =

4
3

2
1
5

<
(1,5)−−−→

5
3

2
1
4

>
(1,4)−−−→

1
3

2
5
4

<
(2,4)−−−→

1
5

2
3
4

>
(2,3)−−−→

1
2

5
3
4

= v .

Thus, we have down(w,A) = (1, 4)+(2, 3), and hence d = (1, 2, 1, 0); in fact, it is easier to determine

d based on Proposition 59. Finally, we have Nv,d
s2,w = −1.

Remark 61. Analogous results to Proposition 54 and the algorithms in Remark 55 were given for
type C in [27], and for types B, D in [38]; they were used in connection with affine crystals and
Macdonald polynomials. In addition, they can be used to obtain more explicit information about
the quantum K-Chevalley coefficients in the respective types, by analogy with the above approach
in type A.

6.3. Minimum and maximum degrees in type A. Given the expansion of a product of two
Schubert classes in quantum cohomology, there is interest in the following questions: are there
minimum and maximum degrees, and do the degrees form intervals? These facts were proved to
be true for type A Grassmannians, where there is a single quantum variable Q (see [44]). For a
partial flag manifold G/P , only the existence of a minimum power is known, which was proved to
be the smallest degree of a rational curve between general translates of the corresponding Schubert
varieties [6]. Below we address these questions for the expansion of [Osk ] · [Ow] in QK(Fln), for a
fixed k ∈ I = {1, . . . , n− 1}.

We use the notation above; in particular, recall that v · (i, j) stands for vtij , where v ∈ Sn.
We consider the set of roots in Γ(−ϖk), for which we use the same notation, and we denote the
corresponding linear order by <; in other words, we have (1, n) < · · · < (1, k + 1) < · · · < (k, n) <
· · · < (k, k+1). We also consider the following partial order on these roots: (a, b) � (c, d) whenever
c ≤ a ≤ k < b ≤ d; if c < a ≤ k < b < d, then we write (a, b) Î (c, d).

Given a permutation v ∈ Sn, we define

Γv := {(i, j) ∈ Γ(−ϖk) | v
(i,j)−−→ v · (i, j) is a quantum edge} .

For A ⊆ Γ(−ϖk), we write ΓA
v := Γv ∩A. In particular, if

A = {(i, j) ∈ Γ(−ϖk) | (i, j) > (a, b)} , B = {(i, j) ∈ Γ(−ϖk) | (i, j) Î (c, d)} ,
then we write

Γ>(a,b)
v := ΓA

v , ΓÎ(c,d)
v := ΓB

v , Γ>(a,b),Î(c,d)
v = ΓA,Î(c,d)

v := ΓA∩B
v .

We use implicitly the quantum Bruhat graph criterion in Proposition 53.

Lemma 62. The sets of roots Γv and Γ
Î(c,d)
v have maxima and minima with respect to the partial

order �.

Proof. Due to the structure of Γ(−ϖk), it suffices to show that, if (p, q) and (r, s) belong to Γv or

Γ
Î(c,d)
v , where p < r ≤ k < q < s, then so do (p, s) and (r, q). We have v(p) > v(r) > v(q) > v(s),

which implies the mentioned statement. □

We fix w ∈ Sn, and use Lemma 62 in the following constructions based on Γw, which is assumed
to be non-empty. Define the sequence of roots (p1, q1), . . . , (pL, qL) recursively by

(59) (p1, q1) := max⪯Γw , (pl+1, ql+1) := max⪯Γ
Î(pl,ql)
w ,
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for l = 1, . . . , L− 1, where Γ
Î(pL,qL)
w = ∅. Also, let (r, s) := min⪯Γw. For 1 ≤ i < j ≤ n, let

d(i, j) := (0, . . . , 0︸ ︷︷ ︸
i−1 times

, 1, . . . , 1︸ ︷︷ ︸
j−i times

, 0, . . . , 0︸ ︷︷ ︸
n−j times

)

be the degree corresponding to the root αij .

We consider the non-zero degrees d = (d1, . . . , dn−1) which occur in the expansion of [Osk ] · [Ow],

i.e., for which Nv,d
sk,w 6= 0 for some v ∈ Sn. We assume that Γw 6= ∅, because otherwise there are no

non-zero degrees. The following is the main result about the mentioned degrees.

Theorem 63. Among the considered degrees, there is a maximum and a minimum one, with respect
to the componentwise order. They are

d(p1, q1) + · · ·+ d(pL, qL) and d(r, s) ,

respectively.

Example 64. Consider n = 4, w = 4321, and k = 2. We have Γw = {(1, 3), (1, 4), (2, 3), (2, 4)} =
Γ(−ϖk). Thus, by Theorem 63, the maximum and minimum degrees are (1, 2, 1) and (0, 1, 0),
respectively.

Remark 65. (1) In quantum cohomology, the minimum degree in the corresponding Chevalley
formula [12] is the same as in quantum K-theory, while the maximum degree is d(p1, q1), cf.
Theorem 63.

(2) The non-zero degrees which occur in the expansion of [Osk ] · [Ow] generally do not form an
interval (between the minimum and the maximum one). Indeed, continuing Example 64, it is easy
to see that (0, 2, 0) is not a degree in the corresponding expansion.

To prove Theorem 63, we need the following lemmas.

Lemma 66. Consider an edge v
(i,j)−−→ v · (i, j) in QB(Sn) labeled by (i, j) ∈ Γ(−ϖk), and the subset

A of the roots in Γ(−ϖk) occurring after some root α ≥ (i, j). Then we have

ΓA
v·(i,j) ⊆ ΓA,Î(i,j)

v or ΓA
v·(i,j) ⊆ ΓA

v ,

depending on the edge labeled (i, j) being or not being a quantum edge, respectively.

Proof. Let (a, b) ∈ ΓA
v·(i,j). If (a, b) Î (i, j), then the statement is obvious, and so we are left with

the cases i = a < b < j or i < a < j ≤ b. Assume first that v
(i,j)−−→ v · (i, j) is a quantum edge. The

case i = a < b < j is easily ruled out, because it would imply v(i) > v(j) > v(b), which contradicts
the quantum property of the edge labeled by (i, j). Similarly for the case i < a < j = b, and
so we are left with the case i < a < j < b. But then the same quantum edge property implies
v(i) > v(a) > v(j), which makes it impossible to have (a, b) ∈ Γv·(i,j); so this case is ruled out, too.

We now assume that v
(i,j)−−→ v · (i, j) is a cover of the Bruhat order. This means that there

is no entry with value between v(i) and v(j) among v(i + 1), . . . , v(j − 1); we will use this fact
implicitly below. We again start with the case i = a < b < j. We must have v(b) < v(i) < v(j),
which in turn implies (a, b) ∈ Γv. Similarly for the case i < a < j = b, and so we are left with
the case i < a < j < b. The fact that (a, b) ∈ Γv·(i,j) implies v(b) < v(i) < v(j) < v(a), and then
(a, b) ∈ Γv. □
Lemma 67. Assume that we have a path in QB(Sn) starting at w with edges labeled by roots
(i1, j1) < · · · < (il, jl) in Γ(−ϖk), in this order. Then we have

Γ
>(il,jl)
w·(i1,j1)···(il,jl) ⊆ Γ>(il,jl),Î(is,js)

w or Γ
>(il,jl)
w·(i1,j1)···(il,jl) ⊆ Γ>(il,jl)

w ,
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depending on the path containing or not containing a quantum step, respectively, where in the first
case (is, js) is the label of the last quantum step.

Proof. We iterate the result in Lemma 66. □

Proof of Theorem 63. By (55), the terms in the expansion of [Osk ] · [Ow] are indexed by paths in
QB(Sn) starting at w with edges labeled by roots in Γ(−ϖk), in the corresponding order <. Fix
such a path, and let (p′1, q

′
1) < · · · < (p′m, q′m) be the labels of its quantum steps; then the degree

corresponding to this path is d(p′1, q
′
1) + · · ·+ d(p′m, q′m).

By Lemma 67, all (p′i, q
′
i) are in Γw, and we have (p′m, q′m) Î · · · Î (p′2, q

′
2) Î (p′1, q

′
1). By the

construction (59), we have (p′1, q
′
1) � (p1, q1). Combining the above facts, we have (p′2, q

′
2) Î (p1, q1),

and by invoking again (59), we derive (p′2, q
′
2) � (p2, q2). Continuing in the same way, we deduce

m ≤ L, and (p′i, q
′
i) � (pi, qi) for all i = 1, . . . ,m.

On another hand, it is easy to see that the path starting at w with labels (p1, q1), . . . , (pL, qL),
in this order, is indeed a path in QB(Sn) whose steps are all quantum ones; note that (pL, qL) Î

· · · Î (p2, q2) Î (p1, q1). This concludes the proof related to the maximum degree. The statement
about the minimum degree is immediate based on the corresponding construction. □
Corollary 68. Among the terms in the quantum K-Chevalley formulas for the expansion of [Osk ] ·
[Ow], where k ∈ I is fixed and w ∈ W , there is a maximum degree (with respect to the componentwise
order), namely

dmax = (1, 2, . . . , k − 1, k, . . . , k,︸ ︷︷ ︸
n+1−2k times

k − 1, . . . , 2, 1) ,

where k := min(k, n − k). The maximum is attained (among other instances) for any w, v with
w(i) = n + 1 − i and v(i) = i for i ≤ k or i > n − k, while v(i) = w(i) for k < i ≤ n − k. The
maximum total degree is k(n− k).

Proof. If w, v are as stated, then there is a path in QB(Sn) from w to v consisting only of quantum
edges, which are labeled by (1, n), . . . , (k, n + 1 − k). On another hand, in the construction (59)
corresponding to the quantum K-Chevalley formula for [Osk ] · [Ow], it is clear that we have L ≤ k
and (p1, q1) � (1, n), . . . , (pL, qL) � (L, n+ 1− L). This implies the stated result. □
Remark 69. The maximum total degree in Corollary 68 is equal to the (complex) dimension of the
Grassmannian consisting of the k-dimensional subspaces in Cn, that is, the length of the maximum
element in W I\{k}.
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