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Abstract—In this study, we propose a non-coherent over-the-
air computation scheme to calculate the majority vote (MV)
reliably in fading channels. The proposed approach relies on
modulating the amplitude of the elements of complementary
sequences based on the sign of the parameters to be aggregated.
Since it does not use channel state information at the nodes,
it is compatible with time-varying channels. To demonstrate
the efficacy of our method, we employ it in a scenario where
an unmanned aerial vehicle is guided by distributed sensors,
relying on the MV computed using our proposed scheme. We
show that the proposed scheme notably reduces the computation
error rate with a longer sequence length in fading channels
while maintaining the peak-to-mean-envelope power ratio of the
transmitted orthogonal frequency division multiplexing signals
to be less than or equal to 3 dB.

Index Terms—Complementary sequences, OFDM, over-the-
air computation, power amplifier non-linearity.

I. INTRODUCTION

Multi-user interference is often considered an undesired
phenomenon for communication systems as it can degrade
the link performance. In contrast, the same underlying phe-
nomenon, i.e., the signal superposition property of wireless
multiple-access channels, can be very useful in the compu-
tation of special mathematical functions by harnessing the
additive nature of the wireless channel. The gain obtained
with over-the-air computation (OAC) is that the resource
usage can be reduced to a one-time cost, which otherwise
scales with the number of devices [2]-[4]. Hence, OAC can
benefit applications by reducing the latency when a large
number of nodes participate in computation over limited
resources. Nevertheless, the transmitted signals for OAC are
perturbed by noise and distorted by fading and hardware
impairments such as power amplifier (PA) non-linearity and
synchronization errors. To address these issues, in this work,
we propose a non-coherent OAC method for majority vote
(MV) computation with complementary sequences (CSs) [5].
We demonstrate its efficacy for an unmanned aerial vehicle
(UAV) waypoint flight control scenario, where a UAV is
guided by many distributed sensors harnessing the multi-user
interference to use the limited wireless resources as efficiently
as possible.
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A. Related Work and Challenges

1) Over-the-air computation: The idea of function com-
putation over a multiple-access channel (MAC) was first
thoroughly analyzed in Bobak’s pioneering work in [6]. In
[7] and [8], Goldenbaum shows that OAC can be utilized to
compute a family of functions, i.e., nomographic functions,
including arithmetic mean, norm, polynomial function, maxi-
mum, and MV. OAC has recently gained momentum with an
increased number of applications where the ultimate purpose
of communications is computation. For example, the authors
in [9]-[12] implement federated learning (FL) [13] over a
wireless network, where OAC is used for aggregating a large
number of gradients or model parameters of the edge devices
at an edge server efficiently. Similarly, OAC is considered
for split learning in [14] to aggregate smashed data, i.e., the
outputs of a neural network. We refer the readers to [2]-
[4], [15], and [16] and the references therein for OAC and its
exciting applications, such as distributed localization, wireless
data centers, and wireless control systems.

The primary challenge of computing functions via signal
superposition is that the receiver observes the superposition
of the signals distorted by the wireless channels between
the receiver and transmitters. To address this issue, a large
number of studies adopt pre-equalization techniques, where
the parameters desired to be aggregated are distorted with the
reciprocals of the channel coefficients before the transmission
so that a coherent superposition is achieved at the receiver
[11], [12], [17], [18]. This approach can provide excellent
results when the phase synchronization among the devices
can be maintained. Furthermore, as the effective channel
corresponds to an additive white Gaussian noise (AWGN)
channel, the reliability of OAC can be improved further with
lattice codes [6], [8], [19], [20]. However, in practice, it
is very difficult to maintain the phase synchronization as
the phase response of the composite wireless channel (i.e.,
including the responses of the transmitter and receiver) is a
strong function of mobility and hardware impairments such
as clock errors, residual carrier frequency offset (CFO), and
time-synchronization errors. For instance, a single sample
deviation can cause large phase rotations in the frequency
domain [21] and only a +15-degree phase mismatch across
the transmitters can degrade the OAC performance dramat-
ically [20, Fig. 4]. In [22], it is shown that non-stationary
channel conditions in a UAV network can severely deteriorate
the coherent signal superposition. In [23] and [24], a more



practical scheme where the transmitters are blind (i.e., no
channel state information (CSI) at the transmitters) while
the receiver has an estimate of the aggregated CSI (i.e., the
sum of fading coefficients across the links) is considered.
It is shown that using a large number of antennas at the
receiver can mitigate the interference components arising due
to the inner product operation to estimate the superposed
values. However, this approach may not be viable when the
computing node has limited space and battery life. To over-
come the phase synchronization bottleneck, another approach
is to use non-coherent OAC at the expense of sacrificing
more resources. For instance, two orthogonal resources are
allocated to compute an MV function in [10] and [25]
by exploiting the energy accumulation via modulation tech-
niques such as frequency-shift keying (FSK), pulse-position
modulation (PPM), and chirp-shift keying (CSK). In [26],
the authors demonstrate this approach in practice by using
five Adalm Pluto software-defined radios (SDRs) to train
a neural network without phase synchronization across the
transmitters. Similarly, in [27], orthogonal resources are used
for negative- and positive-valued aggregation with FSK and
CSK. By using more resources along with a decomposition
relying on a balanced number system, a quantized OAC
is investigated in [28]. The aforementioned non-coherent
techniques exploit type-function, i.e., frequency histogram,
by defining discrete classes to compute functions such as
arithmetic mean, maximum, minimum, and median [29], [30].
In [31] and [32], random unimodular sequences are proposed
to be utilized at the devices. In this method, a transmitter
modulates the energy of the sequence with the parameter to
be aggregated. At the receiver, the energy of the received
superposed sequence is calculated for continuous-valued OAC
at the expense of interference components. A proof of concept
demonstration regarding Goldenbaum’s approach is provided
in [33]. Nevertheless, achieving reliable computation with a
non-coherent OAC technique in a fading channel is still an
unsolved issue in the literature.

The second challenge for reliable computation arises be-
cause the received signal powers of the nodes need to be
similar, if not identical. If a transmitted signal for OAC
has a large peak-to-mean envelope power ratio (PMEPR),
it can result in a reduced cell size due to the power back-
off or a higher adjacent channel interference due to the PA
saturation [25]. The adjacent channel interference can also
increase further due to the simultaneous transmissions from
many nodes participating in OAC. In the literature, few OAC
schemes are analyzed from the perspective of PMEPR. To
reduce PMEPR, chirps and single-carrier (SC) waveforms are
used in [25] and [34], respectively. It is well-known that the
PMEPR of the orthogonal frequency division multiplexing
(OFDM) signals using CSs is less than or equal to 3 dB while
achieving some coding gain [35]. However, to the best of our
knowledge, CSs have not been utilized for reliable OAC while
reducing the dynamic range of the transmitted OFDM signals.

2) Wireless Control Systems: Suppose a control unit needs
to receive feedback from a larger number of sensors over
wireless links for a control application. In this scenario,
without OAC, orthogonal wireless resources must be allocated

to the sensors to receive sensory data, and the control unit
must wait for the acquisition to be completed to perform
the desired computation. As a result, the latency (or resource
consumption) increases linearly with the number of sensors,
which can cause an unstable system response or a slower
system. To address this issue, the stability of a dynamic
plant is investigated under limited wireless resources in [34],
and OAC is exploited to compute the feedback from a large
number of distributed sensors as quickly as possible to ensure
the stability of a dynamic plant. In [36], a general state-
space model of a discrete-time linear time-invariant system
is proposed to be computed with OAC. In [37], OAC is
utilized to achieve mean consensus for a vehicle platoon-
ing application. It is shown that all vehicles converge to a
specific value proportional to the average position without
using an orthogonal multiplexing technique. With the same
motivation for reducing the latency, in this work, we consider
a scenario where a UAV receives feedback from distributed
erroneous sensors to infer its flying direction as quickly as
possible so that it can fly stably. To our knowledge, the UAV
waypoint flight control scenario has not been investigated in
the literature by taking OAC into account. It is also worth
mentioning that OAC is investigated in specific scenarios that
involve UAVs. For instance, in [38], the UAVs compute the
arithmetic mean of ground sensor readings with OAC. In [39],
UAV trajectories are optimized based on the locations of the
sensors. However, the purpose of OAC is not wireless control
in these papers.

B. Contributions

In this study, we focus on computing MVs reliably in fading
channels. Our contributions can be listed as follows:

« We propose a new non-coherent OAC scheme based
on CSs [40] to improve the robustness of computation
against fading channels while limiting the dynamic range
of transmitted signals to mitigate the distortion due
to hardware non-linearity. Since the proposed approach
does not rely on the availability of CSI at the transmitters
and receiver, it also provides robustness against time-
varying channels and time-synchronization errors.

« By extending our preliminary work in [1], we rigorously
analyze the computation error rate (CER) of the proposed
OAC scheme. We derive the CER in Corollary 2 and
Corollary 3 based on Lemma 2.

« We demonstrate the applicability of the proposed method
to a UAV flight control scenario based on MV computa-
tion. We provide the corresponding convergence analysis
and show that the proposed approach is globally uni-
formly ultimately bounded in mean square in Theorem 3.

o We support our findings with comprehensive simulations.
We also generate numerical results based on Golden-
baum’s OAC scheme in [31] to provide a comparative
analysis.

Organization: The rest of the paper is organized as follows.
Section II provides the notation and preliminary discussions
used in the rest of the sections. In Section III, the pro-
posed OAC scheme is discussed in detail. In Section IV,



TABLE I
NOTATION SUMMARY.

Notation | Meaning of the notation

C The sets of complex numbers

R The sets of real numbers

Ly The sets of integers modulo H

7% The set of m-dimensional integers where each element is in
Zg

E[] The expectation of its argument over all random variables

CN(0,0?) A zero-mean symmetric complex Gaussian distribution with
variance o

Ulap) The uniform distribution with the support between a and b

D (1) The cumulative distribution function (CDF) of the standard
normal distribution

F, (a;b) The CDF of a random variable x evaluated at a for a given
parameter b

»(t) The characteristic function of a random variable x, i.e.,

Pr(A;x) The probability of the event A with a parameter

Pr(A|B) The conditional probability of an event A given the event B

17 A vector of length L, where its elements are only 1

0y, A vector of length L, where its elements are only 0

(ai)iL;Ol A sequence of length L, i.e., a = (ag,a1,...,a5-1)

z* The complex conjugate of z € C

max{a, b} The maximum element of (a, b)

sign (+) The signum function

[-] The floor function

[ The ceiling function

f:7Z5" — R | A pseudo-Boolean function

e Euler’s constant

i V1

we theoretically analyze the CER of the proposed scheme.
In Section V, the convergence of the UAV waypoint flight
control is discussed. In Section VI, we assess the proposed
scheme numerically. We conclude the paper in Section VII. A
summary of the notation used throughout the paper is given
in TABLE 1.

II. SYSTEM MODEL

Consider a scenario where a UAV flies from one
point of interest (cj1,c¢i2,¢i3) to another point of interest
(¢o,1,C,2,¢,3). Suppose that the UAV cannot localize its
location in the room. However, it can receive feedback from
K > 1 sensors' deployed in the room about the velocity of
the UAV on the -, y-, and z-axis for every T\,pdate Seconds.
Based on the feedback from the sensors, the UAV updates its
position at the ¢th round for the x-, y-, and z-axis, denoted

by cgg), cy), and cy), respectively, as

Cl(£+1) = cl(é) - Tupdateulu) ) (1)

where

(0) maX{Mgl(z)7 —Ulimit } gl(e) <0

! mln{Mgl( 2 , Wlimic } gl( 2 >0

for ¥ 2 ¢, VI € {1,2,3}. In (1) and (2), u!” is the
velocity at the ¢th round for the Ith coordinate, wjjy,; > 0 is

ITo localize the UAVs, the sensors can rely on computer vision techniques
and use wide-angle cameras. For example, the sensor can exploit the changes
in the features of the environment by comparing them with those previously
created 3-D maps or use stereo vision capture and depth maps, as discussed
in [41] and [42].

the maximum velocity of the UAV, u > 0 is the update rate,

gl(z) is the velocity-update strategy given by
T
= & — co, Cont. (ideal)
k=1
K
gl(@ — { sign Z sign (a}f} — ct,l) , MV (ideal)
k=1 N ————

' MV (OAC)
3)

where éffg = cl(é) + eff% is an estimate of the [th coordinate

of the UAV position at the kth sensor, E,(f% is the kth sensor’s
vote for the [th coordinate, e,(fg is a zero-mean Gaussian

variable with the variance o2, and wl(l) and uil(z) denote

the MV computed under perfect communications and the
MYV obtained with the proposed scheme (i.e., (14)) for the
lth coordinate, respectively. We use the term ideal to imply
perfect communication between the sensors and the UAV.

In (3), the UAV averages the sensors’ outputs to decide
which direction to fly for the continuous case. In the MV
cases, such averaging is not possible. Instead, the UAV goes in
the direction (with the length £473,4atc) On each coordinate
based on the majority of the sensors’ output. Note that an MV-
based update was previously investigated in machine learning
literature, showing that an MV-based update is related to an
update based on the sign of the median value [43]. Finally, we
note that the model can be more sophisticated than the one
in (1) and take other dynamics, such as UAV imperfections,
into account [44]. Since our paper focuses on OAC, we use
(1) as a baseline control model to assess the proposed OAC
scheme.

A. Complementary Sequences

Let a = (a;)L5' 2 (ao,a1,...,ar_1) be a sequence of

length L for a; € C and ar,_1 # 0. We associate the sequence
a with the polynomial A(z2) = a1zt +ap_ 028724+
ap in indeterminate z. The aperiodic auto-correlation function
(AACEF) of the sequence a given by

Y ataig, 0<k<L—1
S g, ~L+1<k<0. &
0, otherwise

Pa(k) £

If pa(k) + pp(k) = 0 holds for k # 0, the sequences a and
b are referred to as CSs [5]. It can be shown the PMEPR of
an OFDM symbol constructed based on a CS is less than or
equal to 3 dB [35].

Let f(x) be a map from ZI = {x £
(1‘1,372, . ,xm)|ij S ZQ} to R as f Zén — R,
i.e., a pseudo-Boolean function. A family of CSs can be
obtained by using pseudo-Boolean functions as follows:



Theorem 1 ([40]). Let w = (m,)0"_; be a permutation of

{1,2,...,m}. Forany Hym € Z™, ay,a0 € R, and by, by €
Zy forn € {1,2,...,m}, let
Zanym +ao , )

n=1

5 Z xﬂ'nxﬂ”JA + Z bnxﬂ’n + bO ) (6)
n=1 n=1

where Y. is (Tr, +Tx, )2 and T, forn < mandn =m,
respectively. Then, the sequence t = (to,...,tr,—1), where its
associated polynomial is given by

::

T(z) = Z ot (@) I FF fi(x) Li(x) , (7)
~—
Veréﬂ ti(x)

is a CS of length L = 2™, where i(x) = Doy 2™ i, ie.,
a decimal representation of the binary number constructed
using all elements in the sequence Xx.

Theorem 1 shows that the functions that determine the
amplitude and the phase of the elements of the CS ¢ (i.e.,
fi(x) and fi(x)) and Reed-Muller (RM) codes have similar
structures. The function fi(x) is in the form of the cosets
of the first-order RM code within the second-order RM code
[35]. Notice that the mapping between {(yi,...,ym)} and
{(z1,...,2m)} is bijective and results in a Gray code when
the elements of the set {(z1,...,2,,)} are ordered lexico-
graphically [40]. Hence, the function f,(x) is also similar to
the first-order RM code, except that the operations occur in
R. We refer the readers to [45] for various representations of
CSs and their properties.

B. Signal Model and Wireless Channel

We assume that the sensors and the UAV are equipped
with a single antenna. Let t,(f) = (t,%,...,tg)Lfl) be a
CS of length L transmitted from the kth sensor over an
OFDM symbol by mapping its elements to a set of contiguous
subcarriers. Assuming that all sensors access the wireless
channel simultaneously and the cyclic prefix (CP) duration
is larger than the sum of the maximum time-synchronization
error and the maximum-excess delay of the channel, we
can express the polgfnomlal representation of the received
sequence r*) = Tg) 1) at the UAV after the signal
superposition as

Z(th Pktkﬁwl) . ®

=0

{8

where hyp,; ~ CMN(0,1) is the Rayleigh fading channel
coefficient between the UAV and the kth sensor for the
ith element of the sequence unless otherwise stated, P, is
the average transmit power, and w; ~ CN(0 is the
AWGN.

We assume that the average received signal powers of
the sensors at the UAV are aligned with a power control
mechanism. This assumption is weak as the impact of the

’ n01se)

large-scale channel model on the average received signal
power can be tracked well with the state-of-the-art closed-
loop power control loops by using control channels such as
physical uplink control channel (PUCCH) or physical random
access channel (PRACH) in 3GPP Fifth Generation (5G) New
Radio (NR) [46]. As a result, the relative positions of the
sensors to the UAV do not change our analyses. Note that a
similar assumption is also made in [11], [12], [24], where the
time-variation in the channel is captured by the realizations
of hy; in (8). In this study, without loss of generality, we
set P, Vk, to 1 Watt and calculate the signal to-noise ratio
(SNR) of a sensor at the UAV as SNR = 1/02

noise*

C. Problem Statement

Suppose that the fading coefficient hy ; is not available at
the kth sensor and the UAV due to synchronization impair-
ments, reciprocity calibration errors, or mobility. Under this
constralnt the main objective of the UAV is to compute the
MV wl Vl by exploiting the signal superposition property
of the multlple access channels. Our main goal is to obtain
a scheme that computes the MVs with a low probability of
incorrect detection without using the fading coefficients at the
sensors and the UAV, while the PMEPR of the transmitted
signal is guaranteed to be less than a certain value. Although
the CSs generated with Theorem 1 can address the latter
challenge by keeping the PMEPR of transmitted OFDM
signals at most 3 dB, it is not trivial to use them for OAC. In
the following section, we show that Theorem 1 can be utilized
to construct an OAC scheme to compute MVs without using
the CSI at the sensors and the UAV.

III. PROPOSED SCHEME

Given the number of parameters that can be chosen inde-
pendently in Theorem 1, we consider m MV computations.

Let vﬁc) be the vector of m votes of the kth sensor, i.e.,
(v,(f)l,.. v,(fzn) for U,le € {-1,0,1}, Vn. If v,(le = 0,

ie., an absentee vote, the kth sensor does not participate
in the nth MV computation. Note that the absentee votes
have previously been shown to be useful for addressing
data heterogeneity for wireless federated learning along with
OAC [10]. In particular, to address the scenario discussed
in Section II, we set v,(fZL = E,(le for n = {1,2,3} and
v,(le = 0 for n € {4,5,...,m} without loss of generality,
unless otherwise stated.

The proposed scheme modulates the amplitude of the
elements of the CS via f;(x) as a function of the votes
v,(f) at the kth sensor. To this end, based on Theorem 1,
let us denote the functions used at the kth sensor as f,r k(%)

and f; »(x), and their parameters as {a,(fz), a,(f)l, . ak m} and

{b,gg),bgf)l,.. bgf)m} respectively. To synthesize the trans-

0

mitted sequence ¢’ of length L = 2™, we use a fixed

permutation 7v and map v( ) to a(e) as

_57 Ul(le =-1
o) =do, W =0 , v, )
+£7 vl(fZ) = +]‘



TABLE II
AN EXAMPLE OF ENCODED CSS BASED ON VOTES FOR m = 3.
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k k, k
(0,0,0) 1 1 1 —1 1 1 —1 1
(1,0,0) 0 V2 | V2 0 0 V2 | =2 0
(1,1,0) 0 0 2 0 0 2 0 0
(1,1,1) 0 0 0 0 0 2V2 0 0
(1,1,-1) | o0 0 | 2v2 0 0 0 0 0
(1,-1,0) 0 2 0 0 0 0 -2 0
(=1,0,0) | V2 | © 0 V2 | V2 0 0 V2

where £ > 0 is a scaling parameter. To ensure that the squared
Cy-norm of the CS £ is 2™, ie., [|1]2 = 2™, we choose

()
ajo as

m 0
0 1 1+4e"%n eza’» n
a! -3 E (10)
=1

(€ )

To derive (10) notice that a,; scales 2m~1 elements of the

)

CS by e in (5) for n > O. Therefore, ||t €)||2 is scaled
®

by (1+e?*n)/2. By considering a,(f)l, a,(ffn, the total

scaling can be calculated as § = H:?:l (1+ eQa’«m/)/Q. Thus,
®

e?®:0 = 1/§ must hold for ||t ||§ = 2™, which results in

(10).
With (9) and (10), if 11 7& 0 for & — oo, one half of
(&)

elements (i.e., the ones for y,rn = 0) of the CS ¢}, are set to
0 while the other half (i.e., the ones for y,, = 1) are scaled
by a factor of v/2 and the sign of v,(le determines which half

©

is amplified. For Vpop = 0, the halves are not scaled.

Example 1. Let 7 = (3,2,1), H = 2, m = 3, b}y =

Vn. Hence, the indices of the scaled elements are con-
trolled by y1 = x1, y2 = (21 + 22)2, and y3 = (22 +
x3)2 when (z1,x9,x3) is listed in lexicographic order, i.e.,
(0,0,0),(0,0,1),...,(1,1,1). The encoded CSs for several
realizations of v;” for { — oo are given in TABLE IL
For v,(f) = (1,0,0) and v,(f) = (—1,0,0), four elements
determined by ys of the uni-modular CS is scaled by V2,
and the rest is multlphed by 0. Similarly, for v, 0 — =(1,1,1)
and v\") = —1), four elements of the CS (i.e., the CS
for v 8 17 1, 0)) is scaled by v/2, and the rest is multiplied
with O It is worth noting that if all the votes are non-zero,
only one of the eight elements of the sequence is non-zero.

For the proposed scheme, the values for b;f%, bgf)l, e b;fi)
are chosen randomly from the set Zy for the randomization
of tgf) across the sensors. This choice is also in line with the
cases where phase synchronization cannot be maintained in
the network.

Based on (8), the received sequence at the UAV after signal
superposition can be expressed as

R(z)= ) (th i(x)

oW I HArt) )> i)
VxeZy

6
L(x)

an

The scaled halves of the transmitted sequences based on (9)
and (10) non-coherently aggregate and the positions of the
aggregated elements for the nth MV are determined by y, .
Thus, to compute the nth MV, the UAV calculates two metrics

given by
> Il

VxEZL
Yy =1

>

Vx€ELy'
Ymp =1

+ A
En_

2

K
> b iwel @ F O Lo | (12)

k=1

and

(4)

n Z |7“z<x>
VxeZy'
Yrn :0

&
1>

2

vxezZy
Yy =0

K
Y kel DTS p L (13)

k=1

It then detects the nth MV by comparing the values of E;"
and E, as
W) =sign (E;f — E;),n . (14)
In Fig. 1, we provide the transmitter and receiver block
diagrams for the proposed OAC scheme. The kth sensor
first estimates the position of the UAV, e.g., by using some
image processing [41], [42]. It computes the vector vgf) and
calculates t,(f based on Theorem 1 by using the mapping
in (9). It then maps the elements of the encoded CS t(é)
to 2™ OFDM subcarriers and calculates the N-point inverse
discrete Fourier transform (IDFT) of the mapped CS. All the
sensors transmit their signals along with a sufficiently large
CP duration for OAC. The UAV receives the non-coherently
superposed signal. After discarding the CP and calculating the
DFT of the remaining received samples, it obtains E,J{ and
E,, . The UAV finally detects the MVs with (14) and updates
its position based on (1). We discuss the detector performance
in (14) rigorously in the following section.

IV. PERFORMANCE ANALYSIS
A. Average Performance

Let K, K, , and K be the number of sensors with

positive, negatlve and zero votes for nth MV computation,
respectively.

Lemma 1. E[E}]| and E [E;;

| can be calculated as
L 2K

2me XK -

— m—1 0
E [En] - 1 + egg 1 + ,an + 2 (K =+ Unmse)
L 2PKF oMK
E [En] - 14 e2§ 1+e— 26 +2 (K + Jnmse)

respectively, where the expectation is over the distribution of
channel and noise.

The proof is given in Appendix A.
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Fig. 1. Transmitter and receiver diagrams for the proposed OAC scheme.

Without any concern about the norm of tgf) with (10), we

can choose an arbitrarily large &, leading to the following
result:

Corollary 1. The following identities hold:
lim E [Ef] =2"K} +2" 1K) 4+ 2" o2

noise »
E—o0

lim E [E, | =2"K, +2™ 'K) 42" 102

£500 noise *

Based on Corollary 1, we can infer that the detector in
(14) is likely to detect the correct MV for & — oo since
lime o E[E} — E, ] = 2™ (K} — K,;) holds. Also, the
impact of absentee votes on the metrics ;" and E, are

equally shared.

B. Computation Error Rate

(0 &

For a given set of all votes v 2 (uge)’ ey ugf;)) for u,,

(vgg, ey v%?n), the CER can be defined as

_ ¢ _
| Pr(Ef —E; <0;VY) | K} >K;
CER(VO) 20 Pr(Ef — E; >0, VY) | Kf <K, ,
.y + —
Foo (o,v ) : Kr> K
={1-F_ (0, V(“) . Kf <Ko
L, Kl =K,
(15)
where F'. (3 V")) is the CDF of Ej —E;; . Itis worth

noting that the detector in (14) always makes an error due to

the noisy reception in communication channels when K, and
K are identical, leading to the third case in (15). For a given
v, the CDF of E;}} — E, can be obtained as follows:

Lemma 2. Suppose hy, ; ~ CN(0,1) (i.e., frequency-selective

fading) holds. FE+_E, x; V(2)> can be calculated as

1 [e%s) + t —(t *
Futp (5:V0) =5 - / P en ) —jtwgy

E 2 ). onmjt
(16)
respectively, where ¢ (t) and o, (t) are given by
1
) A
ert) 2 [ ———. (17)
vxeZy 1 _Jt/\i(x)
Yrp =1
and
n () = — (18)
Pn = N —1
wezp Lt
Yy, =0

respectively, for )\;(i) & Zszl e2fr k() 4 02 i

The proof is given in Appendix B.

Although FE¢7 B (x; V(Z)) in (16) is not a closed-form
expression, it can be easily evaluated with a numeric integra-
tion to compute CER(V“)) in (15). Also, as demonstrated in
Section VI (i.e., Fig. 3), (16) holds approximately in the flat-
fading fading channels since the values for bffi%, b,(f)l, e b,(f)m
are chosen randomly in our approach.

Let «, B, and ~ denote the probabilities given by
Pr(v,(f;zb > 0), Pr(v,(le < 0), and Pr(v,(fil = 0), respectively,
Vke{l,...,K} and Vn € {1,...,m}.

Corollary 2. For given K.\, K7, K, o, 3, and y, the CER
for the nth MV is given by

CER(n; K7, K., K7)

CER'(n; K[ K, . K}), K} >K;
=S CER (m; K}, K, , K% , Kf<K, , (19
1, Ky =K,
where
CER'(n; KT, K, K})
a1l Nt N~ _NO /Oo o () (t)
AL Inr/rnts dt 20
ID LA B = RCY
\A%
CER (n; K7, K, , K°)
21

1 A a2 O Ol
A N N N n n
s Pl ) gt
> " ;a F /_OO 2t ’
\ %4

respectively, _where N*t, N—, and N° are the number of
elements in V = (ugz),...,uiﬁl,ugfll,...,u%)) with 1, —1,

and 0, respectively.

Proof. The probability of a realization of V is ™" BN AN °
Thus, the expectation of (15) over the distribution of V leads
to (20) and (21). O



The calculations of (20) and (21) can be intractable due to
the enumerations of V. To address this issue, we average the
CER in (15) over a few realizations of Vv for a given triplet
{a, 8,7} to compute (20) and (21) in Section VL.

Finally, let us define CER by setting it as

CER = Pr(v¥ # w¥) , (22)
for given «, 3, and . We can calculate CER as follows:
Corollary 3. For given «, (B, and -y, CER is given by

CER = Pr(vw{¥ = —1,w(® = 1) 4+ Pr(v{¥ = 1,wl¥ = -1)
+ Pr(w'® =0) , (23)

K K-l
K\ (K -k
= Z <k> ( ; >ak[3l7KleER+(n;k,l,m) ,
1=0 k=I+1
Pr(w =1,w® = -1)
K K-k
K\ (K -k
= Z (k)( ; )akb’l'yK_k_lCER_(n;k,l,m) ,
k=01=k+1
L5

Pr(w?) = 0) = (ij) <Kk k> ok ghy K2k
k=0

The third term in (23) is because of the third case in (19). In
Section VI, we evaluate CER for different «, £, and ~y values.

C. Computation Rate and Resource Utilization Ratio

The computation rate R can be defined as the number of
functions computed per channel use (in real dimension) [8],
[47]. Since the proposed scheme computes m MVs over 2™
complex-valued resources, R can be expressed as

m

Hence, for a larger m, the computation rate reduces while the
CER improves significantly as demonstrated in Section VI.

Let us define the resource utilization ratio as the ratio
between the number of resources consumed with the proposed
scheme and the number of resources when the communication
and computation are considered as separate tasks, i.e., the
traditional first-communicate-then-compute approach. For the
separation, we assume that the spectral efficiency is r bit/s/Hz.
Hence, the resources needed for K EDs and m bits (i.e.,
votes) can be obtained as mK/r. The proposed scheme
consumes 2" complex-valued resources for K EDs. Hence,
the resource utilization ratio can be expressed as

2m
€= T 25)

For instance, for »r = 1 bit/s/Hz, m = 7, and K = 50, the
wireless resources needed with the proposed scheme is € =
0.3657 times the ones with the traditional approach.

D. Complexity Analysis

As can be seen from Theorem 1, the functions f; ;(x)
and f; 1, (x) alter the coefficients of the first-order monomials.
Hence, without a recursive method, m2™ real-valued sum
operations must be performed to calculate the functions
fre(x) and fi (x), and the multiplication operations can be
replaced with multiplexers as x has binary elements. Also, 2™
multiplications are required to compute the elements of tgf).
Thus, the computation complexity at the transmitter is O(2™).
Howeyver, if the recursive construction of the RM codes is
exploited, the number of operations asymptotically scales with
log,(2™), resulting in a computation complexity of O(m).
At the receiver, (12) and (13) are calculated to obtain m
MVs, which require at least 2" complex multiplications
to compute the magnitude squares of the elements of the
received sequence. Hence, the computation complexity at the
receiver is O(2™), i.e., a linearly increased complexity with
the length of CS.

V. CONVERGENCE ANALYSIS

In this section, we discuss the convergence of the resulting
systems under the control strategies in (3) by analyzing their
Lyapunov stability based on the following definition:

Definition 1 ([48]). A stochastic system z(“+1) = f (z(9)),
where f describes the dynamics and (%) is the state, is called
globally uniformly ultimately bounded in mean square with
ultimate bound b, if there exist positive b and L such that for
any E [[|z(?]|?] < oo, the inequality E [[|2(¥)[|?] < b holds
forall ¢ > L.

We define 5;2) by setting 61(2) = cl(e) — ¢y, and re-express
(1) as

5(€+1 = 6 ®_ updateul(é)- (26)

for the convergence analysis of each case in (3).

A. Case 1: Continuous Update & Ideal Communications

The control strategy can be written as

0_ 1+ ) | (0 ( 1
Y4 Y4 ?
q :EZ(CI + € Ct,l):(sl)—i-EZek}.

k=1 k=1

Since eég is Gaussian and the summands are independent of

each other, & Zle e,(fg is also Gaussian. Based on stochastic
control theory [49], as long as |1— T\ pdate| < 1, the resulting

closed-loop system is stable in a stochastic sense.

B. Case 2: MV-based Update & Ideal Communications

In this case, | gl(e)\ is at most 1. Therefore, as long as u <
Ujimit, iNpuUt saturation will not happen and the dynamic can
be written as

K
5 = 61 = iTupaate mgn( 6,2‘3) @7)
k=1

L 4
= 5l( ) ,uTlupdate g[( )



Recall that El(fg = sign (E,(fﬁ - Ct,l) = sign (6( ) 4+ e(e)) and
eff% is Gaussian. We can then obtain the values of «, /3, and

v as

=Pr(6{"” + ') > 0)

)_
b1 ="
() _Z) (0
O
8= Pré

3 =-1)= Pr(5(z —|—ek[% <0)
i _ —o

_ _§®
=< Ul = 0} , (29)

y=Pre) =0)=0,

a =Pr(e

=Pr

respectively. With the distribution of E,i 3 we have

1511
dy(519) 2 Pr( ) — +1) > (ij)a“kﬁ’“, (30)
k=0
(-1
¢,<5§“)épr(g§”=—1)= > (k)a’“ﬁK"", 31
k=0
0\ a )0, odd K
Pl )‘{(Kf§2)af;g%§, even K’ 32

Given the distribution of g( ), we can show the convergence
of the system under the MV (ideal) case:

Theorem 2. Given p < ujimi, the system in (26) is globally
uniformly ultimately bounded in mean square under the MV
(ideal) control strategy in (3).

Proof. Let V (z) £ 22, Then, by using (27),
E[V () 16" - v (o) (33)
= _2;U'T\1pdateIE {gl(Z)Ml(Z)} 5l(2) T pdate]E [(gl(e))2|5l(g)} .
By using (30) and (31),
E o167 = 01 (6{") — 0-(6(") . (34)
E[(6)2 8] = o1 (51 + o0 € [0,1] . G39)
Therefore, by using (34) and (35), (33) yields
41 ¢ ¢
E[V(a) 167] = v (5”)
= *Q,UITupdate (¢+ (6(6)) - (b— (51(6))) 552)
T aie (6407) + 0 (61"))
< 2/J/Tupdate (¢+( (6)) ¢— (61(6))> 51( ) 2T update *

Note that 5;0 > 0= ¢+(5l(€)) > ¢ (555)) and (;l(é) <0 =
¢+(5l(€)) < - (Jl(e)), which means

(646" = 0-(0{) 6" >0,

always holds. Meanwhile, (¢+(5l(£))—¢,(6l(2))> 61(2) is

5(5)

monotonic increasing when > 0 and monotonic decreas-

ing when 5( ) < 0 with the global minimum at 5([ = 0.
Thus, we can define

Tu ate
(6+(a) - opdate

and the parameter v must be finite, whose value depends on
T update and og. For any 51(@ such that |5l(£)| > ~y, we have

Tu ate
(640617 — o-(61")) 61" > Frpeeee

B[V ()15 = v (5) <0

Thus, the system is mean-square globally uniformly ulti-
mately bounded and the mean-square ultimate bound is de-
termined by . O

- . st _ —
Y rgg@l(}l s () q

and then

C. Case 3: MV with the Proposed OAC

By using Corollary 2, we can re-calculate ¢+(6l(€)) and
¢_(5l(€)) defined in (30) and (31), respectively, as

K

K _
6+ (67) =1- kZ:O (k)a’“ﬂK KCER™ (n; k, K — k,0)
2¢
S- (0 =1-¢:(5")

where o and 3 are given in (28) and (29), respectively. Now
the convergence of the system under the OAC (MV) strategy
is presented in the following theorem:

Theorem 3. Given p < Ujimit, the system in (26) is globally
uniformly ultimately bounded in mean square under the MV
(OAC) control strategy in (14).

Proof. Similar to the proof of Theorem 2, let V (z) £ 2 and
we have

Blv () 0] v (o)

= ~2Tupaaic E [g710{7] 8{7 + u*T2

update

E {( (Z)) | 5(4)} )
Based on the distribution of gl(é) for the OAC (MV) case,
E[g167] = 6+(51") — - (6{") = 1-2¢ ,
E[(g”)1 6" =1
Therefore,
B [V (5l(e+1)) |51(Z)] v (5@))
= —2uTypdate (¢+( (E)) ¢7(5z(£))) 51( ) 2Tupdate .

Note that ¢ < 1/2 for 61(2) > 0 and ¢ > 1/2 for (552)
with the proposed OAC scheme, which means

(646" —0-(5(") 5" > 0.
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Fig. 2. PMEPR distribution.

always holds. Thus, following a similar analysis in the proof
of Theorem 2, we conclude that the system is mean-square
globally uniformly ultimately bounded and the ultimate bound
is determined by p7Tpdate and os. O

VI. NUMERICAL RESULTS

In this section, we first numerically analyze the perfor-
mance of the scheme for an arbitrary application. Subse-
quently, we apply it to the UAV waypoint flight control
scenario discussed in Section II. For all analyses, we assume
that there are K = 50 sensors. For comparison, we also
generate our results with Goldenbaum’s non-coherent OAC
scheme discussed in [31]. In this approach, the power of the
transmitted signal is modulated. To this end, a transmitter
maps three possible votes, i.e., —1, 0, and 1, to the symbols
0, 1, and 2, respectively, and multiplies a unimodular random
sequence of length L with the square of the symbol to be
aggregated. The receiver calculates the norm-square of the
aggregated sequences and re-scales it with f(x) = z/L — K.
It then calculates the sign of scaled value to obtain the MV.
To make a fair comparison, L is set to the nearest integer
to 2™ /m, and m sequences are mapped to the subcarriers
back-to-back to compute m MVs. For instance, for m = 6,
our scheme computes 6 MVs by using 64 resources, i.e.,
64 OFDM subcarriers. Hence, we choose L to be 11 as
2™/m = 10.67 and use orthogonal resources to compute
6 MVs for Goldenbaum’s approach. We choose the phase
of an element of unimodular sequence uniformly between 0
and 27. Note that the relative positions of the sensors to the
UAV and the room shape do not alter the performance of the
evaluated schemes due to the power control assumption and
sensor model discussed in Section II.

A. CER and PMEPR Results

In Fig. 2, we analyze the PMEPR distribution of the
transmitted signals for m = 8, L = 32, « = 0.1, and
v €{0.1,0.3,0.6}. As can be seen from Fig. 2, the PMEPR

of a transmitted signal with the proposed scheme is always
less than or equal to 3 dB due to the properties of the CSs.
If there are no absentee votes, the maximum PMEPR of
the proposed scheme is 0 dB since a single subcarrier is
used for the transmission (see the cases for v,(f) = (1,1,1)
and v,(f) = (1,1,—1) in Example 1). Hence, for a larger
absentee vote probability, the probability of observing 0 dB
PMEPR increases. The combination of sequences that lead
to 0 dB and 3 dB PMEPR values and results in the jumps
in the PMEPR distribution given in Fig. 2. The PMEPR
characteristics for Goldenbaum’s approach are similar to the
ones for typical OFDM transmissions and the gap between the
proposed scheme and Goldenbaum’s approach is considerable
large in term of PMEPR.

In Fig. 3, we analyze CER defined in (22) for v € {0.1,0.6},
m = {4,6,8} for the proposed scheme and L = {4,11,32}
for Goldenbaum’s approach by sweeping « in flat-fading (i.e.,
hi; = hgi ~ CN(0,1), i # i’ for Rayleigh distribution
and hy; = hpy = ei2mOk,i Or,i ~ u[()ﬁl]» 1 # 1 for Rice
distribution with an infinite Rician K-factor) and frequency-
selective (i.e., hy; ~ CN(0,1)) channels, respectively. For
both schemes, as expected, the CER improves for a small or
a large « since more sensors vote for —1 or +1, respectively.
The performance in the frequency selective channel is slightly
better than the ones in flat-fading channels because of the
diversity gain. Also, both schemes achieve a better CER for
increasing m or L at the expense of more resource consump-
tion in all channel conditions. When « and ~ are small (as
in Fig. 3(a), Fig. 3(c) and Fig. 3(e)), most of the votes are
—1. In this case, the norm square of the superposed sequence,
calculated at the receiver for Goldenbaum’s scheme, becomes
less sensitive to the fading coefficients as most of the sensors
are silent. On the contrary, if a gets larger, the norm square of
the superposed sequence fluctuates based on the fading coeffi-
cients. As a result, the corresponding detector performs poorly
compared to the case with smaller o. Thus, Goldenbaum’s
scheme exhibits an unbalanced behavior across different o
values. In contrast, the proposed scheme does not show such
unbalanced characteristics while improving the performance
in most cases. For v = 0.1, the proposed scheme performs
better than Goldenbaum’s approach for « € [0.27,0.8]. When
there are more absentee votes, i.e., v = 0.6, the proposed
scheme is superior to Goldenbaum’s scheme for all values
of o, as can be seen in Fig. 3(b), Fig. 3(d) and Fig. 3(f).
Also, the theoretical CERs based on the expression in (23)
are well-aligned with the simulation results in Fig. 3(e) and
Fig. 3(f).

In Fig. 4, we evaluate CER(n; K, , K, ,K?) in Corol-
lary 2 in frequency-selective fading channel by increasing
K from 22 to 40 for K2 = 10 (i.e., the first case of (19)),
SNR = 10 dB, m € {3,4,5,6,7} for the proposed scheme
and L € {3,4,6, 11,18} for the Goldenbaum’s approach. In
Fig. 4(a), we assume « = 1, 8 =0, and v = 0 (or @ = 0,
B =1, and v = 0). As v = 0, there are no absentee votes.
Also, the same number of sensors activates the same element
of the transmitted sequence for all realizations. Since the other
elements are not used for the transmission and the energy
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Fig. 4. CERT(n; K, K;,KS) for different values of o, 3, v (K = 50 EDs, Kg = 10 EDs, SNR = 10 dB, frequency-selective fading channel).

accumulation is non-coherent, the scheme does not provide
any performance gain with increasing m. In Fig. 4(b), we
assume that « = 1/2, § = 1/2, and v = 0. As compared
to the previous case, we observe a significant improvement
with increasing m. This is because the randomness enables
the votes to accumulate on 2! subcarriers, rather than a
single resource. Hence, accumulating the energy over multiple
subcarriers yields a better estimation of E; and E, . A similar
result is given in Fig. 4(c) when all the sensors have absentee
votes, i.e., « = 0, B = 0, and v = 1. This is due to the
fact that all sensors activate 2! elements of the transmitted
CS. Hence, the CER decreases when m increases. Finally,
in Fig. 4(d), we analyze the case for = 1/3, 8 = 1/3,
and v = 1/3 and show that CER performance improves
with increasing m. For all cases, the theoretical results match
with the simulations, and the CER performance improves
with increasing K j{ . For Goldenbaum’s scheme, each MV is
calculated on orthogonal resources. Hence, the corresponding
CER(n; K,I, K, , KQ) is not a function of «, 3, and ~. We

observe that Goldenbaum’s scheme performs better for a
larger L. However, since the proposed scheme can exploit
the available number of subcarriers much more effectively, it
yields notably better performance, as seen in Fig. 4(b)-(d).

B. UAV Waypoint Flight Control

In Fig. 5 and Fig. 6, we consider the UAV waypoint flight
control scenario discussed in Section II for K = 50 sensors.
We assume Typdate = 10 ms, = 2, wjimiy = 3 m/s, 052 =2,
and SNR = 10 dB. We provide the trajectory of the UAV
in time and space. We consider two cases. In the first case,
there is only one point of interest (c; 1, ¢t 2, ¢t,3) = (10,8,6)
and the initial position of the UAV is (0,0, 0). In the second
case, the points of interest are (1, 1,6), (1,4, 6), (6,4,6), and
(6,4,0), where the initial position of the UAV is (1,1,0).
We compare the proposed scheme for m € {3,6} with both
continuous and MV-based feedback in an ideal communica-
tion channel (i.e., no error due to the communication) and
Goldenbaum’s approach for L € {3,11}. As can be seen
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(b) UAV’s trajectory in space.

Fig. 5. UAV’s trajectory with a single point of interest. The initial position
is (0,0,0) and the target position is (10, 8, 6).

from Fig. 5(a), for the continuous-valued feedback, the UAV
reaches its position faster than any MV-based approach. This
is because the velocity increment is limited by the step size
for MV-based feedback in our setup. Hence, as can be seen
from Fig. 5(b), the UAV’s trajectory in space is slightly
bent. Since the proposed scheme is also based on the MV
computation, its characteristics are similar to the one with MV
computation in an ideal channel. Since the CER with m = 6
is lower than the one with m = 3, the proposed scheme for
m = 6 performs better and its characteristics are similar to the
ideal MV-based feedback. Goldebaum’s approach has similar
characteristics to the proposed scheme in terms of trajectory.
However, the variation of the UAV position is considerably
large when the UAV reaches its final point, as can be seen in
Fig. 5(b), in particular for L = 3. The position of the UAV
in time and space for multiple points of interest is given in
Fig. 6(a) and Fig. 6(b), respectively. The proposed scheme
for m = 6 performs similarly to the one with the MVs
in ideal communications, and increasing m leads to a more
stable trajectory. For L = 3, the trajectory is less stable for

8 T T T T
Cont. valued (ideal) — — —MV (Prop. OAC, m = 6)
L MV (Ideal) MV (Goldenbaum, L = 3) ]
7 MV (Prop. OAC, m = 3) MV (Goldenbaum, L = 11)

Position [m]

Time [sec]
(a) UAV’s trajectory in time.

Cont. valued (ideal)
MV (Ideal)
MV (Prop. OAC, m = 3)
————MV (Prop. OAC, m=6)
MV (Goldenbaum, L = 3)
-+ MV (Goldenbaum, L = 11)

z-axis [m]

10 0 y-axis [m]
x-axis [m]
(b) UAV’s trajectory in space.

Fig. 6. UAV’s trajectory with multiple points of interest, i.e., (1,1,6),
(1,4,6), (6,4,6), and (6,4, 0). The initial position is (1,1, 0).

Goldenbaum’s method. However, its performance improves
for a larger L for Goldenbaum’s approach.

VII. CONCLUDING REMARKS

In this study, we modulate the amplitude of the CS based
on Theorem 1 to develop a new non-coherent OAC scheme
for MV computation. We show that the proposed scheme
reduces the CER via bandwidth expansion in flat-fading and
frequency-selective fading channel conditions while maintain-
ing the PMEPR of the transmitted OFDM signals to be less
than or equal to 3 dB. In this work, we derive the theoretical
CER and provide the convergence analyses for a control
scenario. We show that the proposed scheme results in a lower
CER than Goldenbaum’s method while providing a significant
PMEPR gain. Finally, we demonstrate its applicability to a
flight control scenario. The proposed scheme with a larger
length of sequences performs similarly to the case where MV
without OAC. The proposed approach can also be utilized
in other applications, such as wireless federated learning or
distributed optimization over wireless networks using MV



computation, to address the congestion problems in band-
limited wireless channels.

APPENDIX A
PROOF OF LEMMA 1

We first need the following proposition:

Proposition 1. The following identities hold:
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Proof of Lemma 1. By using Proposition 1, we can calculate
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APPENDIX B
PROOF OF LEMMA 2

Proof. For a given V), | (&) |2 is an exponential random

variable with the mean A = S eHerl) g2 L since
PO

Tix) is a zero-mean symmetric complex Gaussian dlstrlbutlon
in Raylelgh fading channel. Thus, the characteristic function

for |r )| can be calculated as (1—jt)\;;))_1, ie., the

Fourler transform of its probability density function (PDF).

The sum of independent random variables is equal to the
convolutions of their PDFs. Hence, by using the convolution
theorem, the characteristic functions of F;" and F, can be
written as the product of the characteristic functions of the
corresponding exponential random variables as in 7 (¢) and
©,, (t), respectively. Similarly, the characteristic function of
Ef — E; is equal to ¢ (t)p;, (1)".

Based on the inversion formula given in [50], the CDF of
E;}} — E,, can be obtained from its characteristic function as
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