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Abstract—Proactive testing and interventions are crucial for
disease containment during a pandemic until widespread vacci-
nation is achieved. However, a key challenge remains: Can we
accurately identify all new daily infections with only a fraction
of tests needed compared to testing everyone, everyday? Group
testing reduces the number of tests but overlooks infection
dynamics and non i.i.d nature of infections in a community,
while on the other hand traditional SIR (Susceptible-Infected-
Recovered) models address these dynamics but don’t integrate
discrete-time testing and interventions. This paper bridges the

gap.

We propose a “discrete-time SIR stochastic block model” that
incorporates group testing and daily interventions, as a discrete
counterpart to the well-known continuous-time SIR model that
reflects community structure through a specific weighted graph.
We analyze the model to determine the minimum number of
daily group tests required to identify all infections with vanishing
error probability. We find that one can leverage the knowledge
of the community and the model to inform nonadaptive group
testing algorithms that are order-optimal, and therefore achieve
the same performance as complete testing using a much smaller
number of tests.

Index Terms—Dynamic group testing, SIR stochastic network
model, COVID-19 testing

I. INTRODUCTION

COVID-19 has revealed the key role of accurate epidemio-
logical models and testing in the fight against pandemics [1]-
[6]. For any new disease or variant of the existing ones, we
will always need to fast develop strategies that allow efficient
testing of populations and empower targeted interventions.
This poses several daunting challenges: (i) we need to test
populations not just once but in a continual manner (on a
daily basis), and (ii) we need to estimate the epidemic state
of each individual and isolate only the infected ones. And all
these, under the accuracy and cost limitations imposed by the
various types of tests.

Recent works have identified the significance of proactive
testing and individual-level intervention for the control of the
disease spread (e.g. [7]-[9]), but to the best of our knowledge
none of them focus on test efficiency. Most solutions rely on
the idea of "testing everyone individually", which is inefficient
for two reasons: on one hand, using cheap rapid testing usually
results in many people (false positives) ending up in isolation
without reason and at non-negligible societal cost; on the
other hand, using accurate tests like PCR can be forbiddingly
expensive. As a result, these works need to either neglect

the cost of the former or alleviate the cost of the latter by
scheduling tests on a (bi)weekly or monthly basis.

Therefore, a critical question is still open: can we use accu-
rate/expensive tests more efficiently? In other words, can we
identify all new infections that happen each day (complete test-
ing performance), using significantly fewer accurate/expensive
tests than complete testing? Complete accurate testing (e.g.
PCR) on a daily basis and isolation of infected individuals
can significantly reduce the number of infected people. This
is illustrated in Fig. 1 where we use the discrete-time SIR
stochastic block model proposed in this paper to show how
complete testing keeps the pandemic under control. Note that
even with complete testing new infections still occur due
to the delay between testing and receiving the test results
(Fig. 1 assumes the usual delay of one day). Still, this is
the best performance we can hope for, both in terms of
containing infection and alleviating the societal impact of
"false" quarantines; we thus ask how many tests do we really
need to replicate it.

Traditional group testing strategies offer a powerful toolset
for minimizing the number of tests, but they do not account
for the time dynamics of a disease spread and do not take into
account community structure. When the number of available
tests is limited, two strategies are usually applied: sample
testing, which tests only a sample of selected individuals,
and/or group testing, which pools together diagnostic samples
to reduce the number of tests needed to identify infected
individuals in a population (e.g., see [10], [11] and references
therein). Both examine a static scenario: the state of individ-
uals is fixed (infected or not), and the goal is to identify all
infected ones.

To the best of our knowledge, our work in [12] was the first
paper that targeted community-aware, group-test design for
the dynamic case. In that work we used the well-established
continuous-time SIR stochastic network model in [13], where
individuals are regarded as the vertices of a graph G and
an edge denotes a contact between neighboring vertices, and
explored group testing strategies that were able to track the
epidemic state evolution at an individual level, using a small
number of tests. However, due to the complexity of the
continuous time model, we were not able to provide theoretical
guarantees for the minimum number of tests, and although we
did consider testing delays, we left interventions for future
work.



TABLE I: Acronyms used throughout the paper.

Acronym | Definition

SIR Susceptible-Infected-Recovered
CCA Coupon Collector Algorithm
MAP Maximum A-Posteriori

PCR Polymerase Chain Reaction

In this paper, we allow interventions, we use discrete-time
SIR models for disease spread and we derive theoretical guar-
antees. Discrete time models fit more naturally with testing
and intervention (which happen at discrete time-intervals), and
are more amenable to analysis enabling methods to derive
guarantees on the number of tests needed to achieve close-
to-complete-testing accuracy. In this paper we use a model
called the “discrete-time SIR stochastic block model,” which
can be considered as a discrete version of the continuous-
time SIR stochastic network model over a specific type of
weighted graph. The graph used captures knowledge of an
underlying community structure, as discussed in Section II.
In Appendix A, we compare the continuous-time model from
[13] with the discrete-time model introduced in our work and
justify the use of our discrete-time model. We also note that
our results are applicable to a larger set of SIR models, as
discussed in Section III-C.

Our main conclusion is that we can leverage the knowledge
of the community and the dynamic model to inform group
testing algorithms that are order-optimal and use a much
smaller number of tests than complete testing to achieve the
same performance. We arrive at this conclusion building on
the following contributions.

We first argue that for discrete-time SIR models, given test
results that identify the infection state the previous day, the
problem of identifying the new infections each day reduces to
static-case group testing with independent (but not identical)
priors. So, existing nonadaptive algorithms such as CCA
and/or random testing [14] can be reused. Figure 2 illustrates
the sequence of events taking place on each day t.

We then derive a new lower bound (Theorem 2) for the
number of tests needed in the case of independent (but not
identical) priors. The main benefit of the new bound is not
on "improving" upon the well-known entropy lower bound
(stated as Lemma 3), but having a form that allows to prove
order-optimality of group testing algorithms. In particular, we
can prove that under mild assumptions existing nonadaptive
algorithms are order-optimal in the static case (Corollary 2).
This, in our opinion, is an interesting result on its own, since
non-identical priors static group testing remains a relatively
unexplored field compared to i.i.d. probabilistic group testing.

Finally, we derive conditions on the discrete-time SIR
stochastic block model parameters under which order-optimal
group test designs for the static case are also optimal for
the dynamic case (Theorem 3). Simulation results show that
indeed under these conditions we can achieve the performance
of complete individual testing using a much smaller (close to
the entropy lower bound) number of tests; for example, over
a period of 50 days, group testing needs an average of around
100 tests per day for a population of 1000 individuals. Our
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Fig. 1: Discrete-time SIR stochastic block model simulated on
a population of 1000 individuals. Notice that without any testing
or intervention a large fraction of the population gets infected.
With complete testing (individually testing everyone everyday) and
intervention (isolating individuals who are identified as infected) we
can flatten the curve to a large extent. We assume that test results are
only available the next day; if the test results were instantaneous we
can identify all infections on the first day and isolate them and there
would be no subsequent new infections.

simulations use existing non-adaptive test designs - we do not
derive new code designs as the existing ones are sufficient.
However, we do use marginal probabilities derived daily from
the SIR model to inform the group design: that is, the group
tests we use vary from day to day, and their design leverages
the knowledge of the underlying system dynamics that depend
on the community structure, as well as the previous day test
results.

The rest of the paper is organized as follows: Section II
provides our setup and background; Sec III contains our main
results; Section IV provides numerical evaluation; Section V
provides concluding discussion; Section VI discusses related
work.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section we formalize our setup. Since our work for
the dynamic case builds upon existing ones from static group
testing, we first define the static group testing problem in
Section II-A. We also review some major results in that area
in Appendix B. We then provide our model (Section II-B) and
problem formulation (Section II-C).

We note that throughout the paper, we assume that pooled
tests are noiseless (i.e. their specificity and sensitivity rates are
100%) for simplicity. In practice, however, there might exist
false positives and false negatives due to various factors, which
one must consider when designing the pools. The group testing
literature extensively studies the case of such noisy group
testing. Additionally, for COVID-19, an estimation suggests
that dilutions in the order of 5-8 would still allow a negligible
false negative rate, while higher dilutions may give problems
(see e.g. [15], [16] and references therein). Inevitably, all these
pose practical constraints on the test matrix G.
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Fig. 2: The dynamic testing problem with daily interventions. How many tests are needed to achieve complete testing performance everyday,

given that test results become available after a day’s delay.

A. Static group testing

Static group testing assumes a population of N individuals
out of which some are infected. Each item ¢ is infected
independently of all others with prior probability p;. A group
test 7 takes as input samples from 7, individuals, pools them
together and outputs a single value: positive if any one of the
samples is infected, and negative if none is infected. More
precisely, let U; =1 when individual ¢ is infected and 0
otherwise. Then the group testing output y, takes a binary
value calculated as y. = \/;cp U, where \/ stands for
the OR operator (disjunction) and D, is the group of people
participating in the test.

The usual goal in static group testing is to design a
testing algorithm that is able to identify all infection statuses
U = (Uy,...,Un). These algorithms can be adaptive or non-
adaptive. Adaptive testing uses the outcome of previous tests
to decide what tests to perform next. Non-adaptive testing
constructs, in advance, a test matrix G € {0,1} 7>~ where
each row corresponds to one test, each column to one member,
and the non-zero elements determine the set D,. Although
adaptive testing uses less tests than non-adaptive, non-adaptive
testing is often more practical as all tests can be executed in
parallel. We refer the reader to Appendix B for a review of
results on static group testing, some of which is also used in
this work.

B. Discrete-time SIR stochastic block model

We now describe our infection model via the discrete-
time SIR stochastic block model with parameters
(N,C,q1,G2,pinit). Consider a population of size N
that is partitioned into multiple communities of size C. For
simplicity we assume that V/c is an integer. On any day ¢ € N,
each individual can be in one of three states: Susceptible (S),
Infected (Z) or Recovered (R). Let Xi(t) € {S,Z,R} denote
the state of individual ¢ on day ¢, and define the state of
the system as X(*) £ (Xl(t), 2(1:)’ " XJ(Vt)). A small number
of individuals are initially infected, and all new infections
occur during “transmissible contacts” between infected and
susceptible individuals. Recoveries occur independent of
infections.

More precisely, on day ¢ = 0, every individual is i.i.d
infected with probability p;,i¢. The following steps repeat
everyday starting at ¢t = 1:

« An infected individual in some community infects a suscep-
tible one from the same community w.p. ¢;, independently
of the other infected individuals of the community.

¢ An infected individual in some community infects a suscep-
tible one from another community w.p. g2, independently
from all other infected individuals.

« An infected individual recovers independently from all other
individuals w.p. r.

The discrete-time SIR stochastic block model can be envi-
sioned as a discrete version of the well-established continuous-
time SIR stochastic network model [13] on the corresponding
weighted graph. It inherits the main properties from the latter;
for example, infections are transmitted only from an infected
to a susceptible individual and both infections and recoveries
are stochastic. The main difference is that in the continuous-
time one, the infections and the recoveries happen according to
continuous-time Markovian process with transmissibility rate
[ and recovery rate -y, which means that the time until a new
state transition (S — Z or Z — R) is exponentially distributed
(with mean 3 or « respectively). Indeed this makes the event
that an individual got infected and subsequently recovered
within a single day possible in the continuous-time model,
whereas this is impossible in our discrete-time model.

Learning the intra-community and inter-community struc-
ture to model infection transmissions is, we believe, also
practically feasible. Close contact “community” data is often
readily available; for example students in each classroom in a
school could form a community, and so could workers in the
same office space. We also note that community-level network
models alleviate some of the privacy concerns associated with
using contact tracing data which tracks the exact pairs of
individuals who come in contact with each other on a daily
basis.

A useful remark about our model is that the state of an in-
dividual Xi(t) € {S,Z,R} is different from the infection state
Ui(t) € {0, 1}, where 1 (resp. 0) corresponds to the “infected”
(resp. “not infected”). Indeed U” = 1 iff X" = Z. This
difference is important in our context, because our tests do



not distinguish between susceptible and recovered individuals.
In the remainder of the paper, Xi(t) will be called the “SIR
state” of individual 7, while U,i(t) will be 7’s “infection status.”
As a result, whether a individual is infected or not changes
with the day, and thus we now consider a random variable
Ui(t) associated with each individual that describes whether it
is infected on day t (t € N).

C. The dynamic testing problem formulation

As can be seen from Fig. 1, testing everyone, everyday,
and isolating infected individuals helps drastically reduce the
number of infections that happen on a given day. We assume
that the results of a test administered on a particular day
are available only the next day (as usually is the case with
classic PCR testing for SARS-COV-2). We also isolate only
the individuals who test positive, and we do so as soon as
the test results are available. Moreover, we bring back the
isolated individual into the population only when they are
completely recovered. Note that in the SIR model, recovered
individuals cannot get infected and play no role in transmitting
the infection. Therefore, without loss of generality, we could
assume that isolated individuals remain isolated for the rest of
the testing period.

Given these assumptions, the question we ask is if complete
testing is necessary to identify all new infections everyday, or
if we can achieve the same performance as complete testing
with significantly fewer number of tests. In particular, how
many non-adaptive group tests are necessary and sufficient to
identify all new infections (with a vanishing error probability)
on each day? Our problem formulation is depicted in Fig. 2.
To aid a precise mathematical formulation for the problem,
we first introduce some notation.

o I 7@: number of new infections in community j that occurred
on day t. Note that in the set-up of Fig. 2, this number is
also equal to the number of infected individuals remaining
in community j after intervention has been decided for day
t+1. The new infections which happened on day ¢ will only
be identified by the tests administered on day ¢ + 1, whose
results are available only on day ¢ + 2.

. p(.t): the probability of an individual in community j who
was susceptible at the end of day ¢t — 1 getting infected
on day t. Note that this is same for every such individual
in community j, by symmetry of the model. Moreover, we
can calculate this probability as

p§t) = 1 — P(individual is not infected on day t)

- (t-1)
1)(1 — )= nY

—1-(1—q)"
Reduction to static group testing with non-identical prob-
abilistic priors. Note that given I j(t_l) Vj, an individual
belonging to community j is infected independently of every
other individual with probability p§t) on day t. Thus, condi-
tioned on the infection status of all individuals on day ¢ — 1,
the infections which happen on day ¢ are independent (but not
identically distributed). Now in our dynamic testing problem
set-up, on day ¢ we perfectly learn the infection statuses of all
non-isolated individuals at the time of testing on the previous

day t — 1. Given this information, we can exactly calculate the
pgt_l) Vj (see Fig. 3), i.e. the probability that each susceptible
individual in community j was later infected because of the
non-isolated infected individuals.

So, given accurate test results, the dynamic testing problem
is transformed daily to the problem of static group testing with
non identical probabilistic priors (model (iii) in Appendix B).
Therefore, the precise question we are after is the following:
given that each individual in community j is infected with
probability pg.t) independently of every other individual, how
many tests are necessary and sufficient to learn the infection
status with a vanishing probability of error? We answer this
question in the next section.

III. MAIN RESULTS

In this section, we prove our main theoretical results.
For brevity, we will use the terms “i.i.d. priors” and “non-
identical priors” to refer to i.i.d probabilistic priors model
(i) and non identical probabilistic priors model (iii) from
Appendix B, respectively. The contents of this section are
ordered as follows:

« First, we provide a new lower bound on the number of
tests required for the problem of static group testing with
non identical probabilistic priors (Theorem 2). To prove
Theorem 2, we use two intermediate results: (a) we show
that any test design that “works” for given prior probabilities
of infection (p1, po, ..., pn ) also works for the reduced prior
probabilities (p}, p, ..., ply) where p; < p; < 0.5 Vi. In
words, we essentially prove that group testing is easier when
the infections are sparser (Theorem 1); and (b) we show
the following interesting property of the optimal decoder
(Lemma 2) — if the optimal decoder correctly infers all
the infection statuses when a set D is the set of infected
individuals, then it will also correctly infer all the infection
statuses when D’ C D is the set of infected individuals.

« Second, we use simple asymptotic arguments to show that
some existing group testing strategies (such as CCA [14]
for non-identical priors and random testing for i.i.d priors)
are order-optimal for non-identical priors (Corollary 2),
when prmax = O(Pmin), Where phax is the maximum entry
in (p1,p2,...,pn) and Pmin is the minimum entry. The
order O(+) is the standard Big-O notation used in computer
science [17].

o Finally, in Theorem 3, we bridge the gap between our
dynamic testing problem formulation and the above static
testing problem by showing that if g1 = O(q2), Pinit < 0.5
and if ¢; < LC/\@ and g2 < PIT/‘E then the above two
conditions on the prior vector are satisfied everyday in the
discrete-time SIR stochastic block model parameterized by
(N, C, pinit, G1, q2)- As a result the existing group testing
strategies discussed above are order-optimal even for the
dynamic testing problem formulation considered, provided
that we use a sufficient number of tests each day to identify
all new infections for that day.

A. Results on static group testing with non identical priors

We first consider the problem of static group testing, in
which a person is infected independently with a known prior
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independent of every other individual. How many tests are needed to attain a vanishing probability of error on this non-identical static group

testing problem?

probability p;. Denote by p = (p1,p2,...,pn) the prior
vector which collects the prior probabilities of infection of
all individuals. We first define some notation specific to this
subsection:

o G test matrix

e D: set of defectives or infections

e U = (Uy,Us,...,Uy): infection status configuration, i.e.,
individual ¢ is infected if and only if U; = 1.

o Define U(D) to be the vector (Ui, ...,Uy) where U; = 1
iff ¢ € D. Basically U(D) is the vector notation for the set
of infections given by D. For example, say N = 3, and
D = {1,2}. Then U(D) = (1,1,0). Note that there is a
one-one correspondence between D and U(D). We will use
these two notations interchangeably based on convenience.

e G(U) represents the test results corresponding to the given
test design and infection status configuration.

o For a fixed number of tests 7', define a decoding function
R : {0,1}"1 — {0,1}!¥ which estimates the infection
statuses from the test results.

o A defective set D “explains” test results y iff G(U(D)) =y.

o P(U;p) denotes the probability of the infection status
configuration under priors p, i.e.

N
P(U;p) = [ [ p (1 —p)' "
=1

o Probability of error for a test matrix, decoder pair under
given priors
Perr(G.Rip) £ B 1{R(G(U)) # U}

> P(U=u;p)I{R(G(u)) # u}.

uec{0,1}v

Definition 1 (MAP decoder). For fixed priors p and testing
matrix G with number of tests T', we define the corresponding
MAP decoder as Ryap( - ;G,p): {0,137 — {0,1}", where

Rmap(y; G7 p) = argmax ]P(U, p)
U:G(U)=y

In case of ties, the MAP decoder will select the solution which

comes the earliest lexicographically'.

In words, the MAP decoder chooses the most likely config-
uration which explains the test results. We next show that the
MAP decoder is the optimal decoder for a fixed G and p, i.e.,
the MAP decoder minimizes the probability of error amongst
all decoders for any G, p.

Remark. Though the MAP decoder is optimal, it is unclear
if the optimization problem corresponding to the MAP decoder
can be solved efficiently. However, many heuristics such as be-
lief propagation (see for example [18]) and random sampling
methods exist which approximate well the MAP decoder. That
said, in this work we use the MAP decoder only as a tool for
theoretical analysis of the error probability.

Lemma 1 (Optimality of MAP decoder). For given test matrix
G and priors p, the corresponding MAP decoder minimizes
the probability of error for the test matrix under the given
priors, ie.,

]Perr (Ga Rm.ap( © G, P), P) S Perr(Ga R7 p) VR

We provide the proof of Lemma 1 in Appendix C.

Given the optimality of the MAP decoder, we will denote
by PZTT(GVP) £ ]Per'r(Gu Rmap( : ;Ga p)vp)v the Optimal
probability of error corresponding to a given test design and
priors.

We next prove a property of the MAP decoder, and this
property will be used in the proof of our main result that
follows. The following Lemma says that suppose the MAP
decoder correctly identifies a given defective set, then it will
always correctly identify a sparser defective set.

Lemma 2. Consider a test matrix G and priors p, and let
pi < 0.5 for all i. Suppose the corresponding MAP decoder is
erroneous when identifying the defective set D. Then the MAP
decoder is also erroneous when identifying the defectives set

'We only include this to make the definition of the MAP decoder deter-
ministic and to simplify subsequent analysis. This particular choice has no
significance and all results still hold regardless.



DU{j}, ie,

L{Rmap (G(U(D U {j})); G,p) # U(DU{j}}
> 1{Rmap(G(U(D)); G,p) # U(D)} .

For the proof of Lemma 2, we refer the reader to Ap-
pendix D.

We next prove the main new result for the static case.
In words, the following theorem says that the group testing
problem is not harder when the infections are sparser. As a
result, this allows us to lower/upper bound the number of tests
needed for the group testing problem with non-identical priors
by the number of tests needed for an alternative group testing
problem with identical priors.

Theorem 1. Consider a testing matrix G used with two
different sets of priors p and p'. For a given j € [N], where
[N] is defined as the set {1,2,..., N}, let p’; < p; < 0.5 and
let p}, = p; for every i € [N],i # j. The two prior vectors are
same everywhere except at index j where p’ is smaller. Then

Pe, (G, p') <P, (G, p).

Proof. We prove this by showing that when the MAP decoder
corresponding to (G, p) pair is used as a decoder with (G, p’),
the probability of error is always lower, i.e.,

Perr(G;Rmap( = Ga p); p/)

< Pe'rr(G7 Rmap( © 3 Ga p); p) 677 (G p)

As a result the optimal decoder for (G, p’) pair has a proba-
bility of error not exceeding this quantity.

Now, we can express the probability of error for the MAP
decoder of (G, p) pair. For simplicity of notation in the follow-
ing derivations, £(D) £ 1 {R.»(G(U(D)); G,p) # U(D)}
denotes the indicator of the event that the MAP decoder is
erroneous when the defective set is D (and under further
assumptions that the priors are p and test matrix is G).

]P)err(G7 Rmap( -G, p); p)
= Z P(U(D))E(D)

DC[N]

= 3 IIn I a-meo

N]i€D  IE[N]\D

@S e I (-mém)

DC[N]|j€D i€D IE[N]\D

+ Z II» II a-méD)

DCNI[j¢D i€D  1e[N\D
®) )
=p;, >, J[» ] G-pme@u{is}
DCIN\{}iED  Le[N\DU{j}
+(1*pj) Z sz II «a-pem@), O
N\{j}i€D  1eN\DU(s}

where in (a) we spht the summation into two cases — one
where j € D and the other where j ¢ D; in (b) we take j out
of the summation.

Similarly, one could express the probability of error for the

same decoder with the pair (G, p’) as
]Perr(Ga Rmap( ) Ga p)7 p/)

=y Y, I I -mé@uis}
DCIN\{j}i€D 1€[N\DU{j}
+-p) >, [l I Q-méD). @
DC[N\{j}i€D 1€[N\DU{j}
The first error term Pe,p(G, Rimap( - ;G,p);p) is of

the form pja + (1 — p;)b, and the second error term
]PeTT'(G7 Rma;l)( ' ;Ga p)a p/) is of the form p;a + (1 - p;)b
From Lemma 2, we have £(D U {j}) > &£(D) and hence
a > b. Since a > b and p} < pj, one can verify that

pja+ (1 —p;)b > pia+ (1 —p))b, and thus
Perr (G, Rinap( - 3G, P); P) > Perr (G, Rinap( - 3G, P); D),
concluding the proof. O

Now one could repeatedly apply Theorem 1 on the prior
vector p to conclude that any test matrix G should only
do better on the reduced uniform prior vector pmin =
(pmin;pminy---vpmin) where Pmin £ minie[N] Di- On the
other hand, the test matrix G should only do worse on the

Prior vector Pmax = (pmaxapmaxw"vpmax) Where Pmax é
max;e[n) P;- This is stated below as a corollary.

Corollary 1. Consider a test matrix G and a prior vec-
tor p such that p; < 0.5 for all i € [T]. Let Pmin =

(pminapminv'“vpmin) where Pmin £ miﬂie[N]Pi and let
Pmax = (pma)upmaxv'“vpmax) where Pmax £ max;ec[N] Pi-
Then

er7 (G pmax) > P:T’I (Ga p) > P:T’I (G> prnin)-

As a consequence of the above corollary, the number of
tests required to attain a fixed (small) probability of error e
with prior vector py,i, is not more than the number of tests
required to attain probability of error e with prior vector p.
This observation allows us to use the lower bound on the
number of tests when the priors are identical. This is made
precise in the following theorem.

Theorem 2. Consider the non-adaptive group testing problem

with N items where the probability of item i being infected is

p; < 0.5. Let prin £ m[in p;. In order to achieve a probability
ie[N

of error — 0 as N — oo, the number of tests must be
T(p) = Q(min{N, Npmin log N}).

Proof. From Corollary 1, suppose a test matrix GG achieves a
probability of error € on prior vector p, the same test matrix
achieves a probability of error not more than € on the prior
VECIOT Prmin, where Pmin = (pmin;pmin7 ~-~7pmin) and Pmin £
min;e () p;- Any strategy that achieves a probability of error
— 0 as N — oo with the prior vector pp,i, requires a number
of tests equal to Q(min{N, Npu,in log N}). Thus, we need at
least as many tests with the prior vector p. O

As discussed in Appendix B, the entropy bound in Lemma 3
is an alternate lower bound on the number of tests needed
for this problem. We note that the entropy bound might be



greater or smaller than the term Npy,;, log NV in Theorem 2. In
particular, if p; < 1/2 Vi it is easy to see that vazl ha(p;) >
Nhg(Pmin) = NPmin 108 1/pmin. However the term 1/p,.;, may
be smaller or larger than [V; thus our bound, that applies
independently of the value of pni, (as long as p; < 0.5)
cannot be directly derived from the entropy bound, and could
be either greater or lesser than the entropy bound. Having said
that, the main advantage of the lower bound in Theorem 2 is
its particular form, which allows the proof of order-optimality
of several static group testing algorithms, as we will see in
the next subsection.

Now, if the prior vector p is “bounded”, in the sense that the
maximum entry and minimum entry in p differ by a constant
factor (constant with respect to V), then the lower bound can
be re-written in terms of the maximum entry in p or the mean
of p. Basically we here just use the fact that constant factors
do not affect the order. We next make this corollary precise.

Definition 2 (Bounded priors). Let n € [1,00) be a fixed
constant (constant with respect to N). A prior vector p of
length N is called n—bounded if

mé.lXi Di <
min; p;

Corollary 2 (Lower bound for bounded priors). Consider the

non-adaptive group testing problem with N items where the

probability of item i being infected is p; < 0.5. Let Prax =
N )

A p; and prean = % >_i_1 Pi- Suppose p = (p1, ...,pN) is

K3

n-bounded for some constant 1. Any strategy that achieves a

probability of error — 0 as N — oo requires

T(p) = Q(mln{N, Npmean IOg N})
= Q(mlH{N, Npmax 10g N})

B. Performance of existing non-adaptive algorithms in the
static non-identical priors

Suppose p is n-bounded and each p; < 0.5. The following
non-adaptive algorithms can be proved to be order-optimal
with respect to the lower bound in Corollary 2:

o The Coupon Collector Algorithm (CCA) from [14] for prior
vector p, as discussed in Appendix B, achieves a probability
of error less than 2N % with a number of tests less than
4e(140) Npmean log N (see Theorem 3 in [14]). As a result,
w.r.t to the lower bound in Corollary 2, either CCA is order-
optimal (if N > Nppeanlog N) or individual testing is
order optimal (if N < Nppyean log N).

o As discussed in Appendix B for the group testing problem
with identical priors (say every item is infected with the
same probability p’), a variety of randomized and explicit
algorithms have been proposed” which achieve a vanishing
probability of error with a number of tests O(Np'log N).
From Corollary 1, any test matrix that achieves a vanishing
probability of error with p,.x should also attain a vanishing

ZMost of these were considered in the context of combinatorial priors.
However, Theorem 1.7 and Theorem 1.8 from [10] imply that any algorithm
that attains a vanishing probability of error on the combinatorial priors, also
attains a vanishing probability of error on the corresponding i.i.d probabilistic
priors.

probability of error with p, and as a result O(Nppax log N)
tests are sufficient for the prior vector p. Consequently w.r.t
our lower bound in Corollary 2, any of these designs is order
optimal (if N > Npp.x log V) or individual testing is order
optimal (if N < Nppax log N).

C. Dynamic testing - bridging the gap

Given the discussion above, we next show conditions under
which the prior probabilities of infections each day (these
change everyday) are 7n-bounded and are each not more than
0.5. If these two conditions are satisfied everyday for our
discrete-time SIR stochastic block model set-up in Fig. 3, then
CCA and the other algorithms discussed in Section III-B are
order-optimal for our dynamic testing problem formulation.
(see 3). We first define some notation, building upon the

notation in Section II-C.
(t) (t)

° prrtlax é Hlan p]»
tion on day ¢.
) » ®

e P, = Ming P,
on day t.

, the maximum probability of new infec-

, the minimum probability of new infection

Theorem 3. Consider the testing-intervention problem in
Fig. 3 where the infections follow the discrete-time SIR
stochastic block model (N, C,q1, g2, Pinit)-

(i) Suppose pinit < 0.5, ¢1 < % and qo < 717%\/5,

then pgt) < 0.5.
(t)
(ii) Suppose Z—; <, then p(% < n and as a result the prior

vector for each day is ﬁ]:ill;ounded.

Proof. We prove (i) first. We first have p(o) = pmit < 0.5. For

J
t > 1, we have

(=1 7=
J

(a)
<1-(1-q)1 - @)

(b) (0)
<1-(1-Cq)(l—-Ngz) < 0.5,

where in (a) we used the fact that the total number of infec-
tions inside a community and overall cannot be greater than
C and N, respectively; (b) follows because of the algebraic
inequality (1+2)¥ > 14+azyifx > —1and y ¢ (0,1); in (c)
we used our assumptions about g; and go.

We next prove (ii). Since ¢; > g2 in our model, we have

t—1) (t—1)
P =11 —g)h (1 - g)Zra
7D

1— J
:1_( Q1)
1—q

_ max]-IO*1
<1- (1 (h) J
I—q

where max; I ;t) is simply the maximum number of infections

over all communities. Likewise,

7=

(1—g2)>" 17

)
(t—1)
1—g)>"" " @3

(t-1)
pg‘t) =1—(1—q)b

(a) (t—1)
>1—(1—q)>" | )

(t—1)
(1—qo) ==



where in (a) we used g3 < ¢;. Combining (3) and (4) we have

-1 ~
® 1_ (qu)maxj I (1— q2)2j, 5=v

Pmax 1—q2
) A
Prin 1—(1— )=l
1— max; I;til) max,; I{8~1
(2) 1_(1732) (L —go)™™% %

- max; I{¢7Y
1—(1—go)™ils

_ _ max; I,(.t_l) (b)
_1-0-a)™ e Qo n
L —(1— )™ 5V T g T

where (a) follows from the following facts: the function
fi(z) = =£% is increasing for k € (0,1), the function
fa(x) = (1 — ¢2)® is decreasing for g2 € (0,1), and the
sum >, IJ(‘,tfl) is lower bounded by max; I](-tfl); and (b)

follows from the fact that the function f5(z) = % is

decreasing in x > 1 for g1 > g2, and therefore the maximum
of the ratio is obtained for max; I j(t_l) = 1. All proofs of the

above statements are provided in Appendix E. O

Finally, we make three remarks related to the results intro-
duced in this section.
Remark 1. Both assumptions (i) and (ii) on the parameters in
Theorem 3 will hold true when the number of communities is
a constant, i.e., the size of each community is C' = ©(N) (as
is the case when the population is well-mixed, or if we just
consider a single community); assumption (i) does not require
C = O(N). In our simulations, we observed empirically that
assumption (ii) also holds when C' << N; we do not have a
formal proof of Theorem 3 for this case however.
Remark 2. Our results hold not just for the specific model
introduced in Section II (where in particular we assume
symmetric intra and inter community transmissions) but for
any underlying community structure where the two conditions
(bounded prior vectors and the value of each prior not ex-
ceeding '%) are satisfied. For example, one could have a model
where an infected individual can transmit the infection only to
a subset of his fellow community members with probability ¢;
(he/she cannot transmit to the rest of the individuals in his/her
community) and only to a subset of individuals outside his/her
community with probability g». For this example model, the
conditions in Theorem 3 are sufficient to prove the two
requirements on the prior vector.
Remark 3. Intervention is a crucial aspect for our results to
hold true. Without intervention in our dynamic model, many
of the prior probabilities would be greater than 1/2 and our
requirements on the prior vector would not be satisfied.

IV. NUMERICAL RESULTS

In this section, we show illustrative numerical results on
the necessary and sufficient number of tests required for the
discrete-time SIR stochastic block model. We next describe
the experimental set-up.

o« We simulate multiple instances (or trajectories) of the
pipeline in Fig. 2 where the infections follow the discrete-
time SIR stochastic block model (N, C, pinit, 1, ¢2), and for
different testing strategies. We simulate 200 trajectories and

1,000 —
=
(]
=
k)
Q
=
) Complete
8 | —— Rnd. Grp. mean
< 500 — CCA
5 —— Rnd. Grp. max.
@ —— Lower bound
5
2 ¥

0 —

0 10 20 30 40 50
Day

(@ (N, C, pinit, q1, g2) = (1000, 20, 0.02, 0.03,0.0004).

1,000
el
(]
-]
D
Q
i Complete
@ —— Rnd. Grp. mean
~ 900+ —— CCA
2 —— Rnd. Grp. max.
8 —— Lower bound
£
=
Z \

0 —

0 10 20 30 40 o0
Day

(b) (N, C, pinit, q1, g2) = (1000, 50, 0.02,0.012,0.0004).

Fig. 4: Experimental results. We plot the average number of tests
required by each strategy to identify the infection statuses of all non-
isolated individuals each day for 2 different sets of parameters.

in Fig. 4, plot the daily average of the quantities across these
trajectories.

o For each of these testing strategies, we empirically find the
number of tests required on each day to identify all the
infections on the previous day. To do this, on each day for a
given trajectory, we start with 1000 tests and decrease this
number (at a certain granularity) until the testing strategy
makes a mistake. The smallest number of tests for which
the strategy worked is plotted.

¢ On the other hand, we also plot the entropy lower bound
in Lemma 3; it is easy to estimate this for our model via
Monte-Carlo approximations. This bound holds for any set
of values for pl-tfl), regardless of whether the conditions
required for Theorem 3 hold or not. The reason we use the
entropy bound instead of our lower bound in Theorem 2
is that the entropy bound was numerically observed to be
larger. Indeed, the lower bound in Theorem 2 contains some
accompanying hidden constants which are small when used
for our particular choice of V.

We compare the following testing strategies in our numeri-
cal simulations.
o Complete testing. We test every non-isolated individual
remaining in the population each day.



e Coupon Collector Algorithm (CCA) from [14]. We
showed the order-optimality of this algorithm for the dy-
namic testing problem at the beginning of Section III-C. In
short, on each day, the CCA algorithm constructs a random
non-adaptive test design which depends on pg-t). The idea is
to place objects which are less likely to be infected in more
number of tests and vice-versa. We refer the reader to [14]
for the exact description of the algorithm.

« Random group testing for max probability (Rnd. Grp.
max.) Here we construct a randomized design assuming that
each individual has a prior probability of infection pntlax.
From Corollary 1, such a design must also work for the
actual priors p§t). We construct a constant column-weight
design (see e.g. [19]) where each individual is placed in
L = |TWn2/(np() )| tests. Such a test design achieves a
vanishing probability of error with O(N P log N) tests
(see for example [19] for a proof), and hence is order-
optimal under the conditions in Theorem 3.

« Random group testing for mean probability (Rnd. Grp.
mean) Here we construct a randomized design assuming that
each individual has a prior probability of infection pﬁﬁéw,
where pE;ilan is defined as the mean prior probability of
infection across all individuals. Unlike Rnd. Grp. max., there
is no guarantee on how many tests are needed by such a
design to identify the infection statuses of all individuals.
However, the numerical results in Fig. 4 show that such a
design requires fewer tests than CCA or Rnd. Grp. max.
designs.

The numerical results in Fig. 4 are illustrated for two
different parameter values of the discrete-time SIR stochastic
block model. In both cases, we see that Rnd. Grp. mean
requires the least number of tests to identify the infection
statuses of all non-isolated individuals. Moreover, the number
of tests required by all three testing strategies considered is
much less than the number required by complete testing. In
fact the numerics in Fig. 4 indicate that if we use a number
of tests equal to 1/5 of number of tests required for complete
individual testing, all these algorithms would achieve the same
performance as complete individual testing, at least for the
particular examples that we considered.

A natural follow-up question to ask is if there is a systematic
way to choose the number of tests that need to be adminis-
tered, given the upper bounds discussed in Section III-B. In
Appendix F, we discuss one such heuristic and show that it
achieves close-to-complete-testing performance.

V. CONCLUSIONS AND OPEN QUESTIONS

In this work we proposed the problem of dynamic group
testing which asks the question of how to continually test given
that infections spread during the testing period. Our numerical
results answer the question we started with — in the dynamic
testing problem formulation, given a day of testing delay, is
it possible to achieve close to complete testing performance
with significantly fewer number of tests? The answer is yes,
and in this paper we not only showed numerical evidence
supporting this fact, but also gave theoretical bounds on the
optimal number of tests needed in order to achieve this.

Alternatively, on a high-level, our work can also be inter-
preted as the first work that attempts to answer the following
question: Given that we have some prior knowledge of how the
infections are distributed today, and given information about
how the infections spread over time, how many tests do I need
tomorrow to identify all new infections? We provide upper
and lower bounds on this number. Moreover, in Figure 4, we
also estimate this number via Monte-Carlo simulations for a
few example instances of the discrete-time block SIR model.
These simulations can also be used to estimate other relevant
quantities such as the maximum number of tests needed in
a single day or the total number of tests needed until the
epidemic dies out.

Although we gave theoretical bounds on the optimal number
of tests needed each day, many open questions remain. In
particular, it would be interesting to study the same problem
when tests are noisy, or when we can use other models of
group tests such as the one in [20], or simply when one cannot
perfectly learn the states of all individuals on a testing day.
In addition, it would also be of interest to study/use other
test designs, for example like the ones in [19], [21]-[30].
Finally, it remains open to see how these results translate to
the continuous-time SIR stochastic network model of [13].

VI. RELATED WORK

As stated in our introduction, our work shares similar goals
with our prior work in [12], where we considered the well
established continuous-time SIR stochastic network model
(see [13]) and focused on how many tests to use and whom to
test in order to track the infected individuals in the population.
That work also explored how well one can learn the infected
individuals given delayed test results, but gave no theoretical
guarantees on the methods and did not consider intervention.
Our discrete-time model for disease spread in this work,
however, is more amenable to analysis and illustrates better
the usefulness of group testing, being at the same time useful
for practical reasons (more about this in Section IT). We further
note that our results are applicable to a more general set of
SIR models as discussed in Section III-C, remark 2.

Our model is closely related to the independent cascade
model (see for example [31] and references therein), studied
in the context of influence maximization in social networks,
where we can interpret influence/rumor propagation as in-
fections in our context. A crucial difference of our model
from this is that our model allows multiple opportunities of
infections over time whereas the independent cascade model
only allows one opportunity to "infect". Therefore, as is noted,
in our model the infectious individuals remain infectious until
recovered or isolated.

The work in [32] considers a discrete stochastic model for
the progression of COVID-19 based on contact networks and
leverages the model dynamics to inform a group test decoder;
however their scope is different, as they test infrequently
and thus infections are highly correlated, do not consider
interventions, do not look for optimal group test designs, and
do not provide theoretical guarantees on the number of tests
needed.



Since we use the main principles of the SIR model our work
is closely related to epidemic modeling. Works in epidemiol-
ogy discuss the implications of testing and intervention for
COVID-19 employing stochastic network models (see [8], [9]
and references therein) but do not consider test designs that
exploit the knowledge of the underlying dynamical system.
Works in control theory (see [33] and references therein)
consider deterministic SIR compartment models (at the pop-
ulation level) and focus on intervention schemes. Here we
are interested in both testing and intervention and use an
individual-level SIR model.

Our work can be positioned in the general context of
community-aware group testing where infected are not inde-
pendent, and correlations follow from the community struc-
ture. Our work in [18], [34] demonstrated that using a known
community structure to design group testing strategies and
decoding, can significantly extend the advantages of group
testing by utilizing these structural dependencies. Concur-
rently, the works in [32], [35] proposed decoding algorithms
that take the community structure into account. Following up
on these works in the static case (without temporal dynamics),
there have been other recent works with similar goals [36]-
[38]. Our work also leverages a known community structure
that informs the system dynamics as well as the group test
designs.

Further related to static group testing is the work on graph-
constrained group testing (see for example [39], [40]), which
solves the problem of how to design group tests when there are
constraints on which samples can be pooled together, provided
in the form of a graph. In our case, no such constraints exist
and individuals can be pooled together into tests freely.
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APPENDIX A
COMPARISON OF DISCRETE AND CONTINUOUS-TIME SIR
MODELS

The well-studied continuous-time SIR stochastic network
model from [13] has been the main motivation for our discrete-
time SIR stochastic block model. In fact, the discrete-time
SIR stochastic block model described in Section II-B can be
considered as a discretized version of the continuous-time SIR
stochastic network model over the weighted graph, where 2
individuals belonging to the same community are connected by
an edge with weight ¢; and 2 individuals belonging to different
communities are connected by an edge with weight g2, and
recoveries occur at the rate r/day — i.e., an infected individual
transmits the disease to a susceptible individual in the same
community at the rate ¢;/day and to a susceptible individual in
a different community at the rate go/day. In Fig. 5, we compare
the continuous-time model above and the discrete-time model
for a few example values of ¢;, g2 and r for illustration.

We make a few observations:

e The progression of the disease in the discrete-time and

continuous-time models, though not identical, follow a similar
pattern, justifying the use of the discrete-time model.

e In both the models, 1/q; is the expected time for an infected
individual to transmit the disease to a susceptible individual in
the same community, 1/g. is the expected time for an infected
individual to transmit the disease to a susceptible individual
in a different community and 1/r is the expected time for an
infected individual to recover.

e In the continuous-time model, an individual can get infected
and recovered in the same day, whereas this is not possible
in our discrete-time model (infected individuals can recover
starting from the day after they are infected).

APPENDIX B
PRELIMINARY: REVIEW OF RESULTS FROM STATIC GROUP
TESTING

Traditional group testing typically assumes a population of
N individuals out of which some are infected. Three infection
models are typically considered: (i) in the combinatorial priors
model, a fixed number of infected individuals &, are selected
uniformly at random among all sets of size k; (ii) in iid
probabilistic priors model, each individual is i.i.d infected
with probability p; (iii) in the non-identical probabilistic priors
model, each item ¢ is infected independently of all others with
prior probability p;, so that the expected number of infected
members is k = Zf\il p; [14]. In this paper we mostly use
results that apply to the last case.

A group test 7 takes as input samples from n, individuals,
pools them together and outputs a single value: positive if any
one of the samples is infected, and negative if none is infected.
More precisely, let U; = 1 when individual ¢ is infected and 0
otherwise. Then the group testing output y, takes a binary
value calculated as y. = \/;cp U;’, where \/ stands for
the OR operator (disjunction) and D, is the group of people
participating in the test.

The usual goal in static group testing is to design a test-
ing algorithm that is able to identify all infection statuses
U = (Uy,...,Un). These algorithms can be adaptive or
non-adaptive. Adaptive testing uses the outcome of previous
tests to decide what tests to perform next. An example of
adaptive testing is binary splitting, which implements a form
of binary search. Non-adaptive testing constructs, in advance,
a test matrix G € {0,1}7*N where each row corresponds
to one test, each column to one member, and the non-zero
elements determine the set D... Although adaptive testing uses
less tests than non-adaptive, non-adaptive testing is often more
practical as all tests can be executed in parallel.

The main challenge in static group testing is the number
of group tests T = T(N) needed to identify the infected
members without error or with high probability. In the follow-
ing, we present some well established results that we reuse
in our work (hereafter we use typical asymptotic notations;
ie. f(n) = O(g(n)). f(n) = Qg(n)). or f(n) = O(g(n))

respectively means that a f(n) < cg(n), f(n) > cg(n),

3We assume that the tests are noiseless here, for simplicity. The group
testing literature also extensively studies the case when the testing output is
noisy.



c19(n) < f(n) < cag(n) asymptotically, where ¢, c¢1, co are
universal constants):

e For the probabilistic model (ii), any non-adaptive algo-
rithm with a success probability bounded away from zero
as N — oo must have T = Q(min{klogN,N}) [41,
Theorem 1], [42]. This means that either any non-adaptive
group testing with a number of tests O(klog N) is order
optimal, or individual testing is order optimal*. In particular,
random test designs, such as i.i.d. Bernoulli [23]-[25] and
near-constant tests-per-item [19], [26] have been proved to
be order-optimal in a sparse regime where &k = ©(N®) and
a € (0,1). In fact, in the same regime, [42] has provided
the precise constants for optimal non-adaptive group testing.
Conversely, classic individual testing has been proved to be
optimal in the linear (k = ©(N)) [43] and the mildy sublinear
regime (k = w(lOIgVN)) [41].

e For the probabilistic model (iii), a lower bound for the
number of tests needed is given by the entropy, stated below:

Lemma 3 (Entropy lower bound). Consider the non-identical
probabilistic priors model of static group testing, where each
individual © € [N] is infected independently with probability
pi. The number of tests T needed by a non-adaptive algo-
rithm to identify the infection status of all individuals with a
vanishing probability of error satisfies

N
1=1

where hg () is the binary entropy function.

See Appendix A in [14] for a proof. On the algorithmic side,
two known algorithms are: the adaptive laminar algorithms
that need at most 23~ | hy (p;) + 2k tests on average,
and the “Coupon collector” nonadaptive algorithm (CCA)
that needs at most 4e(1 + 6)kIn N tests to achieve an error
probability no larger than 2NV —% whenever pi < /2 [14], [27].

Distinction from traditional group testing. In this paper, we
focus on probabilistic infections and non-adaptive test designs,
but we differ from traditional group testing in two ways:

(a) Traditional group testing examines a static scenario, where
the state of individuals is fixed (infected or not); we are
instead interested in a dynamic scenario, where the state of
an individual may change, even during the test period. This
is particularly true since test results may not be available
instantaneously but instead with a delay (e.g. after one day).
(b) The infection probabilities p; are not independent; instead,
they are correlated where the correlation is induced by the
underlying community structure and dynamic infection spread
model we consider (for instance, two individuals who live in
the same household are more likely to be both infected or
not). This implies that U; and U; are not independent, as is
the assumption in traditional group testing.

4The achievability and converse results provided here are usually proved
for combinatorial model (i) (a summary can be found in [21]), but they are
directly applicable to model (ii) by considering p = k/N (see Theorem 1.7
and Theorem 1.8 in [10] or [41]).

APPENDIX C
PROOF OF LEMMA 1

The optimality of the MAP decoder is a standard result in

statistics and signal processing. We however give the proof in
the context of our problem, for completeness.

Lemma 1 (Optimality of MAP decoder). For given test matrix
G and priors p, the corresponding MAP decoder minimizes
the probability of error for the test matrix under the given
priors, ie.,

Pe,r (G, Rmap( 3G, p);P) < Perr (G, R;p) VR.

Proof. As stated at the beginning of Section III, the Probability
of error for a test matrix, decoder pair under given the priors
is

Perr (G, Rip) £ E_I{R(G(UV)) £ U}
~p
=E E 1{R(G(U U
E B, {R(C(U)) £ U},
where Y is the set of test results. For the MAP decoder, the

term inside Evy is

U]E[:YMRmap(Y; G,p)) # U}
= & 1{£§$E§{ P(U;p) # U}
> P(U(D)|Y;p)

DC[N]

-1{ argmax
U(D):G(U(D))=Y

=1-P ( argmax P(U|Y; p))

P(U(D);p) # U(D)}

U:G(U)=Y
P(U;p)
=1- . 5
vaO—y P(Y) )
Similarly, for any decoder R, we have
E 1{R(Y)#U
ELR(Y) £ U)
= ) PUD)Y;p)- {R(Y) # U}
DC[N]
P(U; p)
=1-PR(Y)|Y;p)>1- .
(R(Y)[Y;p) > vy TPOY) (6)
Comparing (5) and (6) concludes the proof. O

APPENDIX D
PROOF OF LEMMA 2
Lemma 2. Consider a test matrix G and priors p, and let
pi < 0.5 for all i. Suppose the corresponding MAP decoder is
erroneous when identifying the defective set D. Then the MAP
decoder is also erroneous when identifying the defectives set

DU{j}, ie,
L{Rmap (G(U(DU {j})); G,p) # U(DU{j})}
2 1{Rmap(G(U(D)); G, p) # U(D)} .
Proof. We  first state  the  trivial case

1{Rnap(G(U(D));G,p) # U(D)} = 0. Under
assumption, the inequality of Lemma 2 always holds.

where
that



We then consider the case where
1{Rmap(G(U(D));G,p) # U(D)} = 1, ie., the MAP
decoder makes an error when the defective set is D. In that
case, one of the two situations is possible:

(1) there exists some set D' # D, such that G(U(D')) =
G(U(D)) and P(U(D'); p) > P(U(D); p) or
(2) there exists some set D' # D, such that G(U(D')) =
G(U(D)) and P(U(D');p) = P(U(D);p) and D’ is
lexicographically earlier than D.
Hence MAP identifies incorrectly D’ as the defective set given
that D was the true defective set. We prove assuming that the
first situation occurred; the proof follows identical arguments
for the second situation.
Now, we consider two different cases for individual j that
is added to DU {j}:
(i) If j ¢ D', then from our assumption in (1), notice that the
defective set D’ U {j} explains the test results of DU {j} —
D’ gives the same test results as D and the extra individual
7 added to both the sets will still give the same results. We
next claim that P(U(D' U {j});p) > P(U(DU{j}); p), and
consequently the MAP decoder will fail to correctly identify
the defective set D’ U {j}. Now to prove our claim, we start
with our assumption (1), i.e.,

P(U(D');p) > P(U(D);p)

== sz‘ H (1—pz)>Hpi H (1—p)

i€D’  Ie[N|\D €D Ie[N\D
(a)
= (1-p) ][ ] -m
€D’ IE[N\D'U{j}
>A-p) I II -m)
€D Ie[N\DU{j}
b
E oIl I a-m
€D’ I€[N\D'U{j}
>pi [ II (-m)
€D le[N]\DuU{j}
()
== H Di H (1—m)
i€D’'U{j} IE[N\D'U{j}
> I » II -
i€DU{j} LE[N\DU{j}

= P(U(D'U{j});p) > P(UDU{j});p),

where in (a) we take out the term corresponding to j, also
we use the fact that j ¢ D and j ¢ D’; (b) follows from
multiplying both sides with »i/1 —p;; in (c) we push the p;
term into the first product term.

(ii) If 7 € D/, we again first note that the defective set D' U
{j} = D’ explains the test results of D U {j}. We next claim
that P(U(D’); p) > P(U(D U {j}); p), and consequently the
MAP decoder will fail to correctly identify the defective set
D'U{j}. Now to prove our claim, we start with our assumption
(), ie.,

P(U(D'); p) > P(U(D); p)

= Hpi H (1*Pl)>Hpi H (1—m)

i€D’  Ie[N\D’ i€D  Ie[N]\D

g>Pj II » II a-»

i€D'\{j} IE€[N\D’
>A-p) e JI @-m)
i€D  Ie[N]\DU{j}
(d)
== p; H Pi H 1-m)
i€D'\{j} [lE[N\D’
>pi[[ee I (-m)
€D Ie[N]\DU{j}
g Hpi H (1_pl)
€D Ie[N\D/
> I » JI @-m
i€DUL}  IeN\DU)

= P(U(D');p) > P(U(DU{j});p),

where in (a) we take out the term corresponding to j, also
note that j ¢ D but j € D’; (b) follows from the fact that
1—p; > p;j when p; < 0.5, so we can replace the (1—p;) term
on the right-hand side by p; without affecting the inequality;
in (¢) we push the p; term into the first product term. O

APPENDIX E
AUXILIARY RESULTS FOR THEOREM 3

In this section we prove some auxiliary statements about
functions fi(x), fo(x) and f3(z) that are used at the end of
the proof of Theorem 3:

e fi(x) = =2 is increasing for x € (0,1), because f{(z) =
—he > 0.

o fo(r) = (1 — ¢q2)* is decreasing for g» € (0,1), because
f4() = (1 — ) (1 — @2)° < 0.

o f3(x) = 1:% is decreasing for q; > ¢2, because of the
following: Let ¢c; =1 — ¢; and co = 1 — g9, so that ca > ;.
Then,

1
fi(z) = m (I —c1)cElnce — (1 —c5)cfIne)
-G

1

— W (1=c)®cGIneg — (1 —c%)ciIncy)
-G

(=)l —c)” ( glncg  cflncf )(2)0
z(1—c2)? (I-c)® (I—e)*) = 7

where (a) follows from the fact that ¢y < ¢; and the function

g(c) = $2< is non-increasing for ¢ € (0,1). The latter can
be seen by taking the derivative ¢'(c) = lrélc:s;;l, which is

always non-positive for ¢ € (0,1), as Inc < ¢ —1.

APPENDIX F
A HEURISTIC FOR DYNAMIC GROUP TESTING

Given the results and discussion in Section IV, a natural
question to ask is if one could use a number of tests based
on the upper bounds discussed in Section III-B. In particular,
we focus on the upper bound for CCA which implies that
CCA achieves a probability of error less than 2N ~° with a
number of tests at most 4e(1+ ) Npmean log N (see Theorem
3 in [14]). Note that the probability of error is small, but
not zero, for finite values of IN. Here, we use a number of



tests equal to 12eNpyean log N each day (corresponding to
an error probability less than 2N ~2) and plot the number of
errors made by each of the three test designs considered in
Section IV. The experimental set-up is as follows:

(/) We maintain an estimate of the probability pg-t) that a
susceptible individual belonging to community j becomes
infected on day ¢ (see Section II-B for the precise definition),
for each community j, and for each day ¢.

(i4) At the beginning of day ¢, we obtain the results of the
tests administered on day ¢ — 1. From these results, we form an
estimate U i(t_l) of the infection statuses U i(t_l) of individual ¢
at the beginning of day ¢ — 1, for each 7. In order to learn the
statuses, we use the Definite Defective (DD) decoder (see
Section 2.4 in [10]) which is guaranteed to have no false
positives. Indeed, one could use more sophisticated decoders,
such as ones based on loopy belief propagation. However,
these decoders potentially give rise to both false positives
and false negatives, resulting in an unfair comparison across
different algorithms’.

(7i7) We isolate all individuals i where ﬁi(tfl) =1.

(iv) We update p(tfl) using our estimates ﬁftil).

J
(v) Using our estimates of p§t_1)
pgﬁéan and choose a number of tests

T = min{12eNWplt) log N N®}

mean

, we estimate the value of

where N is the current number of non-isolated individuals
in the community. We next construct a testing matrix with T’
tests and administer these tests. For complete testing, we use
T=N®.

(vi) Steps (it) — (v) repeat each day.

Given the above set-up, Figure 6 compares the performance
of the test designs described in Section IV. We make a few
observations:

e We see that the algorithms do not always attain the perfor-
mance of complete testing. This is due to the fact that for finite
N, the probability of error is non-zero. However, as seen from
Figure 6, the performance of CCA improves as N increases.
On the other hand, Rnd. Grp. max. has the opposite trend;
this is not surprising since the number of tests was chosen
based on the upper bound for CCA and as a result there is no
guarantee that the same number of tests is sufficient for Rnd.
Grp. max.

e In comparison to the plots in fig. 4, the number of tests
used here is much higher during the initial few days, which
indicates the looseness of the upper bound; it remains open to
show tighter upper bounds for these algorithms.

e Suppose we make an error when identifying the infection
status on a particular day ¢, the estimates of pjt_1 are not
exact, which in turn leads to potentially insufficient choices for
the number of tests needed for subsequent days and inaccurate
test designs. This drives an error accumulation and as a result
the later days are more prone to error, as also seen in Figure 6.

SIndeed, this begs the very complicated comparison between the impact of
false positives and false negatives, which we avoid for the sake of simplicity.

Average number of infected individuals
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——CCA
Rnd. Grp. max.
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(a) (N, C, pinit, 91, g2) = (1000, 50, 0.02,0.012, 0.0004).
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(b) (N, C, pinit, 91, g2) = (5000, 50, 0.02,0.012,8 x 10~3).

Fig. 6: Experimental results for the heuristic procedure described
in Appendix F. We plot the average number of infected individuals
and the number of tests used as a function of time (in days). For
comparison, we also plot the performance when no one is tested (no
testing) and when everyone is tested (Complete).
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