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Abstract

We study the complexity of the problem of reaching agreement in a synchronous distributed
system, also called consensus, by n autonomous parties, when the communication links from/to
faulty parties can omit messages. The faulty parties are selected and controlled by an adaptive,
full-information, computationally unbounded adversary. We design a randomized algorithm
that works in O (\/ﬁ log? n) rounds and sends O (n2 log® n) total number of communication
bits, where the number of faulty parties can be ©(n). When the number of faulty parties is
linear in n, our result is simultaneously tight for both these measures within polylogarithmic
factors: due to the Q(n?) lower bound on the number of messages send by any Monte Carlo
solution, by Abraham et al. (PODC’19), and due to the Q(y/n/logn) lower bound on the
number of rounds of any Las Vegas solution by Bar-Joseph and Ben-Or (PODC’98). Thereby,
this work settles the landscape of the consensus problem in the omission failures model, which
stood as an open question since the work of Dolev and Strong (SICOMP’83).

Additionally, we strictly quantify how much randomness is necessary and sufficient to reduce
time complexity to a certain value, while keeping the communication complexity optimal wrt

to polylogarithmic factors. We prove that no Monte Carlo algorithm can work in less than

n2

max{R,n}logn
fraction of all parties is faulty. This result should be contrasted with a long line of work on
consensus algorithms against an adversary limited to polynomial computation time, thus unable
to break cryptographic primitives, culminating in a work by Ghinea et al. (EUROCRYPT’22),
where an optimal O(r)-round solution reaching consensus with probability 1 — (er)™" is given.
Our lower bound strictly separates these two regimes, by excluding such results if the adversary
is computationally unbounded.

On the upper bound side, we show that for R € O (ng/ 2) there exists a randomized al-

) rounds if it uses less than O(R) calls to a random source, assuming a constant

gorithm solving consensus in @) ("—;) rounds, with probability polynomially close to 1 (whp),

where tilde notation hides a poly-logarithmic factor. The communication complexity of the al-
gorithm does not depend on the amount of randomness R and stays (universally) optimal within
polylogarithmic factors. As a consequence, we give a spectrum of solutions that interpolates
between optimal results in the deterministic regime (R € O(n); O(1) entropy per party) and
the randomized regime (R € O(n?/?) random bits).
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1 Introduction

In any distributed system, reaching agreement (consensus) is essential for coordinating actions
of the participating n parties (also called processes), out of which up to ¢t could be faulty. The
hardness of the task primarily depends on the type of fault present in the system. The classical
hierarchies [9, 28] for synchronous message-passing models distinguish the following types of faults,
in the order of increasing hardness: crash failures, omission failures, authenticated Byzantine fail-
ures, and Byzantine failures. In this work, we focus on the second type of failures in this list, the
omission failures. Precisely, we assume that a computationally unbounded and malicious adversary
can observe the system during the computation and omit an arbitrary subset of messages send to
/ received from selected faulty processes in an online, adaptive fashion. The adversary can also,
based on the history of the computation, corrupt new processes if the number of corrupted stays
within a fixed limit . The adversary, however, cannot see the future random bits.

Despite of huge volume of research on the performance of consensus algorithms, the proper

assessment of the hardness of consensus under this type of failure has been elusive. There is
no theoretical evidence that omissions failures are weaker than the next model in the hierarchy,
authenticated Byzantine, even if such a hypothesis seems compelling. Compared to the weaker
model of crash failures, there is a strict hardness barrier following from the existence of an algorithm
using O(n3/? log!3/2 n) messages by Hajiaghayi et al. [23] (STOC’22) in the case of crash failures and
the Q(n?) lower bound on the number of messages in the model with omission failures, proved by
Dolev and Reishuk [14] (JACM’85) for deterministic solutions and by Abraham et al. [1] (PODC’19)
for the randomized ones, all results assuming ©(n) faulty parties. However, if the space of solutions
is categorized based on the round complexity of a solution, even for these two models (i.e., crashes
and omissions) the picture is not clear. Both models admit an Q(y/n/logn) lower bound for
Las Vegas solutions, due to the work of Bar-Joseph and Ben-Or [10] (PODC’98) (when the number
of faulty parties is linear in the system size). In the case of crashes, the lower bound is matched by
an algorithm of the same authors [10], while in the case of omissions — the best previous solution is
40 years old result of Dolev and Strong [15] (SICOMP’83) that works in O(n) rounds! Hence, our
first goal is to fully understand the hardness of omission failures in reaching consensus:
Question 1: Is there a consensus algorithm, possibly randomized, that at the same time matches
both lower bounds with respect to poly-logarithmic factor? That is, is there an algorithm that
solves consensus in O(y/n) rounds with O(n?) total number of sent communication bits even if a
linear number of omission failures occur in the network?

We answer this question affirmatively and give a new algorithm that is almost-optimal® with
respect to, simultaneously, the number of rounds and the total number of sent communication bits
when the number of faults is O(n).

Then, we focus on the aspect of how much randomness is necessary to break the Q(n) lower
bound on the number of rounds for deterministic solutions [17] (again, assuming O(n) faults):
Question 2: What is the impact of the amount of randomness available at processes on the effi-
ciency of consensus algorithms? In particular, could pseudo-random generators be used efficiently?

We quantify the number of random bits that is sufficient and necessary to achieve a given time
€ Q(\/H)Q, while keeping almost-optimal communication complexity. In particular, we prove that
using pseudo-random generators with small seeds may delay reaching consensus nearly quadrati-
cally, which may have severe consequences in distributed ledger implementations and distributed
database applications based on consensus. Even more interestingly, our lower bounds apply to

In this work, almost-optimal means optimal within a poly-logarithmic factor.
2We use tilde notation to hide a polylogarithmic factor.
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Table 1: Our main results presented for three metrics: time complexity, total number of used
communication bits and total number of used random bits. All our algorithms are subject to their
complexity bounds whp, i.e., with probability polynomially close to 1, see Section 2. T and R
are random variables denoting, respectively, the number of rounds and the cumulative number of
random bits used by all processes in a run of an algorithm. The “correct prob.” denotes the
probability of correctness of the class of algorithms to which the lower bound applies. The new
results are underlined in column “result”. Extended versions of Theorems 1 and 3, with explicit
dependency on the parameter t, are given in Sections B and D, resp.

Monte Carlo algorithms. This makes a surprising distinction between a parallel line of work on
consensus protocols in the case of authenticated Byzantine failures governed by a computationally-
bounded adversary [2, 19, 21, 25], done by the cryptography community. In this model, the adver-
sary is still adaptive, but the algorithm has a trusted setup for unique threshold signatures and
an unforgeable public-key infrastructure; thus, the view of the adversary is limited to the history
of the faulty processes and all messages send to them. Nevertheless, the adversary can adaptively
corrupt new parties based on its view and has the priority over messages being delivered in the
round it corrupts. In this setting, the result of Ghinea et al. [21] (EUROCRYPT’22) shows an
algorithm that terminates in r rounds with probability at least 1 — ¢r™", for any r and some ab-
solute constant ¢ > 0. Our lower bound excludes such results in the model with a computationally
unbounded adversary, showing that not only many random bits but also strong cryptography could
be necessary for some applications of consensus protocols.

Summary of results and the paper structure. As mentioned earlier, we focus on the classical
message-passing model in which processes are autonomous, synchronous and can exchange mes-
sages via point-to-point communication channels. The adversary corrupts and controls at most ¢
processes, causes omission failures at them, and is (full-information) strongly adaptive. In Sec-
tions 3, 4 and 5, we present an extended overview of the three main results and novel techniques
obtained in this work; for the sake of overview, we typically assume t = ©(n). A summary of
them can be found in Table 1. In Section A we discuss the related work in more details. Section 2
presents detail formal description of the model. Sections B, C and D contain the full and formal
analysis of our main results. Section 6 states major research directions opened by our work.

2 Model Details and Definitions

We consider the classical synchronous message-passing distributed system with omission faults,
cf., [9, 28, 33]. The system contains n processes, also called parties. Each process has a unique
ID in P = [n] = {1,...,n}. For simplicity, we will use p to refer to a process with ID p € P.
Both P and n are known to all process. Processes operate in synchronized rounds. Without loss



of generality,> we assume that each round consists of the following two phases:

1. Local computation phase: Each process performs a local computation (i.e., autonomously
from other processes) in order to change its state. The computation can be any function of
the current state, of all messages received prior to this phase, and of a sequence of uniformly
distributed and independent random bits of an arbitrary, but finite, length that can be reached
by a process at the beginning of the phase. More precisely, for the last parameter of the
function, we assume that there exists a random source that, when called, can provide a
process and its state-changing function with a 0-1 sequence, of requested length, containing
uniform and independent distributed random bits.

2. Communication phase: During this phase, each process can send messages to any other
processes in the system. The content of a message is a function of the current state computed
in the preceding local computation phase, and is not limited by the model. In particular, the
length and content of messages is not restricted by the model, although our algorithms are
designed in a way to use short messages. Each message sent is delivered to its destination at
the end of the same phase, and is ready to be processed in the next round, unless an omission
failure occurs.

Processes’ omission failures and adversaries. Not all processes are reliable. Up to some t =
O(n) processes may become (omission) faulty during the execution — once a process becomes faulty,
it stays faulty through the end of computation and some of its incoming/outgoing messages could be
lost. We assume that ¢ is a part of the problem input and thus known up-front to all processes. The
decision which process becomes faulty and when, as well as the control over the faulty processes,
is governed by an adversary. We consider an adaptive full-power full-information adversary that

e has unlimited computational power, knows the algorithm and input parameters and can see the
states (and thus also the current random bits used) of all processes, as well as the content of all
arriving messages, at any time, and

e can select online which (non-faulty) processes to fail and when, and with respect to faulty pro-
cesses — it can omit any subset of messages incoming/outgoing to/from the faulty processes (i.e.,
such messages are not delivered to their destinations, having the same effect as no message sent).

Consequently, an adversarial strategy is a deterministic function, which assigns to each possible
history that may occur in any execution some adversarial action for the subsequent phase of the
execution, i.e., which processes to fail in that phase and in which moment and which messages sent
by/to them would reach their destinations. Note, that in the above definition, the adversary has
flexibility to adapt its actions between any two phases of the algorithm (not only between consecu-
tive rounds). In the remainder, we will be referring to this adversary simply by adaptive adversary.

We remark that crash failures of processes can be viewed as omission failures — the adversary
simply bans all their incoming and outgoing messages after the failure round (while in the round
of a crash, the adversary could allow any subset of outgoing messages to reach their destinations).*

3See [9, 10] for the discussion on generality of our assumptions and related settings — crash and Byzantine faults.
4In case of crashes, incoming messages are not relevant, because the faulty process could not influence correct
processes any more and it is not required from them to satisfy any of the consensus properties.



Consensus problem. A randomized algorithm for processes P = {1,...,n}, where each pro-
cess p € P holds initial input b, € {0,1}, is a consensus protocol tolerating t faulty processes if
all the three following conditions hold with probability 1 in the presence of an adaptive adversary
failing/controlling at most ¢ processes:

Agreement. All non-faulty processes output the same value.
Validity. If all non-faulty processes begin with the same input value b, then all of them output b.

Termination. Non-faulty processes have to decide and terminate.

Consider a randomized consensus algorithm against a fixed adversarial strategy. The following
metrics determine the quality of the execution against that strategy:

e Time of an execution of the algorithm is defined as the smallest number 74 such that the
number of rounds that occur by termination of the last non-faulty process is at most 771;

o The number of communication bits in an execution of the algorithm is the smallest number
Ty such that the total number of bits sent by all processes in point-to-point messages by
termination of the last non-faulty process is at most 7o;

e Randomness of an execution of the algorithm is defined as the smallest number 73 such that
the number of (independent and uniform) random bits used by all processes by termination of
the last non-faulty process is at most 73; when describing the lower bound result, we abuse the
notation slightly, and define randomness of an execution as the total number of times when
processes access their random sources during the local computation phase. Complying to the
definition of the local computation phase, in each such access a process can use a sequence of
random bits of finite length. Observe that such definition makes a lower bound result even
stronger.

We define time/communication/randomness complezity of a (distributed) algorithm as a supre-
mum of time, the number of communication bits, and the number of random bits, respectively,
taken over all adversarial strategies.” Finally, time/communication/randomness complexity of a
distributed problem is an infimum of all algorithms’ time/communication/randomness complexi-
ties, respectively. In our paper, we are interested in studying almost-optimal solutions, i.e., optimal
within a polylogarithmic factor, wrt the abovementioned complexities. The bounds on the com-
plexities should hold with high probability. We say that a random event occurs with high probability
(whp for short), if its probability could be made 1 — O(n™°) for any positive constant ¢ by linear
scaling of parameters of the considered random process.’

3 Main consensus algorithm

Our first and main result is a new consensus algorithm which is almost-optimal with respect to time
complexity, bit complexity and randomness complexity, if the number of faulty parties is ©(n).

5Note that the supremum for different measures could be achieved by sequences of different strategies — never-
theless, each of the complexities of our solutions is still close to optimal.

5We would like to note that, after ignoring polylogarithimic factors, all our upper bounds hold with the same
asymptotic complexities in even stronger regime where the probabilities are of form 1 — O(n“’(l)).



Algorithm 1: OPTIMALOMISSIONSCONSENSUS
input: P, p, b,, t
1 operative, < true, decided, < false;

2 V), < a set of neighbors of p in a predetermined graph G guaranteed by Theorem 4;
3 Wi,..., Wﬂ/ﬂ + a pre-defined partition of P into [y/n] disjoint sets of size < [y/n] each;

a let £ be such that p € Wy;
5 for \/Lglogn epochs do

6 g-ones,, g zeros,, operative, < GROUPBITSAGGREGATION (WY, p, operat ive,; bp);
7 if operative, = false then stay idle until the end of the epoch;
8 onesy, zerosy, operative, < GROUPBITSSPREADING(V},, p, ¢, operative,;g ones,, g_zerosp);
9 if ones, > 13 (ones, + zeros,) then b, < 1;
10 else if ones, < 3>(ones, + zeros,) then b, < 0;
11 else set b, to 0 or 1 uniformly at random;
12 if ones, > 2L (ones, + zeros,) or ones, < = (ones, + zeros,) then decided, <« true;
13 end

14 if operative, = true and decided, = true then send b, to all processes in P;

15 else if any message by received from some process g then b, < by;
/* in the above, ¢ can be chosen arbitrarily from the received messages */

16 if decided, = true or (ope'r'ativep = false and p received a message in the previous round) then

decide b,;
17 else
18 if operative, = true then p participates in the deterministic synchronous Consensus

algorithm given in Theorem 4 in [15] with the input bit b,; if p reaches agreement in that
protocol, it broadcasts the decision to all processes in P and it decides on the algorithm’s
decision;

19 else p remains idle until a decision is sent to it; upon receiving a decision, it decides on this
value;

20 end

Theorem 1. There is a randomized algorithm solving consensus with probability 1 against the
adaptive omission adversary that can control t < s5 processes, which terminates in O (\/ﬁlog2 n)
rounds and uses O(n2 log? n) bits of communication and O (n . \/ﬁlog2 n) random bits, whp.

For the ease of presentation, and for the sake of space constraints, in this section, we assume
that t = 55 — 1 and we provide a more high-level overview of techniques used to obtain the result.
A self-contained and fully formal derivation of this theorem, incorporating the upper bound ¢ on
the number of faulty processes into the time and communication complexities and containing all
the omitted proofs, is deferred to Appendix B, where the above Theorem is restated as Theorem 5.

In the case when ¢t = ©(n), the almost-optimality of the running time follows from the
Q (\/n/ log n) lower bound showed in [10]. The almost-optimality of the communication bit com-

plexity is due to the result of Abraham et al. [1] who showed that any randomized algorithm solving
consensus with at least a constant positive probability against the adaptive omission-causing ad-
versary requires Q(n?) messages (each message carries at least one bit). The almost-optimality of
the randomness complexity follows from Theorem 2 presented in the later part of the paper. We
next give an overview of the algorithm. The pseudocode can be found in Algorithm 1.



Universal idea: Local and dynamic partitioning of processes into operative / inopera-
tive and implementing time- and communication-efficient biased-majority-voting only
by the operative ones. We introduce a new partitioning of processes into operative and inoper-
ative, based on the communication received by each process from a certain pre-defined set of other
processes which maintain their operative status (this set may vary, depending on what procedure
is executed — it will be emphasized later). This partition is not equivalent to the standard classi-
fication into faulty / non-faulty ones. With our partition, we can guarantee that faulty processes
either communicate well enough to contribute to the progress towards a unified decision (i.e., stay
operative) or become excluded from the set of operative processes, having no impact on the final
decision. Our partition also avoid a major performance problem in omission-tolerant or Byzantine-
tolerant computation — identifying a single faulty process may require at least quadratic number of
messages, cf., [1], which makes it fast, local and incorporated in efficient communication schedules.

Then, we employ the idea of reaching consensus by applying the biased-majority-voting rule, as
proposed in [10], but with a novel twist — only the operative processes implement the vote protocol
to agree on a consensus decision. It uses O(y/nlogn) repetitions of the single vote subroutine,
called epochs in the pseudo-code, see lines 6-12 in Algorithm 1. Each repetition/epoch consists
of O (logn) rounds of communication-efficient counting, see the description below), however it
succeeds in unifying the votes only if the number of newly failed processes is O(y/n) and only with
a constant probability (this is why we need O(y/nlogn) epochs). Ounly after the part implementing
the biased-majority-voting rule ends, the operative processes communicate the decision to the
remaining parties. We first describe how we implement a single epoch, based on two technical
advancements, and conclude with more details on how the overall consensus protocol (based on the
biased-majority-voting rule) is designed.

An implementation of a single biased-majority-vote subroutine (epoch). In our case, a
single epoch (i.e., a single repetition of the biased-majority-vote subroutine, lines 6-12) heavily relies
on counting, collaboratively by every operative process, the number of operative processes that
have candidate decision value 0 and, separately, value 1. These numbers must be approximate, up
to an additive factor linearly dependent on the number of processes that become inoperative, as the
operative status may change dynamically — some processes can lose it before the calculation finishes
and, in consequence, their candidate values might not be properly counted by others. Moreover, this
calculation has to consider the fact that some operative processes can be controlled by adversary,
thus it must, regardless, exploit the property that the operative processes communicate with enough
other processes. A protocol performing this calculation in O(log n) rounds and using O(n®/? log? n)
communication bits, in total, is the main technical advancement of this algorithm and we present
it next in a form of two technical advancements.

Technical advancement 1: \/n-decomposition into groups and binary-tree-like intra-
group calculations of operative processes for communication saving. As mentioned
above, there are some inherit difficulties in the omission failure model that complicate the time-
and communication-efficient counting of the number of candidate values (i.e., votes) 0 and 1 among
the operative processes. Here, we present the techniques we use to mitigate them. We pre-define
fixed partition of the set of processes into [\/n] groups of size |\/n] or [y/n] each (see line 3 of
Algorithm 1 and example in Figure 1), and first require the operative processes to count the number
of operative 0’s and 1’s only within the groups (executed procedure GROUPBITSAGGREGATION in
line 6). In this part, we use a virtual sparse data structure on some subsets of processes, structured
into a balanced binary tree, which is used to aggregate the counts.
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Figure 1: A schematic picture of two different techniques used for communication between processes.
Different colors represent different groups in the y/n-decomposition of the processes. The links
represent the overlaying communication resembling a sparse random graph used for exchanging
operative counts of different groups. The choice of links is independent of the \/n-decomposition.

Vertices of the binary tree correspond to specific subsets of processes in the group: leaves of
the binary tree are singletons in the group, and each vertex in a higher layer corresponds to the
union of the subsets that are already identified with the children of that vertex in the tree. The
root of the binary tree corresponds to the set of all processes in the group. Processes calculate the
number of operative 0’s and 1’s, called operative counts, starting from the leaves of the tree (i.e.,
singletons) and then keep moving up the tree. At each vertex in a higher layer, the processes in
the subset corresponding to that vertex work together to relay and sum up the operative counts
from the lower layer. In this relay-and-aggregation procedure, all operative processes in the group
exchange messages, not only to relay and aggregate values from children to parents in the virtual
tree, but also to keep track who remains operative in the whole group. More precisely, if a process
receives information from less than half of the other processes from the group, during the procedure
of relaying and aggregating the operative counts of 0’s and 1’s from the lower layer, it becomes
inoperative. See example in Figure 2. After O(logn) rounds, corresponding to the height of the
binary tree, the operative counts for the entire group — corresponding to the root of the tree —
can be calculated. Complying with the rule of receiving enough number of messages in order
to maintain an operative status, only the processes of the group that remain operative use the
operative counts further in the protocol. In the analysis, we will be able to prove that, regardless of
the omission failures’ pattern, there is a group of ©(n) operative processes whose counts of operative
0’s and 1’s differ by, at most, the number of processes who have become inoperative. Taking the
advantage of the binary-tree-structured communication, we can guarantee that processes of each
group exchange at most O(n) bits in total and that the procedure of operative counting 0’s and 1’s
takes only O (logn) rounds. Summarizing, we prove the following result about a single execution
of the procedure GROUPBITSAGGREGATION. Detailed description can be found in Appendix B.1
and in Algorithm 2; the formal analysis is in Appendix B.2.

Lemma (Lemma 1 and 2 in Appendix B.2). A single execution of the procedure GROUP-
BITSSPREADING works in O(logn) rounds and guarantees that every operative process in a single
group knows an approximate number of other operative processes in the group having candidate
value 0 and 1. The numbers in different operative processes differ by at most the number of pro-
cesses of the group that became inoperative during the execution of the procedure. Processes in a
single group use at most O(n log? n) bits of communication, in total, during the execution.
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Figure 2: Visualization of the y/n-decomposition of the blue group from Figure 1. The processes
a,b,c,d,e in the group are logically decomposed into a binary tree. The pink arrows visualize
the three-round process of relaying operative counts of the two children of the root to the root
itself. First, the counts are relayed to all processes in the group (arrow #1), then the processes
send a confirmation if they received the counts (arrow #2), finally, all in the group transmit the
received counts to the higher layer — the root in this case (arrow #3). Some processes can be
faulty (process ¢ does not communicate, only {a,b,d,e}) and their values are not guaranteed to be
accumulated accurately.
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Technical advancement 2: Fast inter-group communication and status maintenance
between operative processes. After the tree-based communication, the operative processes in
each group have a shared knowledge about the count of operative 0’s and 1’s within their group.
Since there are [/n| different groups, the number of logically different counts is O(y/n). To
exchange these O(y/n) counts between the groups, the operative processes communicate along the
links in a sparse, but well-connected, graph — neighborhoods of which are pre-selected locally in
line 2 — that underlays the entire network; see the executed procedure GROUPBITSSPREADING in
line 8 of Algorithm 1 and the illustration of the graph on the top of the group partition in Figure 1.
The graph used by the operative processes is selected as follows. We consider a random graph,
where each edge is selected independently at random with probability ©(logn/n). Next, we use the
probabilistic analysis to show that the following event holds whp: a random graph with such edge
density has the property that every subgraph of a constant-fraction size is dense and shallow — see
Theorem 4 in Appendix B.2. The “dense” property refers to the fact that removing an arbitrary
but at most a-fraction of edges incident to any vertex from a linear number of vertices, allows
to find a connected subgraph of this linear number of vertices such that every vertex has degree
at least Slogn within this subgraph. The “shallow” property refers to the fact that the latter
subgraph has logarithmic diameter (asymptotically). These two properties justify our partition
into operative and inoperative classes, from perspective of the inter-group communication: as long
as the process has more than Flogn active links, intuitively it belongs to the connected shallow
subgraph and thus it is capable of exchanging information with any other process with this property
in O(logn) rounds. This holds regardless of the factual faulty / non-faulty state of the processes.
Therefore, the operative processes can spread among themselves the operative counts of the [y/n]
different groups, yielding the property that as long as a process remains operative it knows some
operative counts of any group with at least one operative process. More specifically, every operative
process stores a data structure memorizing the operative counts of each of the [/n| groups present
in the system. Initially, it knows only the counts of the group it belongs to. In O(logn) rounds
of communication it keeps sending these counts along every edge determined by the underlying
graph, maintaining the fact that operative counts of a particular group are sent only once via each



edge; at the same time it receives counts of other groups and updates the data structure based
on this information. In case a process receives two or more different count values of some group,
it can choose arbitrarily any of them — as argued earlier, all of them could differ by at most the
number of processes that have become inoperative in that group. To summarize, the procedure
GROUPBITSSPREADING has the following outcome (the formal description is given in Algorithm 3
and in Appendix B.1; the formal analysis is provided in Appendix B.2).

Lemma (Lemmas 6, 8 and Theorem 5 in Appendix B.2). Assume that processes run the pro-
cedure. GROUPBITSPREADING with O(y/n) different logical input values (which are the operative
counts of candidate values 0 and 1 of each group). At the end of the procedure, each operative
process knows at least one copy of the logical value, provided that at least one process starting
with this logical value remains operative. The procedure uses O(logn) communication rounds and
O(ny/nlog?n) communication bits in total.

The combination of the two above technical advancements lead to calculating the number of
candidate values 0 and 1 among the operative processes. Although these numbers are approximate,
as they can differ by the number of processes that have become inoperative, this difference is
acceptable to still employ a variant of the biased-majority-voting consensus, as we discuss in the
next part.

Putting them all together: consensus protocol based on biased-majority-voting ad-
justed to the new efficient voting implementation in an epoch. Assuming that each op-
erative process has the approximate numbers of other operative processes having a candidate value 1
and 0, we explain the modification to the consensus framework based on the biased-majority-voting
by Bar-Joseph and Ben-Or [10] in order to adapt to the dynamic characteristic of the operative set
of processes and to the properties that our new efficient single-epoch implementation of a voting
has. Our modification takes into account that, in our case, the counts of operative 0’s and 1’s
are not the same in every operative process. The communication protocols guarantee only that a
candidate value of an operative process is accounted by any other operative process, however, it
gives no guarantee regarding the candidate values of the processes that become inoperative during
the calculation and communication. Also, in our implementation of a single biased-majority-voting
subroutine (epoch), described earlier, the operative processes do not assign any default values to
the candidate values of the inoperative processes. Thus, any operative process estimates the num-
ber of all operative processes simply by adding the operative counts of 0’s and 1’s. Based on the
above estimates, the algorithm employs the procedure of converging the candidate values of the
operative processes to the final decision value according to the following: if an operative process
has an operative count of 1’s (meaning the candidate values of operative processes assigned to 1)
at least % of the estimated total of all operative processes, it sets the candidate value to 1. If the
operative count is less than half of the estimated total, it sets the candidate value to 0. In all other
cases, the candidate value for the next step is a uniformly chosen random bit. See lines 9-11 and
Figure 3 for an illustration.

Following the main line of the biased-majority-voting idea, in the analysis, we show that if a
perturbation in the number of operative processes before the counting starts and after it ends is
small, i.e., O(y/n), the estimations are good enough to reach a consensus decision by operative pro-
cesses, with constant probability i.e. the candidates values among operative processes are unified.
A high level intuition is that if there is a fraction of 1’s as the candidate values among the operative
processes of at least % then every operative processes assigns 1 as its candidate value. Otherwise
every operative process either sets a random bit or 0 as the candidate value, however, the standard
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Figure 3: A picture explaining the thresholds in a single execution of the biased-majority-voting
subroutine, see lines 9-11 in Algorithm 1. Different colors represent different outcomes (each ob-
tained in a different epoch) of the counting of candidate values in preceding lines 6 and 8.

bounds on the deviation from the mean of the sum of many i.i.d. random variables guarantee that,
with constant probability, the number of assigned 0’s is below the mean by ©(y/n). If the pertur-
bation is indeed O(y/n), which occurs with a constant probability, this leads to assigning 0 as the
candidate value in the next repetition of the biased-majority-voting subroutine by every operative
process. Since the convergence analysis of a similar procedure has been done earlier in [10], but with
different constants, we omit the details here and refer the reader to Lemmas 10, 11 in Appendix B.2.

On the other hand, the communication graphs in the communication protocols are designed to
guarantee at least n — ©(t) operative processes in the system, regardless of the adversary’s actions.

Lemma (Lemma 7 in Appendix B.2). The number of operative process is always at least n — 3t.

Therefore, after O <ﬁ log n) < O(y/nlogn) epochs, each executing our biased-majority-voting
subroutine, we can assert, by a counting argument, that there were at least Q(logn) epochs in
which the perturbation to the number of operative processes was O(y/n). In consequence, we
can argue that operative processes have reached a consensus decision with high probability — the
voting in different epochs use independent random bits, thus their outcome are independent and
standard bounds on probability of success of ©(log n) independent trials of a Bernoulli variable can
be applied. As a final step, the operative processes disseminate the decision to all processes by
all-to-all-communication, see lines 14-16.7

The detailed analysis of Algorithm 1 is presented in Appendix B.2 and the precise formal
result is stated in Theorem 5, however, we note here the complexity milestones. The commu-
nication bit complexity is always O (ﬁ logn - n3/21log?n + n? + nt> =0 (n (t log®n + n)) The

first additive term corresponds to O (ﬁ log n> repetitions of our biased-majority-voting subrou-

tine (i.e., epochs), each requiring O (n?’/ 2 Jog? n) bits of communication. The additive term O (n2)
corresponds to the procedure of informing other processes of the decision made by the operative
processes. The last term O(nt) corresponds to the execution of the deterministic protocol. The
number of random bits used is at most 1 per process per the repetition of our biased-majority-voting
subroutine (i.e., once per epoch), which gives O (t\/nlogn) < O (ny/nlogn) bits of randomness in

"To increase the probability of success to 1, after each epoch, the operative processes employ a safety rule: if the
estimation of operative processes holding candidate value 1’s constitutes at least % fraction of the overall estimation
of all operative processes (or, conversely, the estimation of 1’s constitutes less than % fraction), a process sets an
auxiliary variable decided to true, see line 12. The undecided processes may eventually switch to a deterministic
protocol (line 18), working in O(n) rounds and sending O(n®) communication bits cf. [15], but the underlying idea
is that, based on the previous arguments, it is only with a probability of less than O (%) that an operative process

remains undecided throughout the O (ﬁ log n) < O(y/nlogn) repetitions of our biased-majority-voting subroutine.

As this part is highly technical, we postpone details to Section B.
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total. Similarly, each repetition of an the counting scheme takes O(logn) rounds, which implies
O (ﬁ log? n) <O (\/ﬁ log? n) round complexity, conditioned on the fact that the deterministic

consensus algorithm is not evoked — this happens whp. In the case where the deterministic algo-
rithm is executed, it takes additional O(t) rounds after which all non-faulty processes decide with
probability 1, but this happens with polynomially small probability.

4 Lower bound

Our next result shows a new connection between randomness, which we informally define as the
total number of accesses to a random source by the algorithm,® and time complexity in consensus
solutions against an adaptive adversary. It provides a lower bound for a broader class of consensus
algorithms that are correct with high probability,” against an adaptive adversary who can crash
processes permanently — it automatically extends to omissions and more severe faults. Compared
to previous lower bounds, we introduce a new, amortized analysis of the valency framework [10,
18, 31] — a common tool to deriving lower bounds for consensus algorithms. By crafting a new
parameterized approach to the coin-flipping game — an abstraction that models processes’ random
choices — we can fully adapt the power of adversary to the amount of randomness the algorithm is
using.

Theorem 2. For a synchronous algorithm solving consensus with probability > 1 — #, let T de-
note the number of rounds in an execution of the algorithm and R be the total number of times the
processes have accessed a random source. There exists an adaptive adversarial strategy that guar-

antees, with probability at least 1 — @,10

2
Tx(R+T):Q< ! >
logn

The above result is proved in Appendix C, as Theorem 7. It shows a trade-off between fast
algorithms and algorithms that are frugal in their calls to a random source. Lower bounds of similar
flavor have been already known for the asynchronous setting. Aspnes (JACM’98) [5] was the first

to show that (F’:Q—t) coin flips are needed to solve asynchronous consensus. That result has been
later improved by Attiya and Censor (STOC’07) [7], who obtained a tight bound showing that
asynchronous consensus requires © (n2) (asynchronous) step complexity. Note that the adversary
in an asynchronous setting is much more powerful than in the synchronous one, considered in this
paper, since he can delay all operations arbitrarily — we obtain similar lower bound (right-hand

side of our formula) without being able to use an advantage of asynchrony in adversarial strategies.

In case of synchronous algorithms, the only known lower bound was obtained by Bar-Joseph
and Ben-Or [10], who showed that no algorithm can solve consensus with probability 1 against
the adaptive adversary in fewer than Q(ﬁ) rounds, even with unlimited randomness. Since a
single process can have at most one call to a random source in a round, substituting R :==n x T
in our lower bound also implies that any algorithm solving consensus with probability at least

1-— # has to work for T" rounds such that T x T x (n+1) = Q(lot;n) = T = Q(ﬁ) with
1

Togn Thus, we extend the bound in [10] to a wider class of algorithms

probability at least 1 —

8Observe that this definition is, in principle, more general than counting only the total number of random bits.
See Section 2 for formal specification of randomness.

9 Algorithms correct with probability 1 are also in this class.

10Tn fact, for the cost of poly-logarithmic times more faults, the bound could be polynomialy close to one.
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— Monte Carlo solutions. On the other hand, in the case of having a small (e.g., constant or
polylogarithmic) number of processes who make random calls in a round, or when process uses
pseudo-random generators of small (e.g., polylogarithmic) seed and the number of failures is big
(e.8., t = Q(55575g7)) — the lower bound implies T' = Q(m), which is (almost) equivalent to
the renowned lower-bound 7' = Q(¢) (cf. [8]) for deterministic executions. Nevertheless, our lower
bound describes precisely the relationship between the time and the number of random calls in the
entire spectrum between the two extremes of unlimited randomness and determinism.

Lower bound’s technical novelty and overview of its analysis. We propose a new improved
analysis of the one-round coin-flipping game — an abstraction proposed by Bar-Joseph and Ben-
Or [10]. They showed that, from a high level perspective, if n processes use randomness in a round,
the adversary (knowing the random outcomes) can hide ©(y/nlogn) values (which corresponds to
failing ©(y/nlogn) processes) such that with probability at least 1 — % the execution cannot be
close to deciding. We improve this analysis and make it parameterized with respect to the number
of calls to a random source, see Lemma 12 in Appendix C, in order to be able to amortize this
number in the final analysis in the proof of Theorem 2 (equivalently, Theorem 7 in Appendix C).

More specifically, using Talagrand’s concentration inequality, we show that even if only k& < n
processes decide to make a call to a random source, the adversary can fail at most ©(y/kIog a)
of them in such a way that the probability of preventing decision is at least 1 — 2%, for a < %
Introducing the artificial parameter « allows the adversary to control the game with almost any
desired precision with the cost of only log a times more failures in an execution.

Having this tool in hand, one could follow the generic framework of analyzing valency of the
executions, as used by Bar-Joseph and Ben-Or in [10] and also in other related contexts in dis-
tributed computing, c.f., [5], [7]. In short, the framework relies on partitioning the executions into
a finite and small number of exclusive types (also referred to as valency types) of executions that
capture the probabilities of the algorithm deciding 0 or 1, given the history of the execution up to
some point in time. More precisely, let Pr(H,.A) be the probability of reaching consensus on value
1 when continuing the run of the algorithm with history H under adversarial strategy A. We say
that a state of the algorithm in round 4, defined uniquely by its history H, is:

e null-valent if for all adversarial strategies A extending this state, we have nl(}gn — ;Zf <
PF(H ‘A) < 1- nlogn + n_l2’

e l-valent if there is an adversarial strategy A extending this state such that Pr(#,A) >
L4 - and for every other adversarial strategy A": Pr(H, A’) > L !

nlogn nlogn  n2’

e 0-valent 1f there is an adversarial strategy A extending this state, such that IP’r(”H A) <
L 7 and for every other adversarial strategy A’: Pr(H, A') <1 — 4

nlogn nlogn n2>

° bwalent if there are adversarial Strategles A, A’ extending this state, such that Pr(H,A) >
1— + -7 and Pr(H, A') < - 2.

nlogn n

nlogn

An execution that is 1-valent or O-valent is also called uni-valent. Note that the types are disjoint
and cover the whole space of an algorithm’s states.

The classical approach is to show that (i) there exists an ambiguous assignment of input bits to
processes with the probabilities of deciding 0 and deciding 1 being far from 1, and (ii) the adversary
can keep the algorithm in the ambiguous state regardless of the algorithm’s actions for a certain
number of rounds. Step (i) is guaranteed by the following lemma:
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Lemma (Lemma 13 in Appendix C). For any synchronous consensus algorithm there exists an
wniatial state, which, if the adversary can control one process, is null-valent or bivalent.

We now focus on Step (ii). In order to obtain amortized analysis of the number of calls to
random sources and simultaneously to enforce the sought time lower bound, we give much tighter
analysis of this type. In particular, we have to take into account (a) the number of accesses
to random sources when analyzing transitions between different types of states, c.f., Lemmas 14
and 15, and (b) the amortized number of accesses when classifying states in round ¢ according to
their valency, c.f., the conditions defining the types of states based on valency (see above).

Lemma (Lemma 14 in Appendix C). A state H; that is null-valent at the beginning of round i < n

can be extended to a null-valent state at the end of the round with probability greater than 1 — %

by failing at most 16+/7;log n processes.

Lemma (Lemma 15 in Appendix C). Let H; be a bivalent state. By failing at most 16+/r;logn + 1
processes per round, the adversary can extend the state for the next i’ > 1 rounds, with probability
at least 1 — #gn, reaching a state H;y that is either bivalent or terminating. The latter case can
happen only because failing the necessary processes in round i + 1 — 1 would exceed the limit t on
the total number of failures.

Using the above lemmas, we can prove Theorem 2 (equivalent to Theorem 7 in Appendix C).

Proof of Theorem 2. By Lemma 13 in Appendix C (see also its statement above), the adversary can
assign input values such that the initial state is in either a bivalent or a null-valent state. Then,
the adversary follows the strategy described in Lemmas 14 and 15 in Appendix C (see also the
statements above), depending whether the current state is null-valent or bivalent. Specifically, if
the state is null-valent, the adversary can extend the execution by one more round with probability
at least 1 — #, again by Lemma 14 in Appendix C. If the state is bivalent, it can extend the
state for some 7' > 1 rounds with probability at least 1 — @, such that the new state is again
either bivalent or null-valent, or the execution terminates but then the number of failed processes

in the previous round would exceed the adversary’s limit ¢. If the algorithm decides to terminate,
it must be in either a 0-valent or 1-valent state, since the algorithm is (1 — #)—Strongly-correct.
Therefore, the adversary can prolong the execution either for n rounds or until it runs out of the
processes to fail.

Let T be the round in which the execution terminated. If T' = n, then the theorem follows.
Assume then that the adversary stopped implementing its strategy in round 1" due the fact that in
the preceding round it could not fail the desired number of processes. Since the adversary fails at
most 161/7; logn + 1 processes in a round 4 (c.f., Lemmas 14 and 15 in Appendix C), we obtain

-1 T-1
t < Z <16\/rilogn+ 1) < 322 (ri +1)logn ,
i=1 1=1

which is equivalent to

T—1 2
12 <1024 <Z \/1ilog n) .
i=1

Applying the Cauchy-Schwarz inequality to the right hand side of the above, we get

T-1 2 T-1
2 <1024 (Z (ri +1)log n> < 1024(T — 1) <Z(ri +1)log n> ,
=1

i=1
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which, after proper rearranging, yields

t2
" o T
Tooalogn = (T~ D> (B+T)

and proves the theorem. O

5 Interpolation between random and deterministic solutions

To complement the lower bound from Theorem 2, we give a trade-off algorithm that matches it
(with respect to poly-logarithmic factor) and each access to random source gets only one bit.

Theorem 3. For any R € O(n?/?), there exists an algorithm solving consensus (with probability 1)
against the most powerful, adaptive omission-causing adversary failing at most t < g processes,

which terminates in O ("—R2> rounds and uses, in total, O (n2) bits of communication and O (R)
bits of randomness, whp.

The extended version of the above result is formally described and proved in Section D, as
Theorem 8. We give here a general overview. The algorithm uses an idea of grouping processes
into smaller subsets, first solving consensus within each subset and then propagating the decision
to the entire system. Such a scheme is typically heterogeneous, in the sense that intra-group
procedures/consensus mimics an efficient randomized algorithm while the inter-group procedures
are based on efficient deterministic solution. Therefore, the smaller the groups the more randomness
could be reduced (in theory). Grouping algorithms were first used in [23], where a similar trade-off
between communication/random-bit-complerity and time was shown in case the processes are prone
to crashes only (more benign faults). However, the same framework cannot be used here because,
as discussed earlier, omission failures automatically introduce at least quadratic communication
complexity, while the scheme in [23] relied on lower-communication procedures.

Therefore, our omission-based implementation is very different from the crash-based one in [23]
and relies, once more, on the idea of dividing processes into operative and inoperative and on
combining this approach with a round-robin algorithm working on groups (i.e., considering groups
one-by-one). For the sake of clarity, assume that we split the set of processes P into = groups
SPy,...,SP,, of size at most {%] each. In x subsequent phases, we let each group invoke our
almost-optimal consensus algorithm against omissions (limited only to the members of the group),
given by Theorem 1, one group per phase. Then, we propagate the decision of the consensus
algorithm to other processes in the system and require that each subsequent call to the almost-
optimal consensus algorithm, which takes place in any later phase, uses the propagated value as

the input bit for the processes involved in the call in this phase.

The crux is in executing the above only among operative processes. Similarly to the algorithm
presented by Theorem 1, we use a result about random graphs of expected degree ©(logn) for
specifying the communication graph between groups. We also determine whether a process is
operative or not based on the number of messages it received in the random graph. Ultimately,
we again use the observation that the operative processes, ergo those who constantly receive many
messages from processes who are their neighbors in the communication graph, can exchange any
information between themselves within O(logn) rounds. This property is crucial for correctness
of our algorithm and its detailed explanation can be found in the proof of Lemma 8. It then
follows that if a group, which has sufficiently many non-faulty and operative processes, calculated
a decision value, this value is properly distributed to all other operative processes. From now
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on, the operative processes have the same input value in all remaining phases and, therefore, the
adversary cannot prevent them from deciding on that value. The existence of a group satisfying
the requirements on the number of non-faulty and operative processes is a consequence of limiting
the adversary to at most a constant fraction of faults, and — similarly as in the main Algorithm 1
— the fact that a random graph of expected degree O(logn) has dense and shallow (with a small
diameter) sub-graphs of size being a constant fraction of all vertices.

Now, the trade-off comes from the fact that the number of random bits needed to solve consensus
in a group does not scale linearly with the size of the group. If the size of the group is roughly 2, our
_ -

optimal algorithm uses O (% . —) =0 <(%)3/ 2) random bits per run. It follows that performing

T

x of such runs, one by one, gives the desired trade-off between time 7' = O (x . \/g ) = O (v/nz) and

the randomness complexity R = O (x (%)3/ 2) =0 (%) =0 (”TZ) The communication bit
complexity bound follows from applying the bound of Theorem 5 to each phase of the round-robin

scheme separately.

6 Future Directions

We believe that our novel parameterized valency technique could be used in proving lower bounds
and impossibility results regarding trade-offs between randomness and other complexity measures
in other distributed problems. First important open question is the tight characterization of the
tradeoff between round complexity and randomness used by processes for the case when ¢t = o(n).
Specifically, Theorem 8 in Appendix D (extended version of Theorem 3) gives an algorithm satisfy-
ing the invariant ROUNDS x RANDOMNESS = ©(n?), regardless of the number of faults. On the other
hand, Theorem 2 gives only Q(#?) lower bound on this product.

Second important open question is about trade-off between communication complexity and time
when ¢t = o(n), for any type of faults. In particular, for crash failures there is only an upper bound
known [23] for such tradeoff, while for omission failures, surprisingly, there is no such tradeoff when
t = ©(n), by our Theorem 1 (as it simultaneously matches, up to a polylogarithmic factor, the two
independent lower bounds on time [10] and communication [1]).

The concept of operative processes, maintaining them locally at (relatively) low cost and using
them for performing tasks such as efficient counting and information exchange, could be a game-
changing concept in designing and analysis of distributed fault-tolerant algorithms. We demon-
strated how to use it efficiently against adaptive omission faults, but we suspect it could be applied
to other computation and failure models and problems. On the technical side, it would be interest-
ing to further improve communication performance of using operative processes in case of smaller
number of failures.
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Appendix

A Other Related Work

The consensus problem was introduced by Lamport, Pease and Shostak [27, 32|, in the context of
deterministic solutions. Fischer, Lynch and Paterson [18] showed that the problem is unsolvable
by any deterministic algorithm in an asynchronous setting, even if one process may fail. Fischer and
Lynch [17] proved that a synchronous solution requires ¢ 4+ 1 rounds if up to ¢ processes may crash,
which is automatically applicable to settings with more severe failures, including omissions. Dolev
and Strong [15] gave an efficient deterministic solutions to Consensus under even a stronger Au-
thenticated Byzantine failures, working in optimal time ¢ + 1 and using Q(nt) messages, which was
(nearly) matched by Dolev and Reischuk [14], who proved an Q(t? 4+ n) lower bound.

Recently, Abraham et al. [1] showed that any (even randomized) algorithm that solves Con-
sensus with a constant probability against an adaptive adversary requires Q(t? + n) messages,
whp. Regarding time complexity, Bar Joseph and Ben-Or [10] showed that no algorithm can solve
Consensus, with correctness probability 1, against an adaptive adversary in fewer than Q(ﬁ)
expected rounds. It holds even for more benign crash failures. Other classic work [24] shows a lower
bound on the probability of failure of any algorithm that runs in a fixed number of rounds, given
that a linear (in m) number of processes is prone to Byzantine failures. This result holds even if
the adversary’s knowledge is limited to the history of controlled processes and if the algorithm has
cryptographic routines such as the public-key infrastructure or threshold signatures. Following a
long line of work [1, 19, 21, 25, 29], this result has been recently matched, under these cryptographic
assumptions, by an algorithm of [21].

On the algorithms’ side, the deterministic algorithm by Dolev and Strong [15] has been also
the best known overall solution (including randomized algorithms) against an adaptive adversary
(of unbounded computational power and full information) causing omission failures, with respect
to time and message complexity. Other works that consider omission failures, sometimes known
as general omission failures (since both, incoming and outgoing messages of a faulty processes
can be omitted), are mostly concerned with the early-stopping version of the consensus problem
variant [33, 34], unlike our work focused on optimization of three complexity measures.

Better time and/or communication complexity is possible if failures are more benign, e.g.,
processes are crashed permanently (instead of message omissions) or the adversary is weaker
(more restricted or more oblivious). Hajiaghayi et al. [23] designed a solution under ¢t < n crashes
in almost-optimal time and using a subquadratic number of communication bits O(n??). King and
Saia [26] proved that under some limitations on the Byzantine adversary and requiring termination
only whp, the subquadratic expected communication complexity O(ng/ 2) and even polylogarithmic
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time can be achieved. Even better complexities could be achieved against an oblivious adversary,
i.e., the adversary who knows the algorithm but has to decide which process to fail and when
before the execution starts. Chor, Merritt and Shmoys [13] developed constant-time randomized
algorithms while Gilbert and Kowalski [22] solved Consensus in optimal communication complexity
O(n) and O(log n) time, whp. Sub-quadratic communication is also possible in asynchronous setting
under oblivious adversary, which decides processes’ and messages’ delays in advance, c.f., [20].

On the other side, stronger adversaries (such as general Byzantine, discussed earlier) or/and
asynchrony require linear time or/and (super-)quadratic communication. Georgiou et al. [20]
showed that even a simpler task of fault-tolerant gossip requires linear time or quadratic com-
munication when an adaptive adversary crashes processes. Recently, Alistarh et al. [3] showed
how to obtain almost-optimal communication complexity O(n?logn) if less then n/2 processes
may fail, which improved upon the previous result O(n? log? n) by Aspnes and Waarts [6] and is
asymptotically almost optimal due to the lower bound €(n?) by Attiya and Censor.

B Almost-optimal Algorithm against Omissions Failures

We present a randomized algorithm that solves consensus with probability 1. It works in
(@) (ﬁ log? n) rounds with high probability and uses O (n(t log?n + n)) communication bits with

probability 1 against any number up to ¢ < g5 of omission-faulty processes. We give a descrip-
tion below while the pseudocode of the algorithm has been provided in Algorithm 1 in Section 3,

together with an extended overview and illustrative figures.

The algorithm partitions processes into two classes: operative processes and inoperative pro-
cesses. The operative processes have the property that any two of them can exchange a bit of
information in at most O(logn) rounds, using a certain sparse graph of communication. In con-
trast, the inoperative processes are those that, due to the actions of the adversary, have been
excluded from the fast flow of information guaranteed for the operative ones. We note that our
partition is dynamic. The status of a process can change during the run of the algorithm. Our
partition is also independent of the partition into faulty and non-faulty processes at the logical
level. A non-faulty process may become inoperative if its communication neighborhood diminishes
(e.g., many of its randomly selected neighbors could become faulty and omit messages), while faulty
processes may stay operative as long as they are good transmitters from the perspective of other
processes, despite the omissions of some of their messages. The operative/inoperative status of a
process is also local — other processes may not be aware of it.

To start, all processes are initially designated as operative (see line 1). Next, each operative
process determines its communication neighbors, a set denoted by V,, in the algorithm, based on its
identifier p and the set of all processes P taking part in the protocol. To be precise, in Theorem 4
we state the existence of a sparse random graph with a fault-tolerant properties strong enough to
support the later stage of the algorithm regardless of the omissions pattern. Since the processes
know P, they can all pre-compute the same graph (i.e., they can all choose a lexicographically
smallest such graph) that is guaranteed by Theorem 4. Observe that, in order to do this selection,
the processes do not need to communicate, as the properties of such graph are purely combinatorial
and only rely on the knowledge of p and P.

During the main loop of the algorithm (lines 5-13), the operative processes work collectively
to establish a consensus decision among them. This work is divided into O (ﬁ log n> epochs and

utilizes a variant of the majority-vote protocols introduced for the case of, more benign, permanent
crash failures in [10].
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In our approach, only operative processes participate in the majority-vote protocol. This is
achieved as follows: each operative process prepares a variable (interpreted as a candidate value
for the final decision) b, initialized to its input bit. In each epoch, the operative processes rely on
two different communication subroutines, GROUPBITSAGGREGATION and GROUPBITSSPREADING
(see lines 6 and 8), to calculate the number of operative 1’s and 0’s present in the candidate
values. The communication algorithms GROUPBITSAGGREGATION and GROUPBITSSPREADING
guarantee that, after O(logn) rounds and using at most O (n3/ 2polylog (n)) communication bits,
every operative process has a correct estimation of the number of operative 1’s in the candidate
values from the beginning of the epoch (the variable ones, in the pseudocode) and operative 0’s
in the candidate values from the beginning of the epoch (the variable zeros, in the pseudocode)
after their completion. Since the description of these routines is highly technical, we devoted
Subsection B.1 for this purpose. Based on the values of the variables ones, and zeros, process p
decides what candidate value assign to variable b, for the next epoch. If the estimation ones, makes
at least % fraction of the estimation of all operative processes (which is equal to ones, + zerosy),
then the process assigns b, = 1; if the estimation ones, is less than half of the estimation of the
total number of operative processes then the process assigns b, = 0. In any other case, it assigns
b, to a uniform random bit. The proportion % is exactly % incremented by the maximal possible
fraction of inoperative processes there can be in the algorithm. It guarantees that no two operative
processes can deterministically assign b, = 0 and b, = 1 at the same time. See Figure 3 for
illustration.

In the analysis, we will demonstrate that if the number of new processes becoming inoperative
in a number of consecutive epochs is smaller than /n, the choices made by the operative processes
will lead to the same candidate value b, across all operative processes with a constant probability.
Our communication algorithms are designed in such a way that n — ©O(t) processes are always
7
epochs, we can assert that operative processes have reached a consensus decision (i.e., on same
value) with high probability. To lift the probability of success to 1, the operative processes adopt
a safety rule in the following form. If the estimation value ones, makes at least % fraction of the
estimation of all operative processes (or, symmetrically, the estimation of ones makes less than %
fraction), a process p marks in an auxiliary variable decided, that it is ready to decide by setting
it to true. The idea is that, according to the previous arguments, it is only with probability less
than O (%) that there is an operative process that has not become ready to decide during the

operative in the system, regardless of the adversary’s actions. Therefore, after O logn ) such

O (ﬁ log n> epochs. In this unlikely event, processes of this type execute a slow but deterministic

consensus protocol given as Theorem 4 in [15], whose O(t) running time is accounted to the total
time complexity with O (%) probability only.

To be more precise, in the last part of the algorithm, lines 14-20, the operative processes who
have the variable decided,, set to true, broadcast their variable b, (at this time it is a consensus
value) to all other processes. Then, the operative processes that have the variable decided, set to
true and inoperative processes who have received a consensus value b in the previous round, acquire
it, decide on the value and stop from participating in the protocol. On the other hand, all operative
processes that have the variable decided,, set to false, execute the deterministic consensus protocol
from [15], Theorem 4, which reaches consensus with probability 1 in O(t) rounds. In the analysis,
we show that if any operative process has the variable decided, set to true, all other operative
processes have the same candidate value in their bit b, as the operative process with the variable
decided, set to true, thus — the decision can safely by made on the value of the variable b. The
formal analysis of the correctness, running time and bit complexity is given in Subsection B.2.
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B.1 Communication patterns of operative processes within an epoch

In this part we describe the communication algorithms used by processes to gather information
about candidate values’ distribution from the beginning of the epoch. We start by explaining
the algorithm GROUPBITSAGGREGATION, which achieves the goal limited only to subgroups of
processes of size O(y/n). Limiting the size of a group on which we estimate the candidate values is
crucial for achieving O(n?) communication bit complexity.

Explanation of GroupBitsAggregation. We partition the set of processes P into at most [y/n]
groups Wr,..., W( Vak each with a size of at most [y/n] processes, as shown in lines 3-4. See also an

example in Figure 1. Since every process knows the set of process names, the partition could be pre-
defined, i.e., can be calculated locally by each process using the same local deterministic algorithm.
Processes in different groups work independently in algorithm GROUPBITSAGGREGATION.

The objective of each group is to compute the number of operative processes within the group
that have the variable b set to 0 and the number of those with b = 1, or mark inoperative the
processes that cannot gather the necessary information. At the end of the algorithm, each operative
process p should have these two values, b_zeros, and b_ones,, stored in its local memory, and
updated its operative status operative,. Algorithm 2 presents the pseudocode, while a formal
description is provided below. For each group W;, where 1 < i < [{/n], we use a binary-tree
decomposition of depth [log(y/n))]. At the lowest layer L()(1) of the decomposition, the processes

in W; are divided into [y/n] singleton bags, yielding the following:
LO) = {291, 1),..., L9, [Vn]}.

For any subsequent layer j, 2 < j < [log(y/n)]|, the bags of layer j are formed as a union of bags
at level j — 1 corresponding to the children of the j-level bag in the tree. This way, at the higher
levels of the decomposition, the number of bags is halved, but the size of a single bag is doubled.

Formally, the bag L (j, k), for 1 < k < {%1, which belongs to layer L()(5), is the union of bags

LW(j — 1,2k — 1) and LO(j — 1,2k). Here, we assume that L0 (j — 1,k) = 0 if ¥’ > {2(]@1)1

The communication scheme is navigated by the structure described above. It proceeds in
[log(y/n)] stages that correspond to aggregating knowledge within bags that belong to increasingly
higher levels of the decomposition.

In the first stage, each operative process p that is a member of a bag L(i)(l, k) at the lowest
layer L& (1) (for 1 < k < [y/n]) initializes two variables: b_ones,(1,k) and b_zeros,(1,k) that
keep track of the value of its bit by, i.e., b_ones,(1,k) = 1 if b, = 1, and b_zeros,(1,k) = 1 if
b, = 0; inoperative processes skip this step as their values b are not counted (see lines 1-3). Since
at level 1 the bags are singletons, every operative process has the correct number of one and zero
candidate values of other operative processes in its bag.

In stage j, for 2 < j < [log(y/n)] processes work to gather information of the candidate
values of all other operative processes that belong to the same bag in the layer L() (7), see the

main loop in lines 5-12. For 1 < k < {%—‘, fix a bag LW (j, k) of the layer L(®)(j). By the
hierarchical structure of the tree, at this point of the execution, the operative processes belonging
to the left-child bag of L® (j — 1,2k — 1) already collected the number of operative 0’s and 1’s
among them. The same is true for processes belonging to the right-child bag L() (j —1,2k). To
distribute this information between the operative processes in the bag L(*) (4, k), they use procedure

GROUPRELAY described below.
Specification of the procedure GroupRelay. The procedure takes five inputs: the identifier
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of a process p that executes it, its operative status operative,, its group W;, the bag L@ (4, k)
in which p currently exchanges information, and the set counts,, which is the information to be
distributed among other operative processes in L@ (4, k). The information could be initialized
differently by the algorithm calling the procedure GROUPRELAY, depending on whether p belongs
to a left-child or a right-child of the bag L® (4, k) in the lower layer j, as shown in lines 7-8 of
Algorithm 2.

During the execution of the procedure GROUPRELAY, the processes in W; have two different
roles: mon-faulty processes of the entire group serve as transmitters, while operative processes in
the bag L (j, k) have an additional role of a source. The following 3-round protocol is executed.
In the first round, each source sends its set count to all transmitters. The transmitters collect
received sets count and prepare new sets of the same name count that are the union of the former.
There are at most four logically different values that processes (sources) of the bag L (j, k) try
to disseminate, which are the counts of operative zeros and ones originating in the two bags that
are children of the bag L (j, k) in the lower level of the decomposition. In case there are two or
more different counts of operative zeros and ones for a children bag, the transmitters may choose
arbitrary of them. Therefore, each newly prepared set has the size of at most O(logn) bits. In the
second round, the transmitters confirm to sources if they received a message in the previous round.
Any source that receives less than %|WZ| + 1 confirmations becomes inoperative. In the third round,
the transmitters send the new sets count to the sources. Again, the sources that receive less than
%|WZ| + 1 notifications in this round become inoperative. If a process becomes inoperative, it stops
serving as a source, although it is still considered a potential transmitter in subsequent calls of
the algorithm. The change in the operative status of a process is reported to the main algorithm
OPTIMALOMISSIONSCONSENUS via variable operative,,. Example of how the above 3-round relay
process works is given in Figure 2.

After the procedure GROUPRELAY terminates, each process adds the received counts of opera-
tive ones and zeros and proceeds to the next stage of GROUPBITSAGGREGATION. Therefore, after
the last stage, the operative processes gather the knowledge about the number of operative processes
having b = 0 and the number of those who have b = 1 in the entire group W; (as this set corresponds
to the bag being the root of the tree). These numbers are stored in variables b_zeros,([v/logn] , 1)
and b_onesp([\/m1 ,1), and together with the operative status of a process, they are returned
to the main algorithm OPTIMALOMISSIONSCONSENUS.

Explanation of GroupBitsSpreading. The algorithm GROUPBITSSPREADING serves as a tool
to disseminate the values calculated by the grouped operative processes (in the run of the algorithm
GROUPBITSAGGREGATION) to all operative processes. The processes locally prepare an array
of pairs BitPacks of size [\/n| as follows. If W; is the group of a process in the partitioning
Wh,... ,W( Nak then the process writes the numbers of operative processes of W, having b = 0
and having b = 1, which is the result of the algorithm GROUPBITSAGGREGATION, at the position
¢ of the array, keeping all other entries empty. Next, the communication is performed along links
corresponding to the predetermined graph GG with certain combinatorial properties, which existence
is guaranteed in Theorem 4, cf., line 2 of Algorithm 1. Recall that G is such that every process p € P
has degree O(logn). The set V, of neighbors is passed as a parameter to every execution of the
algorithm GROUPBITSSPREADING. See also Figure 1 for an illustration of the group partitioning
with additional graph spanned on nodes.

The communication in the GROUPBITSSPREADING algorithm lasts 8logn rounds. Initially, p
sends to every process in V), the entries of the array BitPacks, that have not been sent via the link
yet. When receiving a message from another process ¢ € V, process p updates its array BitPacks,
by replacing empty entries with the non-empty entries of the array BitPacks,. Additionally, p
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Algorithm 2: GROUPBITSAGGREGATION
input: W;,p, operative,;b,

1 if operative, = true then

if b, = 0 then b_ones,(1,7) < 0,b_zeros,(1,7) + 1;

else b_ones,(1,i) < 1,bzeros,(1,i) + 0;

end

for stage j € {2,...,[logn|} do

let L (4, k) be p’s bag in j-th layer L) (j);

if pe LU (j — 1,2k — 1) then counts, < {b_ones,(j — 1,2k — 1),b_zeros,(j — 1,2k — 1)} ;
8 else counts, < {b_ones,(j — 1,2k),b_zeros,(j — 1,2k)} ;

9 countsy, operative, < GROUPRELAY(W;, p, operative,, L9, k), countsp);

10 compute values of variables b_ones,(j — 1,2k — 1), b_zeros,(j — 1,2k — 1),b_ones,(j — 1, 2k),
b_zeros,(j — 1,2k) based on the elements in the set countsy;

11 b_ones,(j, k) < b_ones,(j — 1,2k — 1) + b_ones,(j — 1,2k);

12 b_zeros,(j, k) < b_zeros,(j — 1,2k — 1) + b_zeros,(j — 1,2k)

13 end

14 return b_ones,([logn],1),b zerosy([logn],1), operative,

o oA W N

N

keeps track of the processes from V), who failed to deliver a message in the most recent round and
excludes them from the communication and refutes to accept messages from them in any future
round of the algorithm GROUPBITSSPREADING. If the number of processes from which p received
a message is less than A/3, where A is the parameter from Theorem 4, p becomes inoperative. It
stays idle to the end of the current epoch and in all future epochs of the execution of the main
algorithm OPTIMALOMISSIONSCONSENSUS.

After 8logn rounds, each operative process adds up the values in its array BitPacks corre-
sponding to the numbers of 0’s and 1’s, resp., in different groups, and returns these two numbers.
The key property, which we prove formally in the analysis of the protocol, is that any two values
returned by the operative processes (either the count of 0’s or 1’s) may differ by at most the number
of processes that have turned inoperative during the epoch.

Algorithm 3: GROUPBITSSPREADING

input: V,, p,{, operative ;g ones,, g zeros

P
1 BitPacks, < [(0,0),...,(0,0)], an array of pairs (initially of zeros) of size [/n];
BitPacks,[(] < (g-ones,, g-zeros,);

[V

for 8logn rounds do
4 forgeV,:
send a message to ¢ containing the entries of BitPacks, not shared with g before, provided
q has not been disregarded earlier
receive a message (if any) with BitPacks, sent by ¢:
if ¢ has not sent a message, disregard sending to ¢ in any future round;
for i € [[\/n]] : BitPacks,[i] < BitPacks,[i] V BitPacks[i];
5 if number of received messages is less than A/3 then
operative, < false;

w

stay idle until line 8;

6 end

7 onesy, zeros, < the sum of the first (or the second resp.) elements of each non-empty pair of
BitPacksy;

s return ones,,zeros,, operative,
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B.2 Analysis of algorithm OptimalOmissionsConsensus

The building blocks of an execution of the algorithm are epochs — full iterations of the main loop
of Algorithm 1, OPTIMALOMISSIONSCONSENSUS. As any final decision of a process comes from
a communication with an operative process, see lines (15, 19), our goal is to prove that, with
probability 1, the operative processes store the same value in variables b,. To achieve that, we will
gradually analyze how consecutive subroutines executed within an epoch influence the values b,
held by operative processes.

Analysis of GROUPBITSAGGREGATION algorithm. In this algorithm, the operative processes
work in groups that are given by the partition {W7,..., W[ \/ﬂ} of the set P. Consider a group

W;. For a process p and a process ¢ such that p,q in W;, we say that g contributes to variable
b_ones,(j, k) (b_zerosy(j, k) respectively), for some 1 < j < [log(y/n)], k > 1, if the input b, is
counted in the variable b_ones,(j, k) (or (b_zeros,(j, k) depending on the value of b,).

Lemma 1. Let M; C W, be the set of operative processes in the group W; at the end of
the algorithm GROUPBITSAGGREGATION. Any process p € M; contributes to both wvariables,
b_onesy([log(y/n)],1) and b_zeros,([log(y/n)],1), of any other process q € M;.

Proof. In the proof we inductively show that any two processes p’, ¢’ belonging to the intersection
of a bag L@ (j, k) and the set M; have the property that p’ contributes to variables b_ones (j, k),
b_zerosy(j, k) of the process ¢’, where 1 < j < [log(y/n)], k > 1. The induction proceeds with
respect to the depth of a layer, j, in the tree decomposition L@ of the group W;. For the base
case, we observe that the lemma holds for any pair of processes belonging to the set M; N L(i)(l, k),
where L()(1, k) is a bag in the first layer, simply because M; N L (1, k) is a singleton set (in this
case, the only feasible pair has p' = ¢').

For the inductive step, consider a bag L) (j, k) in some layer j > 1. Let p’ and ¢’ be any two
processes belonging to M; N L) (j, k). During the execution of the GROUPRELAY procedure, the
process p’, who had the role of a source, relayed its set count to at least %|WZ| + 1 other processes
(transmitters), because otherwise it would have lost its operative status. Similarly, ¢’ has received
the accumulated set count from at least another %|WZ| + 1 processes. However, these two sets of
transmitters must have at least one common transmitter, who in this case assures that ¢’ received
the counts of p’. Since L ([log(y/n)],1) = W;, the lemma is proven. O

Next, we bound the bit complexity of the algorithm GROUPBITSSPREADING when limited to a
single group only.

Lemma 2. Processes in a single group use at most O(n log? n) bits of communication, in total, in
an execution of the algorithm GROUPBITSAGGREGATION.

Proof. The algorithm takes O(logn) stages of communication. In a stage, the procedure
GROUPRELAY is executed to distribute information between processes belonging to every bag
of the layer of the stage. The information about a single bag distributed in the messages of the
procedure GROUPRELAY is of size O(logn) bits at most, as it contains at most four counts of size
O(log n) each, c.f. the description of the procedure. The messages send in the procedure are always
between transmitters and sources. This first class of processes contains at most O(y/n) processes
(the size of any group). The second amortizes to O(y/n) if considered the union of all bags on the
layer corresponding to the stage. It follows then, that at most O(n) messages is sent per stage, in
total. Thus the lemma follows. O
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Analysis of GROUPBITSSPREADING algorithm. We first explain formally the scheme of com-
munication used in the algorithm GROUPBITSSPREADING. Let R(n,p) be a random graph on n
vertices in which every edge is contained independently with probability p. For suitable parameters
a and ¢, the following properties of certain graphs R(n, p) will be used to analyze omission-tolerance
of the predetermined graph G used for communication.

Definition 1 (of expansion and edge-sparsity).

e Expansion: A graph G is said to be f-expanding, or to be an f-expander, if any two subsets
of £ nodes are connected by an edge.

e Edge-sparsity: A graph G is said to be ({,a)-edge-sparse if for any set X CV of at most
¢ nodes, there are at most o|X| edges internal for X.

To assure that there exists a graph G that can be used by processes to perform the communi-
cation in the algorithms we provide the following theorem.

Theorem 4. Let n € N, and A := 832logn. A random graph R(n,A/(n — 1)) satisfies all the
below properties whp:

(i) 4t is (n/10)-expanding,

(ii) 4t is (n/10, A/15)-edge-sparse,

(iii) the degree of each node is between %A and %A.

Proof. In this proof we will use Chernoff bounds in the following form, where ¢ > 0 and X =
Zlgig i X; is a sum of independent Bernoulli trials with the expected value p:

e K
Pr[X > (1+e)u| < e 3 fore < 1 (2)
PriX <(1—-e)u] < e 2 fore <1 (3)

see [30].
We first prove that property (iii) is satisfied by graph H whp. The expected node degree in H
is A. By the Chernoff bounds (2) and (3), each degree of H is between (19/20)A and (21/20)A
with probability at least
1-2-exp{—A-(1/20)%/3} >1—1/n
as A > 832logn.

Now we consider property (ii). Consider a set X7 C V of at most /10 nodes. We show that it
has at most | X1| A/15 internal edges with probability at least 1—1/n2. Let x; stand for | X;|. Recall
that the expected number of edges internal for Xy is A/(n — 1) - 21 (1 — 1) /2. The probability
that the number N of internal edges is more than x1A/15 can be upper bounded by the Chernoff
bound (2) with e; = 1/3 to obtain

A -1 _Azy(z—1) 2
Pr [N > (1+¢e)- %} <e 2tn 1y (e1)7/3 < e_ml/z?o’

as z1 < n/10. It follows that the probability that a set X; of at most z1 nodes with more than
x1A/15 internal edges exists in graph H, where 21 < n/10, is at most

n/10 n/10 n/10

< n ) e—Am1/270 < Z o1 log(n)— A1 /189 Z 9-3vilogn < 1 /2
Z x
r1=1 1 r1=1 r1=1
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as A > 832log n.

It remains to prove property (i). Consider any two disjoint sets X and Y of exactly ¢ elements
each. The expected number of edges connecting two disjoint sets of nodes X and Y is A|X||Y|/(n—
1). Therefore, by the Chernoff bound (3), we obtain that the number N of edges connecting the
sets X and Y is less than 2/3A|X||[Y|/(n — 1) with a probability that is at most

PF[N < (1 o 1/3) . A|X||Y|/(TL o 1)] < e—A\X||Y|/(n—1)-(1/3)2/2 < e—An/1800

Consider an event that two sets of nodes of n/10 elements each and with less than 2/3A|X||Y|/(n—
1) edges between them exist. The probability of this event is at most

( 7}1 > < 7}1 > o~ An/1800 < 92n/101gn | ,—An/1800 < on/5logn | 9—832An/1800 < 9—2nlog(n)/15 1/n2.
10 10

Since the complement of this event guarantees that every two disjoint set of size n/10 have at least
2/3A|X|[Y|/(n — 1) > 1 connecting edges, thus (n/10)-expansion follows. O

Let us now fix a particular graph G that satisfies the above properties and let this graph be
the same as the one on which the processes decide when executing line 2. As a consequence of
these properties, it can be also shown that close neighborhoods of any vertex in G contain regular
subgraphs and grow rapidly. Let us start by giving the appropriate definition.

Definition 2 (of (v, )-dense-neighborhood). For a node v € V, denote N&(v) the set of vertices
at distance at most d from v in graph G. Then, for v > 1, a set S C N/(v),v € S is said to be
(7, 0)-dense-neighborhood for v if each node in SN Ng_l(v) has at least & neighbors in S.

To formalize the meaning of the rapid growth of a close neighborhood of a vertex in G, we
provide the following lemma.

Lemma 3. If graph G = (V, E) of n nodes is (n/5, A/15)-edge-sparse then any (v, A/3)-dense-
neighborhood for a node v € V' has at least min{27,n/10} nodes, for v > 0.

Proof. Consider a node v € V' and a set S which is a (v, A/3)-dense-neighborhood for v. Let A;
stand for S N N(i;(fu). We show the following fact by induction on i, where 1 < i < v — 1: the set
A; has at least min{2,n/10} elements. The base of induction for i = 1 follows directly from the
property that v € S has at least % > 3 neighbors in A1 =S5N Ncl;(v).

The inductive step: suppose that the inequality |A4;| = |S N N&(v)| > min{2%,n/10} holds for
i, where 1 < i < 7 — 1. We prove the inequality for i + 1 as follows. If A; has at least n/5
elements, then we are done. Otherwise the set A; has at most |A4;]A/15 internal edges, by the
(n/10, A/15)-edge-sparsity. We obtain that there are at least |A;|A/3 — 2 |A;|A/15 = 3|A;|A/15
edges between the sets A; and Ngrl(v) \ A;. Let X denote the set of neighbors of 4; in Ngrl(v) A;.
It follows that the number of edges internal for A,;; = A; U X is at least 3|4;|A/15. On the
other hand, this number is at most (|4;| +|X|)A/15, by (n/10, A/15)-edge-sparsity. Consequently,
the inequality (|A4;| + |X]|)A/15 > 3|A4;|A/15 holds. Hence |X| > 2|4;| and there are at least
20FL > min{2"1 n/10} elements in A;y; by the inductive assumption. We use the fact that
A, 1 =85nN Ng_l(v) has at least min{27~!,7/10} elements. As the inequality 27! > n/5 can be
verified directly, the proof is complete. O

We note here that statements of similar results to Theorem 4 and Lemma 3 can be found in [12],
however, the theorem is given without a proof, and the lemma is proven for different constants.
Therefore, for the sake of completeness, we provided the proofs of the versions needed in this work.
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An important property'! is that removal of a linear fraction of nodes from the graph G cannot
leave many nodes with small neighborhood, as is stated next:

Lemma 4. If graph G = (V, E) satisfies the properties of Theorem 4, then for any set of nodes
T C G of size at most {¢ there exists a subset A of G of size at least n — %]T\ such that:
(i) AnT =0, (ii) every node from A has at least % neighbors in A.

Proof. Fix any set of nodes T1 C V of size at most {5 and consider the following, inductive,

definition. Given a set T, for ¢« > 1, we define T;11 = T; + {v} if there exists a node v € V' \ T;
that has at least %A neighbors in T;; otherwise define T;11 = T;. By the fact that there is a finite
number of nodes in G and by the fact that if Tj,1 = T} then all subsequent sets T} 2, Tjy3,...
are the same, there must be exactly one index K such that for all £ > K it holds Ty, = T, but
Tik #Tk-1-

We prove that K < |T1|/3. Assume to the contrary that K > |11|/3. Let k = |T1|/3. Based on
this assumption, observe that adding a new node v to T3, for 1 < ¢ < K — 1, increases the number
of edges induced by the set T; by 37A/60 at least. It follows that the number of edges induced
by Tk is at least 37K A/60. On the other hand, the number of vertices of Tk is [T1]| +k —1 <
4/3|T1| = 4/3 - n/15 = 4n/45. Therefore, we can use the (n/10, A/15)-edge-sparsity property of G
to the set of vertices T} and conclude that there can be at most 4/3|T1| - A/15 = 4AK /45 edges
in the subgraph induced by Tk. Comparing the last upper bound of 4AK /45 on the number of
edges with the derived lower bound bound of 37TAK/60 yields a contradiction as 37AK/60 is not
less than 4AK/45. Tt follows that K must be smaller than |7}]|/3.

To finish the proof of the lemma, we define A as V' \ Tx. We first observe that degrees of all
nodes in A are at least A/3. If there was a node of a smaller degree, it would have to have at least
%A — %A > %A neighbors in Tk and thus it would be added to Tk 1 violating the definition of
K. Since K < |T1]/3, thus |Tk| < 4|T1|/2 as there is only one node added at the time. The size of
A must be then at least n — 4|T7|/3 which completes the proof. O

Establishing the necessary properties of the communication graph used in runs of the GROUP-
BITSSPREADING algorithm, we focus on analyzing how information is spread across the graph in
these runs. Let us fix a run of the algorithm. For this run, we define 0P; to be the set of these
processes who maintained their status as operative until the end of the round ¢ of the run. Ob-
serve that there is 8 log n rounds, corresponding precisely to the iterations of the main loop of the
algorithm, thus OPgj,g,, denotes the set of processes that finished the run as operative. We define
G% a subgraph of G with the set of vertices equal to OP; and the set of edges equal to the links
by which processes in OP; received messages in round ¢ of the run of this algorithm. We call a link
operative in round 1 if it belongs to G¥. Observe the a link operative in round 4 correctly transmits
messages in both directions in rounds 1,...,7 — 1. That is because links that are observed faulty
by a process are never used in the future rounds.

Lemma 5. For a fized run of the algorithm GroupBitsSpreading, any processes p in OPgiogpn has
a (2logn, A/3)-dense-neighborhood in the graph Gg"fogn.
Proof. For proving the existence of a (2logn, A/3)-dense-neighborhoods for process p, we use the
following inductive construction. Let Ry(p) be the set of these processes from which p receives

' A similar property has been previously observed for graphs of bounded spectral radius, c.f. [36]. There are known
results that bounds spectral radius of a random Erdos-Renyi graph, c.f. [11, 16], and in consequence could lead to
the same conclusion. However, for the sake of the completeness, we provide an alternative, fundamental proof that
relies solely on combinatorial properties guaranteed by Theorem 4.
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a message in the last round of the algorithm algorithm GROUPBITSSPREADING. Observe that
|Ro(p)| is at least A/3 as p is in OPgogp. Let By be a subgraph of G with the set of vertices equal
to By U Ry(p) and the set of edges equal to the links by which p receives a message from Ry(p) in
the last round of the algorithm. First, we note that the graph B; is a subgraph of Ggﬁog n_1- Any
processes of By must be operative until round 8logn — 1 as only operative processes send messages.
Also, operative processes use links that continuously deliver messages, c.f. 4, instruction 3, hence
any link that delivers a message to process p in round 8logn has to deliver a message in rounds
1,...,8logn—1 from p. It also holds that, as observed, |B;| > A/3, and thus the graph Bj satisfies
the definition of (1, A/3)-dense-neighborhood of p in the graph G9 This concludes the base

case of the inductive construction.

P
logn—1-

For the inductive step, we define the set R;(p), for 2 < ¢ < 2logn, as a set of these processes
that send a message to any process in B;_1 in the round 8logn — i of the algorithm. Let B; be a
subgraph of G with the set of vertices equal R;(p) and the set of edges equal to the set of link by
which a process from B; received a message in the round 8logn — ¢. The same argument as the
one used in the base case shows that B; is a subgraph of G% By the inductive assumption

8logn—i*
B;_1 C Ggl'i’og n—it1- Also, from the line 4 it follows that the operative subgraphs G are downward
monotonic and thus Ggﬁogn_ﬂ_l - Ggﬁogn_i. Therefore B;_1 C B;. Also, since B;_1 C Ggﬁogn_iﬂ,

thus processes from B; are operative until the round 8logn — i + 1 > 6logn. It follows that each
of these processes receives at least A/3 messages in the round 6logn and these messages must be
send from processes in B;. Therefore B; satisfies the definition of (i, A/3)-dense-neighborhood of p
in Ggﬁog n—;- This completes the induction step and concludes the proof. O

We say that a process p € 0Pgiog, can reach a process q¢ € 0Pgjog , during the run of the algorithm
GROUPBITSSPREADING, if there exists a path of processes p = s1,s9,...,8; = ¢, such that the
process s;41 received a message from s; in ith round of the run of the GROUPBITSSPREADING
algorithm, for any 1 <¢ <k — 1.

Lemma 6. For a run of the algorithm GroupBitsSpreading, any processes p in OPglogy can reach
any other process q in OPgiogn-

Proof. Since p and ¢ belong to OPglogn, thus by Lemma 5 there exist (2logn,A/3)-dense-
neighborhoods of, respectively, p and ¢ in the graph Ggﬁog - Denote the neighborhoods S, and
S, respectively. Since G%slsn is a subgraph G, thus S; and Sy are also subgraphs of G. This
observation allows us to use Lemma 3 and conclude that the sizes of S; and Sy are n/10 at least.
Since there is at most 1/30 faulty processes, the are subsets S¢', S§' of S; and Sy consisting of only
non-faulty processes of size at least n/10 each. By the (n/10)-expanding property of G there is at
least one edge connecting Slc and 520 . Let p’ and ¢’ be the endpoint processes of this edge. Now, we
can define the path by which p can reach q. Processes p and p’ belong to Ggliogn. By the previous
observation links of this subgraph transmit messages bidirectionally in rounds 1,...,2logn. Since
p' isin a (2log n, A/3)-dense-neighborhood of p in Ggﬁogn, thus p’ is in distance at most 21log n from
p in Ggliogn. It follows that p can reach p’ in 2logn rounds. In the round 2logn + 1 the process p’
can reach ¢’ as they are both non-faulty and operative and there is an edge between them. Then,
in the next 2log n rounds, ¢’ can reach ¢ by the same reasoning as for p and p’. Thus, the lemma

is proven. O

Analysis of the main algorithm. In the final part of the proof, we connect together the
properties of the algorithms GROUPBITSAGGREGATION and GROUPBITSSPREADING and explain
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how they lead to correct updates of values b in lines 9- 11 of the main algorithm OPTIMALOMIS-
SIONSCONSENSUS, resulting eventually in a valid consensus decision. We start by noting that the
communication graphs used in any of the inner algorithms are dense enough to maintain a large
fraction of correct processes operative, regardless of the actions of the adversary. We recall here
the assumption that the number ¢ of faulty processes is less than g5. Also, recall that we call a
single iteration of the main loop of the algorithm OPTIMALOMISSIONSCONSENSUS an epoch. For
an epoch, let OP_END denote the set of these processes that are operative at the end of this epoch.

Lemma 7. For any epoch, the size of the set OP_END is larger than n — 3t.

Proof. Consider an epoch & of the algorithm and let F' be the set of processes that the adversary
corrupted in the epoch £ or before. Recall the partition {W7,... ,W( \/m} of the set P used in

the algorithm GROUPBITSAGGREGATION. Since |F| < t, processes then by a counting argument
there exists a set of \/n — 2% groups, which corresponds to a set of at least n — 2t processes, such
that every process in the set is non-faulty and has more than half non-faulty processes in its group.
Denote this set X.

Consider the subgraph induced by X in the graph G used for the communication in
GROUPBITSSPREADING algorithm. Using Lemma 4 for the set G \ X, which has size at most
2t < n/15, we conclude that there exists X’ C X that has size at least n—4/3-2t = n—8/3t > n—3t
such that every process from X’ has degree at least A/3 in X'.

We finish the proof by arguing, that all process from X’ belongs to the set 0P_END for the epoch
E. First, every process p in X’ also belongs X thus, by the definition of X, it always receives
more than half of messages from its group in all the executions of GROUPBITSAGGREGATION that
occur before or in the epoch £. Second, we choose X’ to consist only of non-faulty processes.
Communication on the links between them is always reliable. By the fact that every processes
of X’ has degree at least A/3, we conclude that every processes from X’ maintains its operative
status in all the executions GROUPBITSSPREADING that occur before or in the epoch £. Therefore,
X' C OP_END. O

We say that a process p contributes to the sum of ones (or zeros) of a process g if its bit b, is in-
cluded in the value ones, calculated in line 8 of the main algorithm OPTIMALOMISSIONSCONSENSUS
(zerosq resp.).

Lemma 8. For any epoch, every process p contained in the set OP_END with b, = 1 contributes to
the sum of ones of any other process q from OP_END. Analogically, if b, = 0 then p contributes to
the sum of zeros of any other process q from OP_END.

Proof. Consider any p € OP_END. Let W; be the p’s group, i.e. p € W;. By Lemma 1, we get that
any operative process r contributes to the values returned by any other operative process within
its group in the algorithm GROUPBITSAGGREGATION. This yields, that whatever pair of values
(g_ones,, g_zeros,), describing the number of 0’s and 1’s among operative process in W;, the process
q receives during the execution GROUPBITSSPREADING algorithm, the bit value b, contributes to
this pair. On the other hand, Lemma 6 assures that p can reach g. It follows that ¢ receives at
least one pair of values (g-ones,, g_zeros,), and the lemma is proven. O

Lemma 9 (Lemma 4.3 in [10]). Assume that n processes independently choose a random bit from
uniform distribution. Let X be the random variable denoting the number processes that chose bit

30



1. Then for any t < \/n/8
e—4(t+1)?

V2
We call an epoch good if at most /n processes become inoperative during the epoch. The following

explains how lines 9- 11 change b values of operative processes under the assumption of a sequence
of consecutive good epochs.

Pr(X —E(X) > tyn) >

Lemma 10. Consider three consecutive good epochs E1,E2,E3. Let OP_END;, fori € {1,2,3} be the
set of operative processes at the end of the epoch &;. With probability (1) all processes belonging
to OP_ENDs store the same value b before the third epoch ends.

Proof. Using Lemma 7, we have that |OP_END;| > n — 3t > l%n, since we assumed t < %n.

Combining Lemma 8 with the assumption that in the epoch £ at most \/n change their status
to inoperative, we see that values ones,, zeros, and ones, + zeros, calculated in a process p in
epoch & differ by at most /n from the corresponding values of any other processes from OP_END;.
Therefore, in the epoch £ no two processes can execute line 9 and line 10 at the same time, since
the difference between right-hand-sides of these two inequalities is at least 5|0P_END;| > \/n.

We first consider the case when no process executes line 10, that is processes either assign a
random bit to b or 0. Observe that if a processes assigns 0 with probability 1 instead of % it is more
likely that the total number of zeros exceeds a certain threshold. Therefore by applying Lemma 912
we get that with a constant probability C7, the number of processes starting the next epoch £ with
b equal zero is at least m + 3y/n. The constant C is an appropriate constant in Lemma 9
corresponding to the fact that we have a |0P_ENDy| > 1%” lower bound on the size of OP_END; and
we measure the deviation of size y/n from the mean. Nevertheless, it follows that with probabiblity
(' the number of processes having b = 1 is at most

OP_END OP_END
o sy - BB or
In the next epoch & at most y/n new processes become inoperative and thus the ratio of the number
of 1’s held by the operative processes to the total number of operative processes must remain lower
than % in the entire epoch &. It follows then, that all operative processes execute line 10 and
assign b to 0 before the epoch ends.

The second case is when at least one process executes line 9 in the epoch &;. If there is at least
one operative process assigning 1 to its variable b without sampling, and at most \/n processes
become inoperative the epoch &1, thus every other operative process assigns 1 to the variable b or
it assigns a random value. Let x be the number of processes that assign a random value in the
epoch &. We proceed with two subcases:

e Subcase 1: Assume that x > %|DP_END1|. By Lemma 9, with a constant probability Cs,
more than -;|0P_END;| + 3y/n from processes who execute line 11 assign 0 to their value b.
Thus, by the beginning of the epoch & at most

4 6
|OP_END, | — 1—0\0P_END1\ +3v/n = 1_0‘OP_END1‘ —3vn

12 Although Lemma 9 concerns the number of 1’s being chosen by processes, if the distribution is uniform then 0
and 1 have the same probability of occurring and, by the symmetry, the same lemma can be used to estimate the
number of chosen 0’s.
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processes have value b set to 1. In the epoch £ at most y/n processes become inoperative,
therefore the ratio of ones to the total number of operative counted in any process will be
smaller than 1%. Thus, we arrived at the case when no process can execute line 9 in the epoch
&> and the two consecutive epochs are good. Using the same argument as for the first case of
this lemma, we get that with a constant probability all operative processes have value b set
to 0 before the epoch &3 ends.

e Subcase 2: Suppose that x < 1%|DP_END1|. By Lemma 9 there is a constant probability
that at most 5|0P_END;| — 3y/n processes set the value of b to 0. This is because at most
% |OP_END; | processes assign a random value and all the remaining ones assign 1 to the variable

b. Therefore, at least
4 6
|OP-ENDy| — 7|OPEND; | + 3vn = 15/ OPENDy | + 3vn

processes start the epoch & with b set to 1. Again, in the epoch & at most \/n processes
can become inoperative. In such a case, Lemma 8 proves that operative processes at least
%|OP_END1| + 24/n counts of the value 1 and thus all operative processes must execute line 9
in the epoch &. Therefore all operative processes assign value 1 to their variable b.

O

In the following lemma we show how the operative processes assure termination on the same
value for non-faulty processes, even in the case of the unlikely event that some of the operative
processes do not set the variable decided to true.

Lemma 11. With probability 1, all non-faulty processes decide and the decision is on the same
value.

Proof. Let O be the set of the processes that are operative after the last epoch of the algorithm
OPTIMALOMISSIONSCONSENSUS. We can further divide the set O into two disjoint classes. The
class D C O of processes that have the variable decided set to true and the class U C O consisting
of these processes that have the variable decided set to false.

First, we prove that regardless of the actually partition of the operative processes into the
classes D and U all non-faulty processes decide. Lemma 7 assures that |O| > n — 3t > % > 2t,
thus either D or U have size greater than ¢.

If it is the case that |D| > ¢, then there must be at least one non-faulty processes in D. The
existence of this process assures that every non-faulty processes from the set P \ O receives a
message in the line 15 of the algorithm, and in consequence decides. The remaining non-faulty
processes are all operative and they decide in line 16 in the case they belong to the set D, or in
line 18 in the case they belong to U. The termination in the latter case follows from the correctness
of the deterministic protocol from [15], Theorem 4. For the case |U| > ¢t we have the following
reasoning. The non-faulty operative processes can either belong to D or U. Every non-faulty
process belonging to D decides in line 16. All non-faulty processes belonging to U cannot decide
in lines 14-16 and they will execute line 18. From the termination of the deterministic protocol
used in line 18, the non-faulty processes from U will reach a decision and propagate the decision
to all remaining processes that do not terminated yet. Since |U| > ¢, thus in the propagation takes
part at least one non-faulty process which guarantees that every non-faulty processes will receive
a decision in line 19. This gives that eventually all non-faulty processes decide.
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Second, we show that all decision are on the same value. To this end, we argue that if there
exists a process p that has the variable decided, set to true when the last epoch ends then all
operative processes have the value of the variable b the same as the process p. Consider the epoch
in which p, by executing line 12, sets the variable decision, to true. It follows that the counts
ones, and zeros, satisfy ones, > %(onesp + zeros,) (or ones, < %(onesp + zeros,), but since
both cases are symmetric, we analyze only the first one). The number of operative process is always
at least n — 3t > l%n, by Lemma 7. By Lemma 8, it follows that the values of variables ones and
zeros stored by different operative processes in the same epoch can differ by at most 4¢. Therefore,
the ratio ones/(ones + zeros) calculated in any other operative process in this epoch is at least

ones, — 4t

ones,, + zeros, + 4t

Since the process p executes the line 12, we get that the lower bound ones, > %(onesp + zeros,).
It follows that

ones, — 4t S 2 (ones), + zeros,) — 4t _ 18

ones, + zeros, +4t ~  ones, + zeros, +4t 30’

where the last inequality follows from a simple calculation, taking into account that ones, +
zeros, > 1%” and t < %n. It yields, that the inequality in line 12 holds for any other operative
process in this epochs. Subsequently, this gives that any operative process sets the variable b to 1,
by executing line 9, if p sets the variable decide,, to true in this epoch. By examining lines 14-20
we see that any process can decide only on a value that originates in a operative process. Since
the consensus protocol used in line 18 satisfies the validity condition, we have that its decision, if
any, must also be equal to the decision of any operative process. This way there is only one value
propagated as the decision in the system and every non-faulty process must decide on this value
regardless of when it receives the value.

It remains to a situation in which all operative processes have the variable decided set to
false. In this case, no process can decide before reaching line 18. The decision in any process
is the outcome of the consensus protocol employed in line 18 and by correctness of the employed
algorithm, it must be the same across all process that decide. O

Finally, we give the main theorem.

Theorem 5. The algorithm OPTIMALOMISSIONSCONSENSUS solves with probability 1 consensus
against the adaptive adversary capable of controlling t < s processes. With high probability the

number of rounds used by the algorithm is O (ﬁ log? n) rounds and the number of communication

bits is O (n (t log®n + n)) With probability 1 it uses O (t\/ﬁlog2 n) random bits.

Proof. Let us first argue about the correctness of the algorithm. The termination and agreement
conditions the consequence of Lemma 11. The validity condition follows from the following obser-
vation. If all processes start an epoch with the same value of the variable b, either 0 or 1, then with
probability 1 all operative processes will have the same value of the variable b (consistent with the
initial bit) in all subsequent epochs. This is because in the algorithms GROUPBITSAGGREGATION
and GROUPBITSSPREADING processes count only this values that where present in a process at the
beginning of the epoch. Consequently, in such a case no process ever accesses a random source in
line 11 of the algorithm OPTIMALOMISSIONSCONSENSUS, as the ratio of 1’s of operative processes
to all values is always either 0 or 1. Since the decision of any non-faulty algorithm is always derived
from a value of the variable b of an operative process, c.f. lines 14-20, thus the validity follows.
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We now give the analysis of the number of rounds, the number of bits and the number of
random bits used by the algorithm. By Lemma 7, there are at most 4¢ processes that might
become inoperative during the run of the algorithm. On the other hand, any epoch that is not good
has more than /n processes that become inoperative in this epoch. Since the algorithm executes
ﬁ logn epochs, thus by the pigeonhole principle there is at least Q(logn) disjoint sequences of
three consecutive good epochs.

By Lemma 10, after each such triple, there is a (1) probability that all operative processes
have the same value of the variable b. Since, as argued above in this proof, if the operative processes
start an epoch with the same value of the variable b they start with same value of the variable b in
the following epoch, thus the probability that after all such good sequences of epochs, the operative
processes do not have the same value in variable b is at most O(1)°8" = n%, for some absolute
constant C' > 0. Equivalently, it holds that with probability 1 — n% the operative processes have
the same value in the variable b in the end of the last epoch. Moreover, with this probability,
all operative processes have also the variable decision set to true. This holds because if a triple
of good epochs ends strictly before the last epoch, then all values of the variable b stored by the
operative processes are the same, and in the next epoch all operative processes must set the variable
decided to true when executing line 12.

Assuming that the operative processes store true in their variable decided, then all operative
processes execute line 14 of the algorithm. Since there is at least n — 3t operative processes and at
most t < %n faulty processes, in the next round each non-faulty process receives the value of at
least one operative process and, in result, adopts the value as its decision. It follows that in line 16
all non-faulty processes decide. The operative processes because they all have the variable decided
set to true; the non-faulty processes that are not operative decide because they received a message

from an operative one. Since each epoch takes O(logn) rounds and there is ﬁ -log n epochs, we

have that all non-faulty processes terminate in O (ﬁ log? n> rounds whp.

To upper bound the communication bit complexity, we first analyze how many bits are sent per
epoch. The algorithm GROUPBITSAGGREGATION uses O(nlog? n) bits per group, as it is given in
Lemma 2. Since the algorithm is executed in parallel on [v/n] groups, this results in O(n*?log?n)
bits per call to this algorithm by the main one. The algorithm GROUPBITSSPREADING takes
O(logn) rounds of communication on a graph with the maximum degree O(logn), according to
Theorem 4. Per each link of the communication graph, processes send at most O(y/nlogn) bits,
amortized — in a round, each process sends only the information that has not been passed yet and
the total amount of information corresponding to the size of the array BitPacks, which contains

O(y/nlogn) bits. Since there are O(ﬁ log n) epochs, the communication bits’ complexity incurred

by processes during all epochs is O(t - nlog®n). The consensus protocol from [15] (Theorem 4.)
incurs at most O(n?t) additional bits in its communication, but this can happen with probability at
most n% for some absolute constant C'. On the other hand, the number of bits used for informing
the inoperative processes is O(n?) with probability 1, as each operative process broadcasts its value

at most once. Thus, the bound on the communication bit complexity follows.

For the upper bound on number of random bits, we observe that the use of those is predeter-
mined by the number of epochs. Each operative process uses at most one random bit in an epoch,
thus the total number of random bits used by all processes is bounded by O (t\/ﬁlog2 n) O

34



B.3 Comparison to the state-of-the art strategies for solving consensus in the
model of crash failures

When the power of the adversary is limited to crashing processes, meaning that a process becomes
completely disconnected from other processes at some point of the execution (which is a decision
of the adversary), there exist optimal, or almost-optimal, algorithms with respect to time and bit
complexity.

As for the time efficient strategies, most of them rely on the time-optimal algorithm proposed
by Bar-Joseph and Ben-Or [10], who employed the idea of the random coin in the case where
there is no clear majority of either preferred value: 0 or 1, among the processes. The use of the
randomness in the case of crashes shares the same intuition with the approach of omissions. Because
the standard bounds on the deviation from the mean on many i.i.d. random variables guarantee
that, with constant probability, either the number of 0’s exceeds the numbers of 1’s by ©(y/n) or
vice-versa. In any case, the adversary is expected to crash (y/n) processes to maintain decision
uncertainty preserve the status quo in the system. Nevertheless, the important difference in the
case of crash failures is that a crashed process stops to communicate with other processes starting
from the round when the crash has occurred or the next round — hence, every correct process can
assume the same default value of the failed process with at most one round delay. In consequence,
the adversary cannot prolong the strategy of crashes mitigating the deviations from the mean for
more than O(y/n) rounds as it would require controlling to many processes. This crucial property
does not hold when omissions are allowed. A process, controlled by the adversary, may deliberately
avoid communication with some chosen process (which would force the chosen process to assume a
default input value of the faulty one), while at the same time — informing some set of other processes
about its actual value, which may be different from the default one. Even more maliciously, a faulty
process may change the set of processes it communicates with from round to round which allows
the adversary for even more flexibility. This motivates the partition of processes into classes that
are downgrade monotonic rather than of unpredictable behavior. A contribution of our paper is
to design such a partition, into operative / inoperative processes, and show that the random coin
idea can be efficiently implemented on this partition.

The state-of-the-art bit efficient strategy was proposed by Hajiaghayi et al. [23]. They de-
signed a randomized consensus algorithm against crash failures, which uses O (ng/ 2. polylog (n))
bits whp and terminates in the almost-optimal time O (¢/y/n - polylog (n)) (but has no provably
almost-optimal communication bit complexity), by exploiting certain “locally compact” proper-
ties of expander graphs of gradually growing degree, used for scheduling communication between
processes. Unfortunately, the approach in [23] is not efficient against the omission failures con-
trolled by the adaptive, full-power adversary. Similarly to [10], [23] also relies on the fact that
processes permanently stop after crashes, which allows them to amortize time or communication
to the number of fail-stops, e.g., by doubling the number of contacted processes each time when
too few responses are received. This no longer works against omissions, because the adversary can
control incoming/outgoing messages of the process that implements such doubling strategy, and
enforce that the process inquires ©(n) other processes before the adversary allows it to receive any
messages. This way even a single omission-faulty process may contribute linearly to the communi-
cation complexity, while for crash failures such contribution could be amortized to a polylogarithm
per crashed process.
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C A Lower Bound

We give a new lower bound, announced in Theorem 2, showing that any consensus algorithm

achieving T round complexity with high probability, has to make at least 2 <%> calls to a random

source, with probability at least 1 — ﬁ The main probabilistic tool used in the analysis of the

lower bound strategies, introduced later in this section, is an abstract one-round coin-flipping game.

The coin-flipping game, revisited. The sides of the coin-flipping game are: k players, an
adversary and a function f that decides the outcome of the game and is known to both the adversary
and players. The game has the following organization. First, the players propose input values. The
value of a player p is drawn from an arbitrary distribution X,,, independently from other players.
Next, the adversary looks at the drawn values and has the power to hide some subset of them (which
we will also refer to as “failing players” or “taking over players”). The hidden values are denoted by
L. Finally, the outcome of the game is a binary value determined by the evaluation of the function
fAXiu Ll x...x{XpU L} — {0,1} in the point that corresponds to actions of the players and
the adversary. We say that a sequence of players’ values y = (y1,...,yx) € X1 X ... X X} can be
biased towards a value v € {0,1} if the adversary can change some players’ values to L obtaining
a sequence ¥y € {XjU L} x ... x {XxU L} such that f(y') =v.

Application of the coin-flipping game to the lower bound proof. The usefulness of this
game for proving our lower bound is best visible if the processes are seen as players, the values X,
are possible state transitions of k (out of n) processes that do random calls, the “hiding” action of
the adversary is to omit all links of the process in the round corresponding to the game, and the
binary outcome of the function is a predetermined, by the adversary, classification of executions
(i.e., executions that are more likely to output 1 vs those that are more likely to output 0).

The coin-flipping game — technical part. In [10], the authors show that with probability
at least 1 — %, an arbitrary game of n players can be biased towards a particular outcome if the
adversary can hide / fail Q(y/nlogn) players. Below, by applying parameterized (by probability «)
Talagrand’s concentration inequality, we generalize this result and show that even if only k = o(n)
players use randomness, the probability of biasing the game can be exponentially (in k) close to
1. In contrast, in [10] this relation is linear and flat in the number of all players. Formally, in
our proof we will rely on the Alon’s and Spencer’s formulation of Talagrand’s inequality for convex
bodies that originally appeared in [35], adjusted to the notation used in our paper.

Theorem 6 (Theorem 7.6.1 in [4]). Let Q2 be a probability space and let
Q"=QxQx- xQ
be a product probability space. Then, for any U C QF and for any t > 0, it holds that
Pr[U] - Pr[Uf] < e /%
where Uf is the complement of Uy defined as follows:
Ui={zeQ" : p(Ux) <t}
and where p(A, x) is the Talagrand’s convex distance defined as

U, = U, , h, U’ — mji h:
U0 = e i) where (0) < uiy 5

for h = (h1,...,h) € RF and x,y € QF.
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Lemma 12. For any o < 1, one can bias the single-round coin-flipping game towards one particular

outcome v € {0,1}, with probability greater than 1 — a, by hiding at most 8\/klog(a=1) players’
values.

Proof. First observe that if kK = 0 then there is only one outcome of the game which happens with
probability 1. Therefore, the lemma is trivially proven. In the remainder, we assume that k£ > 1.

Consider the set U° C X; x ... x X} which corresponds to those sequences that cannot be
biased towards the outcome 0 by replacing at most 84/klog(a~!) values with the default value L.
If Pr(U°) < « then the lemma is proven with v = 0.

Assume that Pr(U°) > a. Let B(UY t) be the set of the sequences from Xj x ... x X,, that
differ with an element of U on at most ¢ values. We apply Talagrand’s concentration inequality

(in the version of Theorem 6) to prove that Pr (B (UO,S k‘log(oz—l))) > 1 — a'®. Observe that
for vector h such that h; = ﬁ, we get that ||h|| = 1 and thus

B (UO, 8v/k 1og(a—1)) — {2 : pa(U°, ) < 8/log(a—1)} D {z: p(U°,z) < 8\/log(a= 1)},  (4)

where the first equality follows from the fact h; = \/E’ in which case pp(U,x) is just a weighted

Hamming distance, and the latter inclusion from the fact that for any x it holds p,(UY z) <
p(U°, z). From Theorem 6 we get that

Pr (U°) - Pr ({o: p(U°, @) < 8/logla™ 1)}°) < exp (~(8/log(a 1))?/4) = a'®

Since we assumed Pr (U 0) > «, then we can rewrite

Pr <{x p(U", z) < 8y/log(a=1)}¢ ) ol . Pr (UO)_1 <a'®,

which together with Property (4) implies
Pr <B <U0,8\/klog(orl))) > Pr <{:E p(U”, z) < 8y/log(a1)}¢ > >1—al®

To finalize the proof of the lemma, we observe that if a sequence y belongs to B <U 0.8k log(a‘1)> ,

it differs with an element b € U° on at most 8+/klog(a~1) positions. Let ¢’ be derived from b by
replacing those positions with L. Since b € U?, therefore f(b') = 1 which in turn gives that
f(y') = 1 where 3/ is derived from y by replacing the same positions with L. Therefore, y ¢ U' as
it can be biased towards 1 by changing at most 8y/klog(a~1) positions. We therefore have that

Pr(U') <1—Pr (B (UO, 8\//<;10g(04_1))> < o'® where the last inequality follows from the above

use of Talagrand’s inequality. Since o'® < o for a < %, thus the lemma is proven. O

Consider now a set of n processes and how their internal changes of states affect the state of the
entire execution. We use Lemma 12, with a = n ™2, to limit the actions of an adversary when only
a subset of processes choose to evoke randomness when changing their states between two commu-
nication rounds. In the context of an execution of a consensus algorithm, we have the following.

Corollary 1. Consider a single-round coin-flipping game on a set of n processes from which only
0 < k < n rely on random choices when changing their internal state while all others use determin-
istic transitions. Then, by failing at most 8/klog> n processes, an adversary can bias the outcome
of the game towards 0 or 1 '3 with probability at least 1 — %

13Note that the values 0 and 1 here are not necessarily tied to a consensus decision, but rather mark two different
states of the whole system of processes.
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Description of adversarial strategies. We say that a consensus algorithm is p-strongly-correct,
for p € (0, 1], if it satisfies all three conditions together (i.e., agreement, validity and termination)
with probability at least p against any adaptive adversary.'* In the following, we restrict ourselves
only to 1— ng—l/z-strongly—correct algorithms. Recall also that each algorithm is structured into rounds
that are further split into two phases: a local computation phase (in which calls to a random source
are included) and a communication phase. Without loss of generality, we can assume that a local
computation phase begins with making a decision if a process is ready to decide. We keep track of
an execution of a given algorithm only until the first process decides. Consider an execution & of
an algorithm. For any round ¢ of the execution, we introduce the following notation — let

e H; be the algorithm history of the whole execution, taken at the beginning of the local
computation phase of round ¢ (aka the state of the algorithm),

e 7; be the number of processes that, based on their local subset of H;, decide to use random
bits in the local computation phase of the current round,

e A; be an adversarial strategy in round ¢ and the subsequent rounds, under the history H; (we
will drop sub-index i if it is clear from the context),

e Pr(#;, A) be the probability of reaching consensus on value 1 when continuing the run of the
algorithm with history #H; under adversarial strategy A.

We restrict the adversary to strategies in which it fails at most 16+/r;logn +1 = ©(y/r;logn + 1)
processes in a round 7. Next, we introduce the classification of states of an execution, based on
their potential valency — the concept introduced in [18] for deterministic executions and in [10] for
randomized ones. The main difference in our classification, compared to [10], is that we use the
stronger Corollary 1 in the analysis and therefore we could refine the definition of bi-valent states
to exclude scenarios that have too low probability of finishing either with decision value 1 or 0.
This refinement, see below, is necessary to be able to analyze the amortized number of accesses to
the random source.

Types of states (based on valency). We say that a state H; is:

L <Pr(Hi, A) <1——2—+4

e null-valent if for all adversarial strategies A we have on e nTogn T n7

e 1-valent if there is an adversarial strategy A such that Pr(#;,.A) > 1 —

1
= nlogn

i
nlogn + -3 and for

_ X
2

every other adversarial strategy A’: Pr(H;, A') >

o 0-valent if there is an adversarial strategy A such that Pr(H;, A) < - # and for every

nlogn

other adversarial strategy A’: Pr(H;, A") <1-— W + nlz,
o bivalent if there are adversarial strategies A, A’ such that Pr(#;, A) > 1 — mogn + # and
PF(H“A/) W — n%

An execution that is 1-valent or O-valent is also called uni-valent. We remark that the classes are
disjoint and cover the whole space of an algorithm’s states.

1 The adjective “strongly” is to distinguish from a weaker version in which each property must hold separately
with probability at least p.
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Overview of the lower bound proof. Initially, we show that there is an initial assignment of
input bits to processes such that the algorithm starts in the state either bivalent or null-valent (c.f.
Lemma 13). Consequently, we will prove that if the algorithm starts a round ¢ in an null-valent
or bivalent state, then there is an adversarial strategy A that keeps the algorithm state in one of
these two classes for one more round, with high probability, or in the round every such strategy
has reached the limit of ¢ processes failed by the adversary (Lemmata 14, 15). In the latter case,
we show that because the strategy in each round failed at most 8y/r;logn processes when 7; > 1
(or 1 process if r; = 0), then a standard application of the Cauchy-Schwartz inequality yields that
the desired amount of random calls has been used by the algorithm, with a constant probability.
We now continue with the detail proof of Theorem 2.

Lemma 13. For any synchronous consensus algorithm there exists an initial state, which, if the
adversary can control one process, is null-valent or bivalent.

Proof. Assume to the contrary, that every initial state (i.e., every assignment of input values to
processes) is either 1-valent or O-valent. Certainly, the state a; where all inputs are 0 has to be
0-valent, while the state b; with only 1’s as an input has to be O-valent. This holds, because the
algorithm starting from all 0’s has to solve consensus correctly (satisfying validity condition) with
output 0 with probability 1 — # at least (and the opposite is true for all 1’s). Consider now a
chain of states a1 = s1, s92,...,5, = by such that each two consecutive states are different only on
one input value. Observe, that there must be a state s; in the sequence that is 0-valent and the next
state sj41 is 1-valent. Let p be the process that gets different input in these two states. Consider the
executions starting with s; but if the adversary fails the process p and does not send its messages.
If the execution becomes null-valent or bi-valent then the lemma is proven. If the execution remains
O-valent, then the executions s;j; is bi-valent. It is 1-valent by definition, however, by controlling
(i.e. failing) the process p and stopping it from sending messages it becomes 0-valent, since there
is no difference between this execution and the one started from s; with the adversary failing the
same process. The same argument can be conducted if failing the process p in the execution s;
leads to 1-valent execution. Since both these facts hold with high probability, their intersection
also does and yields a contradiction. Thus, the lemma is proven. O

Lemma 14. A state H; that is null-valent at the beginning of round i < n can be extended to
a null-valent state at the end of the round with probability greater than 1 — ;25 by failing at most

16+/7; log n processes.

Proof. Consider a one-round coin-flipping game applied to the state H; under the randomness used
by the set of r; processes. Let us partition the possible outcomes (that is possible states in the
subsequent round) of the game into two exhaustive classes:

Class (a) the states that are either bivalent or 1-valent;

Class (b) the states that are either null-valent or 0-valent.

By Corollary 1, the adversary can bias the game by failing at most 8/r;logn processes towards
either class (a) or (b), with probability at least 1— ;. If the adversary could bias towards class (a),
obtaining a state H;y1 in the subsequent round , then by the classification, there exists a further
strategy A;11 that guarantees

1 t+1
nlogn n?

]P)I"('Hi_;,_l,.Ai+1) >1-—
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It follows that at the beginning of round ¢ there was a strategy A, that guaranteed

1 1 1+1
Pr(H;, A) > (1— =) (1 L
r(Hi, Ai) > < n3> < nlogn e >

1 t+1 1 1 1+1
nlogn n?2 n3  nilogn nbd
1 )

nlogn n2’

>1—

where for the last inequality we used ¢ < n, which contradicts the fact that H; is null-valent.
Therefore, by failing at most 8y/r; log n processes before the communication phase of round i, the
adversary can steer to a temporary state H! satisfying (b). Here, “temporary” refers to the fact
that the state is measured between two phases of the round ¢. Conditioned on this, we can view
the remaining random choices of still-non-faulty processes as another one-round coin-flipping game
with at most r; processes using randomness. We can further classify the outcomes (states) of this
game into two classes:

Class (a’): the states that are 0-valent;

Class (b’): the states that are null-valent.

The adversary, by failing at most 8y/7;logn other processes (thus altogether at most 16+/7; logn
processes), still between the phases of round i, can bias towards one of those new classes with
probability at least 1 — %, again by Corollary 1. By analogous reasoning as above, we can exclude
the class (a’), as biasing towards this class would mean that the state H; was 0-valent. Therefore,
it must be that the execution can be biased toward class (b’) and henceforth the state H; can be

extended to a null-valent state H;+1 in the next round with sufficiently high probability. O

Next, we analyze the strategy for a state that is bivalent. In the proof, we use the fact that for any
value of r;, the upper bound 16+/7; log n 4+ 1 on the number of processes that the adversary can fail
in a round is at least 1.1

Lemma 15. Let H; be a bivalent state. By failing at most 16+/r;logn + 1 processes per round, the
adversary can extend the state for the nexti > 1 rounds, with probability at least 1— nlégn, reaching
a state H; 1y that is either bivalent or terminating. The latter case can happen only because failing

the necessary processes in round i + 1 — 1 would exceed the limit t on the total number of failures.

Proof. Consider the state H; and let processes complete their local computation phase scheduled
for this round. Let H/ be the random variable equal to the new state after the local computation
phase. Since the communication phase involves no additional randomness, we can distinguish the
following cases:

Case A. The randomness used by processes (in round i) led to the next state 7 that is either
null-valent or bivalent — then the adversary does nothing.

Case B. The result of the random choices (in round 7) of the processes led to an uni-valent state
H., say 1-valent.

S Note that the first part of the upper bound formula, 16+/r; log n, which was sufficient for extending null-valent
state as in Lemma 14, could be 0 for r; = 0, therefore we need +1 in the upper bound formula on the number of
processes that could be failed by an adversary in a round, in order to give the adversary the power to fail at least
one process in each round.
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Nevertheless, since the state H; is bivalent, there exists a strategy .A; that achieves Pr(H;, A;) <

L__ 4 < nl;g — (where the probability includes all possibilities for the value of the random

nlogn n2
variable H;). Next, we shall prove that the fact that #, is 1-valent, together with the existence
of the strategy A;, disallows termination of the algorithm with probability greater than 1 — % in
the round ¢ + 1, and in some cases — even in later rounds, unless the adversary reached the limit of

failed processes.

If 0 is to be decided in the next round, then the state must become either 0-valent or bivalent
at some point of implementing A;. If it becomes bivalent, then the adversary stops implementing
A;. At this point, abandoning the strategy and letting the algorithm continue, leads to a bivalent
state H;4+1 which proves the lemma.

The other case is when during implementing 4;, the state becomes 0-valent. Assume that this
happens after the failure of a process after all its messages are delivered. Then, the adversary does
not fail this process and stops implementing the strategy. It follows that crashing or not crashing
the process switches between 0-valent and 1-valent states. Therefore, the initial state of the round
i+ 1 must be bivalent, as the adversary can fail the process at the very beginning of round i + 1
and switch between the two types. (Here we use a fact that the adversary has to be able to fail at
least 1 process per round, which is why we set up the upper bound 16+/r; logn + 1 that is at least
1 even for r; = 0.) It can be also the case that the state becomes 0-valent after failing a process
together with failing to deliver some non-empty subset of its messages. Let u be the recipient of
the message that — if delivered — would keep the state 1-valent, while if failed — it would change the
state to O-valent. The adversary stops the algorithm from delivering the message but does not take
any further actions in round i. Now, failing the process u at the beginning of round 7 4+ 1 hides the
information whether the last message has been delivered or not, which again was the only difference
between 0-valent and 1-valent state — thus the state must be bivalent, proving the lemma.

Finally, following the strategy A; by the adversary may not lead to the change of the valency
of the state, resulting in a 1-valent state H;;1 at the beginning of the next round. Anyway, if the

algorithm decides at the very beginning of round i+ 1, the decision cannot be 0. To achieve the #—

strongly-correctness with the decision 0, it must be Pr (H;41, B) < n3—1/2 for any strategy B. However,
the state H;1 is 1-valent, thus there exists a strategy B’ such that Pr (H;11,8") > 1— nlggn + %},
which, assuming ¢ + 1 < n, excludes decision on value 0. On the other hand, implementing the
strategy A; from the beginning of round 7 guarantees that the probability of deciding 1 is at most

(which follows from the choice of A;). Therefore, the adversary can implement A; in round

1
nlogn
i+ 1, then in round ¢ + 2 and so on. Either it achieves a bivalent state in a round 4 + ¢/, for some
7" > 1, or in some round it runs out of processes to fail. If the strategy .A; was continued for 7/

1s < q- . . ./ 1
rounds, then the probability of early deciding, by the union bound, is at most i’ - — oz Thus, the
lemma is proved. O

We can now finalize the lower bound announced in Theorem 2. For the sake of completeness of
this section, we also decided to repeat the statement of the theorem and the proof.

Theorem 7 (Theorem 2). For any (1 — ﬁ) -strongly-correct randomized algorithm solving con-
sensus, let T' be the random variable denoting the number of rounds until the first process terminates,
while R be the random variable denoting the total number of calls to a random source. Then, there
1s an adversarial strategy that with probability at least 1 — @ forces the algorithm to have

2
TX(R+T):Q< ! > .
logn
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Proof. By Lemma 13, the adversary can assign input values such that the initial state is in either
a bivalent or a null-valent state. Then, the adversary follows the strategy described in Lemmas 14
and 15, depending whether the current state is null-valent or bivalent. Specifically, if the state is
null-valent, the adversary can extend the execution by one more round with probability at least
1- %, by Lemma 14. If the state is bivalent, it can extend the state for some 7’ > 1 rounds
with probability at least 1 — Wgn’ such that the new state is again either bivalent or null-valent,
or the execution terminates but then the number of failed processes in the previous round would
exceed the adversary’s limit ¢. If the algorithm decides to terminate, it must be in either a O-valent
or 1-valent state, since the algorithm is <1 — n3—1/2)—strongly-correct. Therefore, the adversary can
prolong the execution either for n rounds or until it runs out of the processes to fail.

Let T be the round in which the execution terminated. If 7' = n, then the theorem follows.
Assume then that the adversary stopped implementing its strategy in round 7" due the fact that in
the preceding round it could not fail the desired number of processes. Since the adversary fails at
most 164/7;logn + 1 processes in a round i (c.f., Lemma 14 and 15), we obtain

T—1 T—1
t < Z (16\/rilogn+ 1) <32 Z V(ri +1)logn ,
i=1 1=1
which is equivalent to

T-1 2
2 < 1024 <Z r; log n) .

=1
Applying the Cauchy-Schwarz inequality to the right hand side of the above, we get

T-1 2 T-1
2 <1024 (Z (ri +1)log n> < 1024(T — 1) <Z(ri +1)log n> ,
=1

i=1
which, after proper rearranging, yields

t2

<7
Tooalogn = (L~ x (B+T)

and proves the theorem. O

D Trading Time for Randomness

Here, we present our algorithm that can trade random calls to a random source for time complexity.
The building blocks of the algorithm are these three ideas: (a) similarly to the optimal algorithm
from Section B we use the partition of processes into operative and inoperative, rather than dis-
tinguishing between faulty and correct, ultimately we first achieve a common decision among the
operative ones and then distribute it to the rest; (b) to save on randomness, we partition the set
of all processes P into x groups of size {%1 each. The high-level idea behind the partition is that
achieving a consensus decision, by running the optimal algorithm from Section B, on a group of size
{%] processes uses less random calls than on the entire network, since the scalability is better than
linear we can use this fact to exchange the number of random bits for the running time; (c) to carry
over consensus decisions between groups we use round-robin approach. Each group has its time slot
in which members of this group try to solve consensus. Then, the members of the group dissem-
inate the consensus decision (if achieved) to other operative processes, who in their turn use this
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value as the input for the next consensus calls. Additionally, to achieve consensus conditions with
probability 1, processes employ a safety rule analogous to the one in OptimalOmissionsConsensus.
The pseudocode of the algorithm is given in Algorithm 4. The formal description is given below.

Let SPy,...,SP,, for an integer = € [n], be a partition of the set of processes P into x groups
(called also super-processes) of size {%] each. Processes compute the partition, based on their
identifiers, at the beginning of execution. Also, at the beginning of the execution, the processes
compute a graph G of the degree O(logn) in the same way as in the algorithm described in
Section B, i.e., each process uses the result of Theorem 4 to compute its set of neighbors in some

predetermined graph G, which is guaranteed to exists by the theorem.

Then the round-robin stage of computation begins. Throughout this stage, processes store their
candidate decision value in a variable b, which is initialized to their input value. Also, initially, each
process starts the round-robin stage with the operative status set to true. This status is maintained
based on the number of received messages (messages are send only via edges of the graph G).

The round-robin stage of computation is structured into x phases. In phase i, for 1 < i < =z,
operative processes belonging to the super-process SP; run a variation of the algorithm OPTI-
MALOMISSIONSCONSENSUS from Section B on their values b. The difference is that the algorithm
OPTIMALOMISSIONSCONSENSUS is run for a fixed © (\/Elog2 a;) number of rounds, i.e. the Op-
TIMALOMISSIONSCONSENSUS algorithm is terminated at line 16. Although it might not always
achieve a consensus decision, a simple observation from the proof of Theorem 5 is that it can hap-
pen with a polynomially small probability. On the other hand, we have a control over the number
of rounds used for a single run. Processes of other super-processes stay idle for the fixed number
of rounds. This is where the ”trading” part of the algorithm takes place. The randomness needed

to calculate the consensus value on the members of the super-processes is © <(%)3/ 2), which scales

better than linearly and therefore x separate executions can save random bits compared to the
baseline algorithm OPTIMALOMISSIONSCONSENSUS from Section B (which is a single execution on
the set of n processes).

The outcome of the truncated at line 16 execution of the OPTIMALOMISSIONSCONSENSUS algo-
rithm to a process can be two-fold. Either the process got a decision or it has received no messages
with a decision when running the OPTIMALOMISSIONSCONSENSUS internally (c.f. lines 14-16 in Al-
gorithm 1). In the first case, the process substitutes its candidate value b with the consensus value,
in the second case, it substitutes its value b with a default, null-symbol L. In the last part of the
phase, operative processes of the super-process SP; floods the consensus value (if any) calculated
earlier along the graph G. The flooding proceeds in O(logn) rounds. Each operative process sends
a message to its neighbors in G. The message is either empty or contains the consensus decision
from the beginning of the phase if the process has already learned this value (operative processes
of SP; know the value from the beginning of the flooding). When receiving messages from neigh-
bors, every process updates the current consensus decision upon receiving, and also keeps track
of processes that have not sent any message to it. First, it excludes such processes from further
flooding communication in this and any subsequent round-robin phase of the execution. Second,
if the number of processes that sent a message drops below A/3, the process becomes inoperative
and stops its participation in any subsequent actions of the algorithm.

The rationale behind the round-robin stage is that processes aim for a phase in which the
algorithm OPTIMALOMISSIONSCONSENSUS is executed on a super-process whose large fraction of
processes is operative. In case like this, with high probability, all processes that remain operative
till the end of the execution of OPTIMALOMISSIONSCONSENSUS have the same consensus value (and
this set is non-empty, assuming that the adversary can crash a small fraction of processes). Then,
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Algorithm 4: PARAMOMISSIONS

1
2

3
4
5

10

11

12
13

14

15
16
17
18

19

20

21

22

23

24

25

26

27
28

29

30

input: P, p, b,

SPy,...,SP; < a partition of P into z disjoint super-processes of size = each;
operative, < true;

Vp <=V, <= a set of neighbors of p in a predetermined graph G guaranteed by Theorem 4;
fori«< 1,i<zdo

if p € SP, then b, < OPTIMALOMISSIONSCONSENSUS(SP;, p,b,) ;

else wait for a fixed number of © (/2 log? (v/Z)) rounds;

if p € SP; then consensus_decision, < b, ;

else consensus_decision, < L;

for 2logn rounds do

if operative, = false then stay idle until line 25;

forgeV,:
send consensus_decision, if ¢ not disregarded before
receive consensus_decision, from ¢ and update:

consensus_decision, < consensus_decision, U consensus_decisiong;
if ¢ has not sent a message, disregard sending to ¢ in any future round;
if number of received messages is less than A/3 then

operative, < false;

end

b, < consensus_decisiony;

end

/* implementation of a safety rule x/
decide < false ;

if operative, = true then

send b, to all processes in P;

receive bits sent in the previous round; let variables ones,, zeros, denote the number of 1’s

and 0’s received;

if ones, > %(onesp + zerosy) then b, < 1;
15

else if ones, < 35(ones, + zeros,) then b, + 0;

if ones, > 2L (ones, + zeros,) then decided, < true;

else if ones, < 2 (ones, + zeros,) then decided, + true;

end

if operative, = true and decided, = true then send b, to all processes in P;

else if any message by received from some process q then by, < by;
/* in the above, ¢ can be chosen arbitrarily from the received messages x/

if decided, = true or (ope'rat'z;'vep = false and p received a message in the previous round) then
decide b,;
else
if operative, = true then p takes part in any deterministic synchronous consensus algorithm
(e.g., [14]); if p reaches agreement in that protocol, it broadcast the decision to all processes in
‘P and it decides on the algorithm’s decision;
else p remains idle until a decision is sent to it; upon receiving a decision it decided on this
value;
end
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the flooding procedure on the random graph guarantees that the consensus value is propagated to
all processes that are operative. At this point, there is only one value in the system, so it can be
expected that this value will remain the consensus decision regardless of the adversarial strategy.
Since in the above scenario there is a O(1/n) chance that the operative processes fail to reach
consensus, after the round-robin stage ends, the algorithm deploys a safety rule, cf. lines 15-30.
Specifically, the operative processes count the number of 1’s and 0’s among themselves and in the
rare case that both these numbers are close to each other, they execute the deterministic protocol
from [14].

Below we present the theorem summarizing the PARAMOMISSIONS algorithm.

Theorem 8. The algorithm PARAMOMISSIONSCONSENSUS solves consensus (with probability 1)
against the adaptive adversary that can control t < g5 processes. For any integer parameter x €
[n], it achieves the following bounds, with high probability: it terminates in O (y/xn) rounds, uses
0 (n\/%) random bits and O (n -2+ an+ n2) bits of communication.

Note, that if we denote by R the number of random bits used by the algorithm, then by rearranging
the remaining terms in the above theorem accordingly, we get the formulation of Theorem 3.

Analysis. Processes can become inoperative only by receiving less than A/3 messages from their
neighbors in the graph G. This is a milder requirement compared to the one used in the algorithm
OPTIMALOMISSIONSCONSENSUS, where not only the process has to receive logn messages in the
graph G, but it also has to remain operative during other sub-protocols. Also, we allow at most
10 failures which are twice as small as in the proof of Theorem 5, thus the following lemma is a
consequence of Lemma 7 proven in Section B.2.

Lemma 16. With high probability, at least n — 3t > 56%” processes stay operative throughout the
execution of the algorithm.

We say that a super-process SP; is reliable if at least %% processes belonging to it remain

non-faulty to the end of the execution and at least one of these process is operative throughout the
execution.

Lemma 17. In any execution, there is at least one reliable super-process with high probability.

Proof. Since there are at most g5 faulty processes, thus by the pigeonhole principle there are at
least 5 super-processes that contain at most 2—10% faulty processes. Consequently, at least %% -n
processes belonging to these super-processes remain non-faulty throughout the entire execution.
By Lemma 16, there is another set of at least n — 3t > 56%” processes that are always operative.
Since g—g + %% > 1, thus these two sets have a non-empty intersection, proving that there is a
super-processes that has at most %% faulty members and among the non-faulty members at least

one is operative to the end of the algorithm. O

Next, we recall a property of the flooding algorithm (e.g. Lemma 8) used in PARAMOMISSIONS
that was first used to prove Theorem 5. Note, that that the flooding is designed in the same way as
the GROUPBITSSPREADING algorithm used in OPTIMALOMISSIONSCONSENSUS (cf. Algorithm 3),
only the content of relayed messages is different. Therefore, by repeating the reasoning used in
Lemma 6, we obtain the following.

Lemma 18. For any two processes, p,q that are operative at the end of a phase i, the consensus
decision of p (if different than 1) has been relayed to q in the flooding part of the phase i and
vice-versa, the consensus decision of q (if different than L) has been relayed to p.
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Finally, we observe that the same arguments used for proving the correctness of the stopping
rule in the algorithm OPTIMALOMISSIONSCONSENSUS apply to the stopping rule used in line 15- 30
of the PARAMOMISSIONS algorithm. Thus we get the following.

Lemma 19. With probability 1, all non-faulty processes decide and the decision is on the same
value.

Next, we proceed to the proof of the main theorem of the section.

Proof of Theorem 8. The agreement and termination follow from Lemma 19. The validity follows
from the fact that the truncated version of OPTIMALOMISSIONSCONSENSUS also satisfies validity,
cf. the proof of Theorem 5.

Next, we analyze the complexity measures. Denote SP; the reliable super-process which, by
Lemma 17, exists with high probability. Since at least %% processes belonging to SP; remain
non-faulty, we can apply Theorem 5 and conclude that the truncated execution of the algorithm
OPTIMALOMISSIONSCONSENSUS on the group SP; in the appropriate phase of the round-robin
scheme results in all non-faulty processes of SP; having the same current consensus decision b
with high probability. By the reliability of the super-process, among these non-faulty processes
there exists at least one operative process. Thus, in the flooding part of the round-robin phase i,
all other operative processes acquire the output of the OPTIMALOMISSIONSCONSENSUS from the
beginning of the phase, by Lemma 18. Therefore, after the flooding ends, all operative processes
have the same value b,, see line 13. Since in any phase, only operative processes execute the
OPTIMALOMISSIONSCONSENSUS algorithm (see line 10), each subsequent run of the algorithm has
the property that all parties begin with the same input bit.

We observe that in case when all processes start with the same input bit, processes that return a
value at the end of the algorithm OPTIMALOMISSIONSCONSENSUS can only return the value being
the input bit. This follows from analyzing lines 9-13 in the algorithm OPTIMALOMISSIONSCONSEN-
sus (Algorithm 1). If there is only one input value in the system, no process will access the random
coin and only the input value will be manipulated to the end of the algorithm. It follows that after
the round-robin phase performed on the reliable super-process SF;, all operative processes have
the same value in the variable b,. In this case, in line 18 all operative processes receive only one
bit and thus they always set the variable decided to true when executing conditional statements in
lines 21-22. In consequence, all operative processes spread the same decision in line 24. Since the
number of operative processes is at least 5g—0" > &5 = t, every non-faulty process eventually receives
a decision and decides on it in line 26. Observe also that in this case no operative process has its
variable decided set to false and thus the deterministic protocol in line 28 will not be executed.

The derivation of the complexity measures comes directly from conditioning on the event that
all operative processes end having the variable decided set to true, which from now on we assume.

As for the running time, every phase lasts O (\/g) rounds, because it consists of a single run

of the truncated algorithm OPTIMALOMISSIONSCONSENSUS, which time complexity can be easily
derived from Theorem 5, and of 2logn rounds of flooding. There are x phases and two additional
rounds after the round-robin phases end, thus the bound on the time complexity follows with high
probability.

We bound the communication bit complexity analogously. Each phase uses
(@) ((%)2 log* (%) + nlog? n> communication bits. The first term corresponds to the execu-
tion of the algorithm OPTIMALOMISSIONSCONSENSUS on a set of size 7 (c.f., Theorem 5), the
latter corresponds to 4logn rounds of flooding. Observe that in the flooding, in each round every
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process sends at most O(logn) messages of size O(1). Multiplying the phase bit complexity by
the number of phases and adding O(n?) term, corresponding to the last two rounds, explains the
bound on the bit complexity of the whole algorithm and that it holds whp.

The random bits are spent only in the runs of OPTIMALOMISSIONSCONSENSUS. There are

at most z independent runs of the algorithm, each on a set of processes of size 7. Applying
Theorem 5 yields that the total number of used random bits is O (a: : (%)3/ 2 log? (%)) =0 (n %),
which completes the proof of the theorem.
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