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Abstract

Can computers perceive the physical properties of objects

solely through vision? Research in cognitive science and

vision science has shown that humans excel at identifying

materials and estimating their physical properties based

purely on visual appearance. In this paper, we present a

novel approach for dense prediction of the physical proper-

ties of objects using a collection of images. Inspired by how

humans reason about physics through vision, we leverage

large language models to propose candidate materials for

each object. We then construct a language-embedded point

cloud and estimate the physical properties of each 3D point

using a zero-shot kernel regression approach. Our method

is accurate, annotation-free, and applicable to any object in

the open world. Experiments demonstrate the effectiveness

of the proposed approach in various physical property rea-

soning tasks, such as estimating the mass of common objects,

as well as other properties like friction and hardness. Code

is available at https://ajzhai.github.io/NeRF2Physics.

1. Introduction

Imagine that you are shopping in a home improvement store.

Even though there is a huge variety of tools and furniture

items in the store, you can most likely make a reasonable

estimate of how heavy most of the objects are in a glance.

Now imagine that you are hiking in a forest and trying to

cross a stream by stepping on some stones in the water.

Simply by looking at the stones, you are probably able to

identify which stones have enough friction to walk on and

which stones would cause you to slip and fall into the water.

Humans are remarkably adept at predicting physical prop-

erties of objects based on visual information. Research in

cognitive science and human vision has shown that humans

make such predictions by associating visual appearances

with materials that we have encountered before and have

rich, grounded knowledge about [9, 10].

It is highly desirable for computers to be equipped with

similar or even better capabilities of material perception.

Having computational models for perceiving physics from

visual data is crucial for various applications, including

Figure 1. Estimating physical properties from images. Humans

can predict physical properties of objects by associating visual

appearances with grounded knowledge about materials. We propose

to equip computers with this capability by combining language-

embedded feature fields with LLM-based material reasoning.

robotics, agriculture, urban planning, graphics, and many

other domains. Nevertheless, challenges remain. One is the

difficulty of acquiring labeled ground-truth data. For exam-

ple, consider the endeavor of measuring the mass of a tree,

or measuring the thermal conductivity densely throughout

a coffee machine. Another is the highly uncertain nature

of the prediction task due to having limited observations –

there is simply no way to know with certainty what is in the

interior of an object without additional information.

This paper presents a training-free approach towards

uncertainty-aware dense prediction of physical proper-

ties from a collection of images. Our method, named

NeRF2Physics, integrates object-level semantic reasoning

with point-level appearance reasoning. First, we use a neural

radiance field to extract a set of 3D points on the object’s

surface and fuse 2D vision-language features into each point.

Then, inspired by how humans reason about physics through

vision, we draw upon the semantic knowledge contained

within large language models to obtain a set of candidate

materials for each object. Finally, we estimate the physical

properties of each point using a zero-shot retrieval-based ap-

proach and propagate the estimates across the entire object

via spatial interpolation. Our method is accurate, annotation-

free, and applicable to any object in the open world.

We evaluate NeRF2Physics on the task of mass estimation

using the ABO dataset, as well as our own dataset of real-

world objects with manually measured friction and hardness
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Figure 2. Overview of NeRF2Physics. Given a collection of posed images, we first train a neural radiance field to capture the 3D geometry

of the scene. Then, we fuse vision-language features into a point cloud extracted from the field. Next, we use a captioning model to provide

a text description of the scene and prompt an LLM to produce a dictionary of possible materials in the scene, along with their physical

properties. From here, physical properties can be estimated at any query point using zero-shot CLIP-based kernel regression within the

dictionary. The kernel regression process is illustrated in more detail in Fig. 3.

values. The results demonstrate that our method outperforms

other zero-shot baselines and even supervised baselines for

mass estimation. Visualizations of the predicted fields show

that our approach can produce reasonable predictions of a

variety of physical properties without supervision. In our

ablation study, we compare our method with alternative ap-

proaches for language-driven physical property estimation.

2. Related Work

Visual physics reasoning. Reasoning about physical prop-

erties from visual data is a longstanding problem [2, 11, 38].

Studies have shown that deep learning models can poten-

tially carry similar physical reasoning capabilities as humans,

including estimation of object mass, friction, electric con-

ductivity, and other material properties [37–39, 44]. Most

of the prior work focuses on dynamic reasoning of object

properties by either observing target dynamics [21, 38, 44]

or directly interacting with the target in a 3D physical en-

gine [29, 42]. A few studies have also tackled estimating

material properties from static images directly [3, 4, 34, 35].

Although promising, existing work mostly tackles specific

types of material properties, e.g., mass or tenderness, by

collecting corresponding task-dependent data. In contrast,

our method can generate diverse physical properties like

mass density, friction, and hardness in a zero-shot manner

from a single language-embedded feature field. Our work

is greatly inspired by pioneering work from vision and cog-

nitive science. Studies have found that humans are good at

recognizing many material properties, e.g., thermal conduc-

tivity and hardness, from only visual inputs, even with only a

brief demonstration [9, 10, 33]. Our work seeks to empower

computational models with such perception capabilities of

recognizing a diverse range of material properties.

Language grounding. CLIP is a large pre-trained vision-

language model that can efficiently learn visual concepts

from natural language supervision [30]. For training, CLIP

jointly trains its image and text encoders to predict the cor-

rect pairings of image and text examples in a self-supervised

fashion. Due to its success in capturing diverse visual con-

cepts, CLIP has been widely used for zero-shot and few-shot

tasks, spanning many applications from scene understand-

ing [6, 16, 17, 28, 32] to texture generation [24] to language-

grounded reasoning [12, 14, 19, 31, 40]. The models are

trained via contrastive learning with a large amount of data

and are thus capable of associating meaningful language-

driven semantics with image patches. Our work leverages

CLIP embeddings of small patches to provide a solid founda-

tion for physical property reasoning in a zero-shot manner.

3. Neural Physical Property Fields

3.1. Overview

Our method takes as input a collection of posed images I and

produces a physical property field ρ(x) that can be queried

to obtain physical property estimates at any occupied point

within the scene. In this work, we focus on single-object

scenes, but our approach can be extended to multiple-object

scenes as long as segmentation masks are available. Inspired

by how humans perceive and reason about physical proper-

ties of the objects they encounter, we propose to leverage

language-vision embeddings as well as large language mod-

els (LLMs) to achieve this goal. Fig. 2 depicts an overview

of our approach. First, we build a language-embedded point

cloud from which per-point semantic features can be queried

(Sec. 3.2). We then prompt an LLM to propose a dictionary

M of candidate materials based on object semantics and

apply zero-shot CLIP-based retrieval for reasoning about

physical properties based on M (Sec. 3.3). Finally, for phys-
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Figure 3. Overview of zero-shot physical property prediction. To predict physical property values from the language-embedded point

cloud, we extract CLIP features and perform kernel regression using the predicted dictionary of materials and their properties. To predict the

total mass of an object, we then integrate the predicted mass density across cuboids on the surface of the object. The thickness of each

cuboid is estimated in the same way as the other physical properties.

ical properties that require volumetric integration, such as

mass, we propose an integration method using LLM-based

estimates of surface thickness (Sec. 3.4).

3.2. Language­embedded point cloud

Accurate estimation of physical properties, such as object

mass, requires both accurate geometric and material under-

standing of the scene. To capture the 3D geometry of a

scene, we train a neural radiance field [25] and extract a set

of 3D “source” points via depth rendering. We then fuse

per-patch CLIP [30] features into the source points using a

simple visibility-aware averaging scheme.

Neural radiance field. For each scene, we first train a

neural radiance field (NeRF) [25] on the given images and

camera poses. We choose to use NeRF because it tends to

give higher-quality, more robust depth maps compared to

other 3D reconstruction methods, especially for reflective

surfaces. We directly use the Nerfacto method from Nerfstu-

dio [36], which combines several state-of-the-art techniques

for improving performance. Once the NeRF is trained, we

randomly sample a total of N rays from the input views and

estimate the depth along each ray via median depth render-

ing [36]. Finally, we convert the depths into 3D points and

perform voxel down-sampling to remove redundant points.

The result is a point cloud S ⊂ R
3, where |S| ≤ N . We will

refer to these points, which should cover all of the visible

surfaces in the scene, as the source points for the scene.

3D language feature fusion. CLIP features have been

shown to perform well in several zero-shot image classifi-

cation tasks [27, 30], giving reason to believe that they can

be successfully applied for material recognition. In order

to enable 3D reasoning based on CLIP, one must aggregate

CLIP features within a 3D representation of the scene. A

number of works [6, 16, 28, 32] have proposed methods for

3D fusion of CLIP features that are conducive to object-level

segmentation due to the use of object-level region proposals.

However, these methods are not well-suited for discrimi-

nating between different materials within the same object,

which is required for our use case.

In this work, we use simple averaging to fuse CLIP em-

beddings of small patches in the input images, which usually

contain enough appearance information to discriminate be-

tween different materials. For each source point s ∈ S and

input image I ∈ I , we determine the pixel coordinates (u, v)
of the point projected using the camera parameters of the

image. We then test for occlusion using the NeRF-estimated

depth to determine if the point is visible in the image. If

it is visible, we extract a patch of size P × P centered at

(u, v), and apply a CLIP image encoder to obtain a 512-

dimensional feature vector for that patch. If segmentation

masks are available, they can be applied here to focus on an

object of interest. Once this is done for all of the input im-

ages and source points, the patch features are average-pooled

to create a fused feature vector z for each source point s.

3.3. Physical property reasoning

Our language-embedded point cloud contains rich semantic

features for every source point in the 3D scene. Such features

are usually tightly related to the physical properties of the

object(s) in the scene (see Fig. 4). In this section, we propose

a two-stage approach for estimating physical property values

from the semantic features of the source points, which can

then be propagated to any point in the continuous space by

spatial interpolation. In the first stage, we prompt a VQA

model to propose a dictionary of candidate materials along

with their physical properties based on the input images. In

the second stage, we perform a kernel regression over the

materials in the dictionary for each source point using CLIP

similarity in a zero-shot manner. Formally, for a given point

s with semantic embedding z, we formulate its physical
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property as

ρ(s) = F (z,M) = F (z, G(I)), (1)

whereG is the mapping from the input images I to candidate

materials M, and F is the mapping from semantic features

and candidate materials to our desired physical property.

LLM-based material proposal. The set of different mate-

rials that exist in the world is extremely large and difficult to

define. Furthermore, many materials look identical and thus

cannot be distinguished by local appearance alone. Despite

this, humans are able to guess the material composition of

objects through high-level reasoning about object seman-

tics on top of low-level appearance cues. Inspired by this,

our method calls upon LLMs for open-vocabulary semantic

reasoning about materials and their physical properties.

Given a set of input images I, we first select a canon-

ical view I0 ∈ I. If segmentation masks are available,

we calculate the area of the mask in each frame and select

the frame at the 75th percentile (as a heuristic method to

obtain an informative view). If masks are not available,

we select a view uniformly at random. We then use a

VQA model (BLIP-2 [20]) to produce a text description

of I0. Finally, we pass this description to an LLM (GPT

3.5) and prompt it to return a dictionary of K candidate

materials M = {(keyk, yk)}, where keyk is the mate-

rial name text and yk is the value of the physical prop-

erty, e.g. {(Aluminum, 2700kg/m3), (Oak Wood, 650−
900kg/m3)}. Note that yk may be a range of values due to

the inherent uncertainty in the task.

Although it is theoretically possible for a VQA model

such as BLIP-2 [20], LLaVA [22], or GPT-4V [41] to pro-

pose the materials directly from the image, we find that

decomposing the task into two parts produces more reliable

results in our experiments. In the future, as VQA models

become more powerful, one model may be sufficient.

Zero-shot CLIP-based kernel regression. Once the ma-

terial dictionary M has been obtained, we use CLIP features

to perform material retrieval for each source point. We pre-

dict the physical property values of each point by taking its

fused CLIP features and conducting a CLIP-based kernel

regression using the material dictionary. Formally speaking,

the physical property field is equal to:

ρ(s) = F (z,M) =

∑
K

k=1
exp(wk[s]/T )yk∑

K

k=1
exp(wk[s]/T )

, (2)

where wk[s] = ψCLIP(z,keyk) is the cosine similarity be-

tween semantic feature z and the language CLIP feature of

the material name keyk, and T is a temperature parameter

chosen through validation. The physical property values can

be propagated from the source points to any 3D query point

via nearest-neighbor interpolation:

ρ(x) = ρ(argmin
s∈S ||s− x||). (3)

3.4. Object­level physical property aggregation

So far, we have discussed dense prediction of physical prop-

erties in a per-point manner. In practice, one may also be

interested in object-level physical properties (e.g. mass) that

require integration over volumes. Although NeRF gives us

an estimate of the geometry of the visible surfaces in the

scene, most objects contain a large amount of empty space

in their interior, which heavily affects volumetric integration

but cannot be captured by NeRF due to occlusion. To cir-

cumvent this, we prompt the large language model again to

estimate the thickness tk of each material in M, and then use

the estimated thickness to define a set of cuboids sampled

on the object’s surface. Similar to the source point sampling,

the cuboid locations are sampled by voxel-downsampling

surface points, and we define their size to be d×d×τ , where

d is the voxel size and τ is the predicted thickness at that

point. Formally, the prediction m̂ for the integral over the

cuboids is given by

m̂ =
∑

x∈V

∑
K

k=1
exp(wk[x]/T )yktk∑

K

k=1
exp(wk[x]/T )

d2, (4)

where V is the set of voxel-downsampled points. Since this

volume estimation can be biased depending on the geometry

of the object, we introduce a scalar multiplication factor c
determined by validation. We also clamp the total volume to

an upper bound estimated by depth carving to avoid wildly

inaccurate thickness predictions.

4. Experiments

We evaluate NeRF2Physics across two datasets. First, we

compare NeRF2Physics with existing methods for per-object

mass estimation on a set of 500 objects from the Amazon

Berkeley Objects (ABO) dataset [7], which we refer to as

ABO-500. To evaluate the dense prediction capabilities of

NeRF2Physics, we collect our own dataset of real-world

objects with per-point friction and hardness measurements.

4.1. Implementation Details

Our NeRF directly uses the Nerfacto method from Nerfstu-

dio [36] with default settings except with the near-plane for

sampling set to 0.4, the far-plane set to 6.0, and the back-

ground color set to random. For our own dataset, we set the

scene scale to 2.0. The camera poses are scaled per scene

to fit in a ±1 box. We train each scene for 20K iterations,

which takes around 8 minutes on an NVIDIA A40 GPU.

For source point extraction, we sample N = 100 000
rays, voxel-downsample with a grid size of 0.01 (0.02 for
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Figure 4. Example visualizations. We visualize input images from ABO-500 along with our model’s CLIP feature PCA components,

zero-shot material segmentation, and predicted mass density. Our model makes reasonable predictions of materials across different parts of

objects in 3D, allowing for grounded predictions of physical properties.
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Figure 5. Example predictions of different physical properties. We visualize predictions of hardness and friction on objects from our

own collected dataset. For evaluation purposes, Shore A and Shore D hardness was combined into the same scale. The friction coefficient

represents the coefficient of kinetic friction against a fabric surface. We quantitatively evaluate these predictions using a set of sparse

per-point measurements (see Sec. 4.3).

our own dataset), and remove outliers (see supplementary

for details). For language feature fusion, we use the Open-

CLIP [15] ViT B-16 model trained on DataComp-1B and

set the patch size to P = 56 and the occlusion threshold to

0.01. For captioning, we use BLIP-2-Flan-T5-XL [20]. For

mass density (and thickness), we use GPT-3.5 Turbo [43]

and set K = 5, T = 0.1. For friction and hardness, we use

GPT-4 [5] and set K = 3, T = 0.01. The exact prompts we

used can be found in the supplementary. For mass integra-

tion, we voxel-downsample with a grid size of 0.005, carve

with a grid size of 0.002, and scale the final mass by c = 0.6.

Since our model usually returns a range of values, we take

the center of the range as the final prediction.

4.2. Mass Estimation

Dataset. The ABO dataset [7] contains thousands of prod-

ucts sold on Amazon together with multi-view posed images,

segmentation masks, mass measurements, and other prod-

uct metadata. In order to create a diverse evaluation set,

we created a stratified sample of 500 objects in which each

“product_type” (e.g. “chair”, “lamp”) appeared no more than

10 times. Each object/scene has 30 views facing the object

with camera centers randomly distributed over a hemisphere

around the object. We call this dataset ABO-500 and split

the scenes randomly into 300 train / 100 val / 100 test.

Metrics. We follow pioneering work on visual mass esti-

mation [35] and report the following metrics, where m is the

ground-truth mass and m̂ is the estimated mass:

• Absolute difference error (ADE) : |m− m̂|,
• Absolute log difference error (ALDE) : | lnm− ln m̂|,
• Absolute percentage error (APE) : |m−m̂

m
|, and

• Min ratio error (MnRE) : min(m
m̂
, m̂
m
).

We agree with the authors of [35] that MnRE is the pre-

ferred metric, because it is not biased towards models that

systematically over- or under-estimate and also does not

over-emphasize performance on heavier instances.

Baselines. We compare NeRF2Physics with the following

baselines on the ABO-500 dataset:

• Image2mass [35] uses a CNN to predict mass directly

from a single image and 3D bounding box dimensions. We

evaluate the official model pretrained on Amazon products

and use bounding boxes extracted from our source points.

• 2D CNN takes a frozen ResNet50 [13] pretrained on Ima-

geNet [8] and trains three addtional layers to predict mass

on our dataset. We apply a negative LogSigmoid layer to

ensure that the predictions are positive.

• LLaVA [22] is a large vision-language model that is de-

signed to follow arbitrary instructions given an image. We
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Table 1. Mass estimation on ABO-500 test set (100 objects). ADE

is measured in kilograms. Bold: best model.

Method ADE (↓) ALDE (↓) APE (↓) MnRE (↑)

Image2mass [35] 12.496 1.792 0.976 0.341

2D CNN 15.431 1.609 14.459 0.362

LLaVA [22] 17.328 1.893 1.837 0.306

Ours 8.730 0.771 1.061 0.552

prompt LLaVA to estimate the mass of the object in the

image (see supplementary for exact prompt). 1

For all of the baselines, we provide the same canonical view

as in our method, in which the background is set to white.

Qualitative Results. We show example visualizations of

our language-embedded point cloud and material predictions

in Fig. 4. CLIP features were converted to RGB values ac-

cording to the top 3 PCA components per object. The PCA

visualization suggests that the CLIP features give enough

information to perform material segmentation. The mate-

rial visualization shows that our method can propose rea-

sonable candidate materials and use the CLIP features to

identify the primary material in different parts of an object,

such as metal in the legs of a table and wood on the table-

top. However, the boundaries of each part are not localized

perfectly, and the model will often mix similar materials

together (e.g.“stainless steel” and “aluminum”). The last

column of visualizations show that sensible mass density

estimates follow from the material predictions.

Quantitative Results. We report test-set mass estimation

metrics on ABO-500 in Tab. 1. Mass predictions for all mod-

els were clipped to be between 0.01 and 100 kilograms. The

image2mass [35] pretrained model performs poorly since it

does not generalize well to objects larger than those found in

its training data. The 2D CNN baseline also did not perform

well – it failed to learn meaningful patterns and tended to pre-

dict towards the mean of the dataset. The LLaVA [22] model

usually gives answers that are not metrically precise (e.g.

1 kg or 10 kg), despite extensive prompt engineering. Our

zero-shot method’s predictions outperform these baselines

by a large margin in all metrics except APE. We note that

APE is heavily biased towards models that underestimate, as

it is dominated by overestimates on small objects.

Ablation Studies. We perform ablations on various as-

pects of our method in Tab. 2. First, we remove the thickness

estimation step and integrate over occupied voxel produced

by depth-based carving. This results in consistent overes-

timation since it ignores the fact that many objects have

1We also tried to apply GPT-4V for this task but had difficulty preventing

it from producing complaints about not having enough information.

Table 2. Ablation study for mass estimation on ABO-500 val set

(100 objects). Bold: best model.

Method ADE (↓) ALDE (↓) APE (↓) MnRE (↑)

No thickness 18.587 0.749 1.364 0.552

Retrieval (T → 0) 12.266 0.780 0.801 0.536

Uniform CLIP 10.396 0.637 1.102 0.597

Ours 9.786 0.610 0.931 0.609

empty space in their interior. Next, we examine the effect of

performing kernel regression instead of just retrieving the

most likely material per point (effectively setting the temper-

ature T to zero). Here, the retrieval performs worse because

there is inherent uncertainty in predicting materials based on

visual appearance. Lastly, we evaluate the use of a single

global CLIP embedding of the canonical view instead of

fused patch embeddings, which gives a uniform prediction

across the whole object. We find that the performance is

only slightly worse, suggesting that the total mass for most

objects is dominated by a single material.

4.3. Friction and Hardness Estimation

Dataset. The task of mass estimation does not directly

evaluate the ability of our model to perform dense prediction

of different physical property values within the same object.

To the best of our knowledge, there does not exist a realis-

tic dataset with images and paired measurements suitable

for this purpose. Thus, we collect our own dataset contain-

ing 15 household objects across 13 scenes with real-world

multi-view images and paired measurements of per-point

kinetic friction coefficient and Shore hardness. The images

and poses were captured using Polycam on an iPhone 13

Pro, with a median of 82 per scene. Coefficient of kinetic

friction was collected on 6 surfaces using an iOLab with fab-

ric pads attached, averaging over 10 trials. Shore hardness

was collected at 31 points using Gain Express A/D durome-

ters, averaging over 3 trials with Shore D being used when

the Shore A reading was above 90. Each point’s location

is annotated as pixel coordinates in an image. Grounding

SAM [18, 23] was used to obtain object masks.

Note that Shore A and Shore D durometers use different

indenters and thus do not measure exactly the same physical

property [26]. However, for evaluation purposes, we com-

bine the measurements into a single scale from 0-200, where

the Shore A measurements lie in the 0-100 range and Shore

D measurements lie in the 100-200 range.

Metrics. We report the same metrics as before, along

with an additional metric of Pairwise Relationship Accu-

racy (PRA), defined as the classification accuracy of the

predicted relationships (greater than or less than) between

every pair of points. This metric focuses on relative compar-
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Table 3. Estimation of per-point Shore hardness on the real-world

in-house collected dataset (31 points, 11 objects). Bold: best model.

Method ADE (↓) ALDE (↓) APE (↓) MnRE (↑) PRA (↑)

GPT-4V 32.752 0.330 0.304 0.758 0.609

CLIP 32.857 0.294 0.266 0.774 0.647

Ours 34.295 0.315 0.276 0.765 0.710

Table 4. Estimation of per-point kinetic friction coefficient on the

in-house collected dataset (6 points, 6 objects). Bold: best model.

Method ADE (↓) ALDE (↓) APE (↓) MnRE (↑) PRA (↑)

GPT-4V 0.209 0.430 0.549 0.692 0.467

CLIP 0.222 0.455 0.602 0.654 0.533

Ours 0.155 0.321 0.360 0.736 0.800

isons and is thus more robust to measurement noise, which is

especially significant for the hardness measurements due to

local deformations in the object surface around each point.

Baselines. There are no existing methods for predictions

of arbitrary physical properties from images, so we design

the following baselines for comparison:

• GPT-4V [41] is a large vision-language model that can

accept masks in its prompt. For each point, we provide

GPT-4V with the associated image and a mask highlight-

ing its pixel location, and ask it to estimate the physical

property at that point.

• CLIP refers to using a global CLIP embedding of the

canonical view instead of fused patch features in our

method. This was also considered in our ablations above.

We instruct each LLM to choose Shore A/D hardness based

on which is more appropriate for the material in question.

Qualitative Results. We show example predictions of

hardness and friction from our model in Fig. 5. Again, the

model is able to distinguish different materials and derive

reasonable physical property estimates from them, even for

unusual objects such as the ripped piece of cardboard. In

addition, the model is fairly robust to errors in the geometry

from NeRF, thanks to our feature fusion strategy. The exam-

ple with the bath mat demonstrates that our method can be

applied with or without object segmentation masks.

Quantitative Results. We report quantitative evaluation

metrics for hardness prediction in Tab. 3 and for friction

prediction in Tab. 4. For hardness, we observe that all three

models perform similarly across most of the metrics, but

ours achieves the highest PRA, indicating that it localizes

different materials more precisely than the other models. For

friction, we find that our model outperforms the others by a

wide margin in all of the metrics. GPT-4V performs similarly

with the uniform CLIP model, suggesting that it has trouble

Predicted Mass: 10.4 kg

Figure 6. Digital twins with realistic physical properties. We

show that realistic physical interactions can be simulated using

mass-aware digital twins created by NeRF2Physics. In each exam-

ple trajectory visualization here, the ball hits the object with the

same initial momentum, and friction is zero.

distinguishing between different surfaces within the same

scene. Also note that GPT-4V must run on each individual

query point, which is extremely computationally expensive.

In contrast, once the feature field and candidate materials for

our model have been prepared, thousands of points can be

queried with little computational cost.

4.4. Applications

NeRF2Physics can be applied to create physically realistic

digital twins for immersive computing and content creation

(Fig. 6). Improved physical property understanding is also

crucial for advancing embodied AI and robot simulation.

Another application is estimating crop biomass [1], which is

important for agriculture but labor-intensive and destructive

to measure manually.

5. Conclusion

We presented NeRF2Physics, a novel method for dense pre-

diction of physical properties from a collection of images.

Our method fuses vision-language embeddings into a 3D

point cloud and leverages LLMs to provide material infor-

mation, enabling zero-shot estimation of any physical prop-

erty for any object in the open world. Experimental results

demonstrate that our method outperforms baselines on es-

timation of mass, hardness, and friction coefficients across

a variety of objects. In the future, our approach may be

improved by incorporating prior knowledge to reason about

materials in internal object parts that cannot be seen.
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