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Here we describe the development of a mid-infrared laser absorption spectroscopy sensing
method for the time-resolved thermochemical analysis of nitrous oxide (N2O) in high-enthalpy,
combustion-relevant environments. This was accomplished by scanning the wavelength of
a quantum cascade laser across multiple R-branch spectral features in the a3 rovibrational
fundamental band between 2257 and 2265 cm�1. Four total rovibrational transitions are
spectrally resolved over a ⇠1.6 cm�1 domain using a 10 kHz sawtooth waveform function
supplied to the quantum cascade laser, yielding time-resolved temperature and concentration
measurements that are independent of mixture composition. Additionally, we demonstrate a
measurement approach with increased robustness against signal noise for a reacting mixture
containing N2O in high-dilution conditions in argon gas. This measurement approach is
demonstrated across a range of high temperatures (900–1700 K) behind reflected shock waves
at The University of Texas at San Antonio (UTSA) High-Enthalpy Shock Tube (HEST) facility,
and applications to research and development efforts of both “green” propellant architectures
as well as nitrogen-based hydrogen-carrier fuels are briefly discussed.

I. Nomenclature

U = absorbance
a = spectral frequency
a0 = spectral transition linecenter frequency
i = spectral lineshape
�a⇡ = Doppler width
�a2 = collisional width
% = pressure
- = species mole fraction
( = linestrength
) = temperature
! = path length
� = absorption area
" = molecular weight
LAS = laser absorption spectroscopy
QCL = quantum cascade laser
HEST = high-enthalpy shock tube

II. Introduction

C�rrent understanding of the chemical kinetic and detonative behavior of both established space-storable liquid
propellants—and their potential replacements—is immature relative to that of H2, CH4, and C2H4, or even

hydrocarbon fuels used for non-space transportation. Moreover, as terrestrial transportation and power generation
sectors move to an increasingly carbon-constrained future, near-zero carbon energy conversion through the use of
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nitrogen-based hydrogen-carrier fuels (e.g., NH3) will become increasingly important. However, reaction of these
propellants is not well-characterized—especially in non-uniform flows relevant to combustion devices—primarily due to
immature diagnostic capabilities. The objective of this work is to develop a gas-composition-independent measurement
technique to quantify N2O mole fraction and temperature as it thermally reacts, developing time-histories for the
comparison with published chemical kinetic models.

Multiple species-specific, temporally-resolved mole fraction studies involving the oxidation of NH3 and its
intermediate N2O have been conducted in recent years. Several studies using fixed-wavelength laser absorption
spectroscopy (LAS) were performed by Mulvihill et al., investigating N2O sensing and thermal decomposition [1, 2]
at high temperatures. Additionally, a similar fixed-wavelength approach to measure N2O mole fraction behind
reflected shock waves containing NH3 at elevated temperatures was also performed [3]. In this study, we describe
the development of a mid-infrared (mid-IR) laser absorption sensor concept based on scanned-wavelength techniques
which can quantitatively measure N2O in high-enthalpy, combustion-relevant environments. We describe the theory
of LAS underlying the sensing technique, detail our wavelength selection, and demonstrate the strategy over a range
of temperatures (900–1700 K) behind reflected shock waves using UTSA’s optically-accessible HEST facility. This
range of temperatures is chosen for its relevance to emerging “green” propellant architectures and nitrogen-based
hydrogen-carrier fuel systems associated with space transportation and energy production, respectively. Lastly, we
use the developed technique to provide transient measurements of thermally reacting N2O in the UTSA HEST facility,
highlighting potential opportunities for sensing applications in the aerospace, transportation, and power generation
sectors.

III. Background
In this section, we provide background information on the laser absorption spectroscopy techniques specific to our

work developing an N2O sensor, while the theory of shock tube operation can be found in any compressible flow text [4]
or in our previous work detailing the design of our shock tube facility [5].

A. Laser absorption spectroscopy and two-line thermometry
Laser absorption spectroscopy leverages the resonance of monochromatic collimated laser light energy with the

discrete energy modes of gas molecules and atoms (arising from quantum mechanics) to discern thermochemical
properties of flow fields using light absorption. The details of laser absorption spectroscopy are described in the
literature and in previous work [6, 7]; however, we briefly review the fundamentals of LAS to assist the reader with the
measurements described in this paper.

The Beer-Lambert law, shown in Eq. (1), describes the relationship between spectral and thermodynamic variables,
as well as incident and transmitted laser light intensity �0 and �C . By integrating Eq. (1) with respect to frequency a

[cm�1], absorbance area � 9 [cm�1] can be determined from spectrally-resolved absorbance U(a) [unitless], shown
below in Eq. (2), being only a function of the thermophysical variables pressure % [atm], absorbing species mole fraction
- , transition linestrength ( 9 ()) [cm�2/atm], and optical path-length ! [cm] [6], which is well-known in this study to be
7.77 cm for the UTSA HEST facility.

U(a) = � ln
✓
�C

�0

◆
= %-( 9 ())!i 9 (a) (1)

� 9 =
π 1

�1
U(a)3a = %-( 9 ())! (2)

To measure one or more spectral absorption features (in this work, rovibrational transitions), laser light is scanned
across a range of wavelengths while passing through a test gas and into a photovoltaic detector, on which laser intensity
is recorded. Upon absorption by a rovibrational transition, the transmitted laser light upon the detector is reduced.

To interpret the measured absorption data, a Voigt lineshape model (a convolution of a Gaussian and Lorentzian
profile) can be fit to measured U(a) using non-linear regression [8]. As part of the non-linear fitting routine, the spectral
lineshape function at the linecenter i 9 (a0, 9 ) [unitless] is numerically evaluated using Eqs. (3) and (4).

i 9 (a0, 9 ) =
2

�a⇡, 9

r
ln 2
c

exp 02 [1 � erf(0)] (3)

where
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0 =

p
ln 2�a2, 9
�a⇡, 9

(4)

The Doppler and collisional widths , �a⇡, 9 and �a2, 9 [cm�1], represent the uncertainty in spectral feature full-width
half-maximum (FWHM) due to the effects of temperature and pressure. Doppler width, being a function of both
temperature ) [K] and molecular weight of the absorbing species " [g/mole], is shown in Eq. (5). Collisional width,
being a function of pressure %, mole fraction - , and has unique broadening behavior for every molecular collision
partner Y.

�a⇡, 9 = a0, 9 (7.1629 ⇥ 10�7)
✓
)

"

◆1/2
(5)

�a2, 9 = %

’
Y
(-Y2Wabs-Y, 9 ())) (6)

where 2W())abs-Y, 9 [cm�1/atm] is the temperature dependant broadening coefficient between collision partner Y and the
absorbing species, commonly modeled by a power law where # is a temperature-dependent exponent.

2W())abs-Y, 9 = 2W()0)abs-Y, 9

✓
)0
)

◆# 9

(7)

After spectrally fitting to this Voigt lineshape model (either by performing a non-linear least-squares fit of either
the spectral parameters �a2, 9 , �a⇡, 9 , � 9 , and a0, 9 ; or—if i 9 () , %, - , a) is well-characterized—of the underlying
thermodynamic state variables - , %, and )), � 9 can be numerically evaluated, assisting in the determination of
thermodynamic state variables ) and - as shown in Eq. 2, assuming that ! is known from the experimental geometry
and % is known independently. For multiple absorption features 9 , multiple � 9 can be determined. The ratio of two
absorption areas or integrated spectral absorption coefficients reduces to a ratio, ', of ( 9 ()), being a function of ) only,
is shown in Eq. (8)

' =
�1
�2

=
(1 ())
(2 ())

= 5 ()) (8)

Because ( 9 ()) is a feature- or transition-specific spectral property, calculable from values readily available in the
HITEMP and HITRAN databases [9, 10], it is possible to infer ) with the simultaneous measurement of two or more
spectral absorption features. With ) determined, ( 9 ()) can be evaluated and - can be calculated using Eq. (9).

- =
� 9

%( 9 ())!
(9)

B. Boltzmann regression
If multiple absorption features are simultaneously recorded (generally more than two), a multi-line Boltzmann

regression of rovibrational state population fractions can be used to determine temperature and species mole fraction.
More details regarding this technique are described in the literature as well as in our previous work targeting N2O near
4.4 µm [7, 11]; however, we review some details here for reader convenience. The linestrength of a single spectral
transition 9 , shown in Eq. (10), is a function of temperature, the partition function variation multiplied by a stimulated
emission factor, I() , ā 9 ) [unitless], the lower state energy of the transition, ⇢ 00

9 [cm�1], and a reference temperature
usually taken at )0 = 296 K [6, 10].

( 9 ()) = (
0
9 I() , ā 9 )

✓
)0
)

◆
exp

"
�
⌘2⇢

00
9

:⌫

✓
1
)

� 1
)0

◆#
(10)

where the linestrength evaluated at the reference temperature is noted as (0
9 = ( 9 ()0)and I() , ā 9 ), is a function of the

partition function, Z()) [unitless], and the linecenter a 9 [cm�1]. Combining Eq. (2) with Eq. (10) and linearizing:

ln

"
� 9

%(
0
9!

#
= ln


-I())

✓
)0
)

◆�
+ ⇢

00
9


⌘2

:⌫

✓
1
)0

� 1
)

◆�
(11)
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This linear relationship, which is of the form H = 0G + 1, is a direct representation of the Boltzmann distribution of
state populations [12].

Thus, � 9

%(0
9!

is related to the degree with which the lower state of the transition 9 at temperature ) is populated
relative to the population at the reference temperature )0, illustrated below in Fig. 1.

Fig. 1 Left: Boltzmann distribution of populated energy states at two representative temperatures. Here, the
double prime indicates the lower state while the single prime indicates the upper state. Right: Linearization of
Eq. (11) for multiple spectral absorption features 9 , illustrating the relationship between the regressions slope, 0
[cm] with temperature, ) .

IV. Method

A. Wavelength selection
Three primary criteria; absorbance strength, spectral isolation, and temperature sensitivity are considered when

selecting spectral features for temperature and mole fraction measurements [13]. Absorbance strength is a measure of
the intensity of a spectral absorption feature at a given spectral frequency and is tabulated as linestrength ( at a reference
temperature (commonly 296 K) in spectral databases (e.g., HITRAN, HITEMP). Spectral isolation describes how
well-separated a spectral absorption feature of interest is from other spectral features that could be present in the targeted
range of spectral frequencies. Ideally, one or more spectral absorption features will be present in a single laser scan
along with a region of zero or near-zero absorbance for baseline correction of any beam-steering behavior encountered
in the flow [14]. Temperature sensitivity is a measure of how a spectral absorption feature develops/changes shape with
changes in temperature and is critical for robust temperature measurements. To perform two-line thermometry, two
spectral absorption features with relatively large differences in lower state energy, ⇢” should be used, a metric that is
tabulated, like linestrength, in spectral databases. However, if features with large differences in lower state energy are
not available, temperature measurements can still be obtained via Boltzmann regression providing a sufficient number
of spectral absorption features are used.

A Quantum Cascade Laser (QCL, Alpes Lasers), centered at 4.42 µm and having a scanning range from 2256 cm�1

to 2268 cm�1, was used to target the E3 asymmetric stretch band of N2O. Figure 2 shows the simulated absorbance (red)
and linestrengths (blue) for N2O in this spectral frequency range and for the path length in the UTSA HEST facility
(! = 7.77 cm). Additionally, the simulated absorbance of H2O and CO2 are shown, being a common interferer and
present in the ambient laboratory atmosphere, respectively.

To the left, near 2259 cm�1, a R-branch bandhead can be seen. Although these lines offer high contrast in lower
state energy, they are not well isolated, leading to no near non-absorbing regions. Due to this, spectral absorption lines
located to the right of the bandhead were targeted in these experiments. The lines to the right of the bandhead all have
relatively high absorbance strength and are spectrally isolated from one another. However, they also all have similar
lower state energies. To counteract this, the large scan depth of the QCL at a scan rate of 10 kHz was leveraged to resolve
4 spectral absorption features (labeled) and temperature and mole fraction were inferred via Boltzmann regression.
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Fig. 2 N2O spectral features and N2O, H2O, and ambient CO2 simulated absorbance at and pressures relevant
to combustion.

B. Optical setup
To obtain measurements of N2O mole fraction and temperature, the QCL was used as a light source, and the beam

was passed through optical ports in the test section of the UTSA HEST, as shown in Fig. 3. The injection current
of the laser was modulated at 10 kHz using a function generator (Stanford Research Systems DS345), allowing the
R(0,58–61) spectral features to be fully resolved. To account for scan-to-scan variability in laser scan depth, the beam
was directed through a non-polarizing beam splitter before passing through the optical section of the HEST, with the
split portion of the beam passing through a germanium (Ge) etalon crystal and onto a photovoltaic detector (Vigo
Photonics PVI-4TE-6-1), allowing for the scan-by-scan conversion from the time to spectral frequency domain of
the measured laser light intensity. The HEST test section contains six, 1/2-inch wedged sapphire windows mounted
2 cm from the end wall and a inner diameter of 7.77 cm [5], with an end-wall mounted dynamic pressure transducer
connected to a charge amplifier. After passing through the HEST, the beam was passed through a focusing lens and iris,
both increasing signal-to-noise ratio (SNR), and onto a second photovoltaic detector. Laser intensities were recorded in
volts [V] at a sample rate of 40 Ms/s/channel using an external oscilloscope (PicoScope 4000). This resulted in 10 ms
measurements during which the laser was scanned 100 times. A schematic of the optical setup is shown in Fig. 3. Here,
a representative temporally-resolved measurement of laser intensity and dynamic pressure as the shock wave is reflected
off of the end wall of the test section are shown below the optical arrangement.

C. Shock tube experiments
Shock tube experiments were performed utilizing the UTSA HEST facility with nitrogen (N2) as a driver gas.

Test gas mixtures of - ⇡ 0.02 mole fraction N2O in an Ar bath gas were barometrically prepared based on partial
pressures measured with a 1000 Torr capacitance manometer (MKS Baratron 627B). Driven pressure (%1), polycarbonate
diaphragm thickness, and driver (diaphragm burst) pressure (%4) were varied such that reflected shock wave temperatures
()5) ranged from approximately 900–1700 K. Prior to each experiment, the shock tube was vacuumed to under 20 mTorr,
measured with a 1 Torr capacitance manometer (MKS Baratron 627B). Pre-shock pressures %1 in the driven section
were measured using the aforementioned 1000 Torr capacitance manometer while driver pressure was monitored
with a 250 psi pressure transducer (Setra 225). Incident shock wave speed was determined via linear regression
of temporally-resolved voltage peaks from piezoelectric pins (Dynasen, Inc. CA-1135) spaced at precisely-known
distances along the driver section of the tube, as described in previous work [5]. NASA’s Chemical Equilibrium with
Applications (CEA) [15] was used to determine theoretical )5 and %5, given shock wave speed, test gas composition,
and %1, assuming frozen incident and reflected conditions, uncertainties of which are typically within 2% when properly
accounting for vibrational relaxation of all components of the test gas [4, 16]. A dynamic pressure transducer (Kistler
601B) was mounted in the end wall of the test section of the HEST, recording pressure traces of the reflected shock
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Fig. 3 Top: optical setup for simultaneous measurement of transmitted QCL intensity and incident etalon-
influenced QCL intensity on a pair of photovoltaic detectors. Bottom: representative raw detector/pressure
transducer signals during shock heating of N2O in an Ar bath gas.

wave through a charge amplifier (Kistler 5018A), providing time-resolved validation of CEA assumptions.

V. Data processing

A. Broadening parameter determination
Raw detector data, as shown in Figs 3 and 4, were processed using Eq. (1) to obtain spectral absorbance U 9 (a) for

features R(0,58–61). A non-linear least-squares fitting routine was used to fit all four spectral features simultaneously
using a Voigt lineshape model, shown in Fig. 5. For each feature, absorbance area, � 9 and the collisional width,
�a2, 9 were floated as free parameters, while �a⇡, 9 were constrained using )5 as a temperature estimate. Additionally,
the R(0,60) feature’s linecenter, a0, was floated as a free parameter, while the other linecenters were constrained
based on their relative separation in HITEMP. Residuals were all within 5% during the experiments, confirming the
appropriateness of the Voigt lineshape model for the targeted spectral transitions in this study.

To determine the temperature-independent spectral broadening parameter for Ar, 2WN2O�Ar ()0) and its associated
temperature dependence, # Eq. (6) was used to determine the temperature dependent spectral broadening parameter
2WN2O�Ar ()) based on -N2O, %, 2Wself ()0), and #self from the floated variable �a2, 9 . To reduce effects of outlier data,
Chauvenet’s criterion was applied to this and all results [17]. For all calculations, #self was assumed to have a value of
0.7 [6]. Equation (7) was fit to 2WN2O�Ar ()0) and ) for eight )5 (post-shock) and one )1 (pre-shock) conditions. The
regression for the R(0,60) spectral feature is shown in Fig. 5. Results from this regression are presented in Table 1 along
with the spectral parameters (HITEMP) used in this spectral fitting routine and thermochemical analysis via Boltzmann
regression. To the authors’ knowledge, these data represent the first collection of broadening parameters collected for
these N2O transitions for the collision partner of argon at elevated temperatures (> 1000 K).
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Fig. 4 Plots of incident, transmitted, and etalon-influenced signals on photovoltaic detectors (left) and associated
spectral absorbance (right) for a single representative laser scan.

Fig. 5 Left: representative four-feature fit with residual. Right: Power-law regression used to determine
2WN2O�Ar ()0) and # for the R(0,60) spectral feature. Here, x-axis uncertainty is plotted although is not visible at
this scale.

B. Reduced parameter spectral fitting
As previously discussed in Sec. V.A, a non-linear least-squares fitting routine was used to fit all four targeted

spectral features simultaneously using a Voigt lineshape model, shown in Fig. 6. For each feature peak absorbance,
U 9 (a0) [unitless] was floated as a free parameter. Additionally, the R(0,60) feature’s linecenter, a0 was floated as a free
parameter along with temperature, ) , while pressure, % (%5 via NASA CEA), and N2O mole fraction, - (assuming no
thermal decomposition), were fixed. By allowing ) to float as a free parameter and using % and - as inputs along with
the determined broadening parameters (e.g., 2Wself , #self , 2WN2O�Ar, #N2O�Ar ) to the spectral model, collisional and
Doppler widths, �a2 and �a⇡ could vary while the fitting function optimized the spectral fit using Eqs. (6) and (5).
After fitting, absorbance areas, � 9 , were determined numerically for use in a Boltzmann regression to determine )
and - . As before, residuals were all within 5% during the experiments, confirming the appropriateness of the Voigt
lineshape model for this study.

To calculate thermochemical properties ) and - , a Boltzmann regression of rovibrational state population fractions
was performed using the absorbance areas, � 9 , determined using the reduced parameter spectral fit. In this approach,
Eq. (11) was linearized such that:

H = ln

"
� 9

%(
0
9!

#
(12)
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Feature a0, 9 ⇢
00
9 (

0
9
⇤ 2Wself, 9 ()0)† 2WN2O�Ar, 9 ()0)‡ #N2O�Ar, 9

‡

R(E00, �00) [cm-1] [cm-1] [cm-2 atm-1] [cm-1 atm-1] [cm-1 atm-1] [unitless]

R(0,58) 2261.262 1481.092 0.1150 0.077 0.111 0.70
R(0,59) 2261.672 1531.221 0.0913 0.077 0.099 0.64
R(0,60) 2262.074 1582.180 0.0725 0.076 0.088 0.56
R(0,61) 2262.470 1633.969 0.0573 0.076 0.088 0.55
⇤Uncertainty: > 20%
†Uncertainty: � 2% and < 5%
‡Uncertainty: � 5% and < 10%

Table 1 Tabulated (HITEMP) and calculated spectroscopic parameters for targeted N2O absorption features
and associated uncertainties

and

G = ⇢
00
9 (13)

before linear regression was performed to determine the slope, 0. A representative regression is shown in Fig. 6.
From the slope, temperature, ) was found found using the equation presented in Fig. 1. Finally, with ) known,
temperature-dependent linestrength, ( 9 ()) was calculated using (10), allowing for the determination of - with Eq. (9),
using the absorbance area of the R(0,60) feature.

Fig. 6 Left: representative four-feature, reduced parameter fit with residual. Right: Boltzmann regression
used to determine temperature, ) and N2O mole fraction, - .

VI. Results
In this section, we describe the performance of the sensing technique detailed in the previous sections, starting with

a validation of the inferred time-resolved N2O temperature and mole fraction results against the known values behind
reflected shock waves ranging from 900–1400 K in temperature, and concluding with a time-resolved measurement
of N2O mole fraction as the species thermally decomposes behind a reflected shock wave at a higher temperature
(>1700 K) than the validation tests.

A. Thermochemical sensor validation results
For shock tube experiments where no thermal decomposition of N2O was observed during the test time () . 1700 K),

average temperature and mole fractions were calculated from the methods described previously in Section IV. A
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representative plot of temperature and mole fraction measurement is presented in 7, demonstrating the absence of
N2O thermal decomposition, evident by a constant -N2O throughout the test. Here, )5 = 967 K and %5 = 0.874 atm.
The uncertainties, at present, are conservatively large, and this is discussed in further detail in Section VII as well as
the Appendix. Nonetheless, the nominal values of temperature and mole fraction are observed to be stable over the
shock tube test time (approximately 3 ms), with the fixed-parameter calculations yielding more stable values than the
Boltzmann-regression-based calculations.

Fig. 7 Measured temperature and mole fraction of N2O based on the Boltzmann regression technique described
in Section IV as well as the fixed-parameter method described in the same section, with comparison to calculation
from the ideal shock relations and known mixture concentrations.

The averaging of this data resulted in 7 measurements of each thermodynamic state variable across a range of )5
conditions (920–1400 K). Temperatures were measured using three methods: 1) a spectral fitting routine in which
absorbance area, � 9 was floated and a Boltzmann regression of rovibrational state population fractions was performed,
2) a reduced-parameter spectral fitting routine where mole fraction was fixed (- = -mix and temperature, ) was
floated, and 3) the reduced-parameter spectral fitting routine was used to determine � 9 and a Boltzmann regression was
performed. Additionally, N2O mole fractions were determined using a combination of the previously described spectral
fitting routines and )5 with Eq. (9). The results of these approaches are presented in Fig. 8 where ) at each )5 are plotted
on the top and -meas/-mix at each )5 are plotted on the bottom. Uncertainties are plotted for each measurement, whose
derivation is discussed in the Appendix. Notably, the uncertainties for the Boltzmann-regression based methods are
presently conservatively large, and this is discussed at more length in Section VII.

B. Time-resolved N2O kinetics sensor demonstration
In order to demonstrate the ability of the LAS technique developed in this work to measure N2O concentration

changing in time, a reflected shock was generated with a sufficiently high temperature to initiate decomposition of N2O.
Fig. 9 shows measured N2O mole fraction under reflected shock conditions )5 =1733 K and %5 =0.853 atm for an initial
concentration of -N2O = 0.02012, along with predictions by chemical kinetic models using C������ [18]. For the
mole fraction results shown in Fig. 9, the temperature is assumed constant at the )5 value predicted by NASA CEA.
Though not entirely representative of the temperature in the shock tube test section (since the decomposition of N2O is
exothermic), the temperature changes are expected to be small (<100 K) owing to the high dilution (98%) of the mixture.

-N2O is observed to decrease, dropping to 0.0065 before the end of the test time for the current configuration of
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Fig. 8 Left: average T (top) and -N2O (bottom) results calculated via Boltzmann regression using two different
spectral fitting routines. Right: average T and -N2O results calculated using a fitting routine where T was floated
(top), and a fitting routine where A was floated and used to calculate X via Eq. (9) (bottom).

the shock tube. The experimental measurements qualitatively agree with model predictions, though the models are
observed to substantially under-predict the rate of N2O decomposition. This is not unexpected, as neither model has
been optimized for N2O decomposition. However, recent updated rates measured by Mulvihill et al. [2] are expected to
improve the agreement among models and the experiments. This will be explored in future investigations. Nonetheless,
the technique is demonstrated to provide experimental time-resolved mole fraction data that can be compared with
chemical kinetic models, and may be useful in future efforts to refine them.

VII. Summary, discussion, and future work
In this study, we described the development and testing of a mid-infrared scanned-wavelength laser absorption

spectroscopy sensing technique for time-resolved thermochemical analysis of N2O in high-enthalpy, combustion-relevant
environments. A quantum cascade laser near 4.4 µm was used to scan across a collection of spectral transitions in the
E3 fundamental band of N2O, both for the determination of fundamental spectroscopic broadening parameters in an
argon bath gas as well as for the quantitative time-resolved measurement of N2O temperature and mole fraction from
900–1700 K. To the authors’ knowledge, these data represent the first collection of broadening parameters determined
for these N2O transitions for the collision partner of argon at elevated temperatures (> 1000 K). The use of these
newly-measured spectroscopic parameters as additional constraints in our spectral fitting routines was observed to
reduce experimental uncertainty and improve agreement with known temperature and mole fraction values.

The deviations from known temperature )5 from inferred temperature shown in Fig. 8 tend to either increase as
known temperature increases (for the Boltzmann regression-based methods) or exhibit a systemic positive bias (for the
fixed-parameter-based method), despite constraining the spectral fits with updated broadening parameters obtained in
high-temperature shock tube experiments. Notably, these temperatures are inferred using the reference-temperature
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Fig. 9 Time-resolved measurements of -N2O, shown to be thermally decomposing at a )5 = 1734 K. For
comparison, mixture mole fraction and time-resolved simulated mole fractions using the Fuller2021 [19] and
GLA2018 [20] mechanisms are shown.

linestrength data (( 9 ()0)) available for N2O in HITEMP [9], which for the target transitions are documented to have
� 20 % uncertainty. Although the Boltzmann regression is subject to uncertainty owing the relatively small differences
in lower state energy amongst the targeted transitions (as shown in Fig. 6), it is possible that these R(0,58)–R(0,61)
transitions—along with others in the same E3 band—require a revision in their values for reference-temperature
linestrengths before they can be used more reliably in kinetics investigations related to storable propellant chemistry
and nitrogen-based and hydrogen-carrier energy conversion. For this reason, at present, we recommend caution when
using the broadening parameters listed in Table 1, until more refined data can be collected. It is also possible that
the assumption of ‘frozen’ ideal gas conditions in the incident and reflected shock regions of the experiments are not
appropriate for mixtures containing 2% N2O, and real-gas effects or vibrational relaxation behavior may influence the
calculated value of )5 for the shock tube experiments. Future work will involve a systematic investigation using reflected
shocks in the UTSA HEST facility at elevated temperatures to refine and determine the linestrengths and broadening
parameters for all N2O transitions accessible to the QCL used in this study. It is envisioned that—with updated and
refined spectral parameters—the uncertainties in the inferred temperature measurements will tighten, enabling the
use of these N2O features for sensitive temperature and species measurements in reacting systems relevant to storable
propellants and low-carbon energy conversion.

Appendix
Here, the uncertainties for the collisional broadening parameter, 2Wabs�Y ()0) and its temperature dependence #abs�Y

are discussed following the methods used in [21]. Additionally, following the methods used by [11],the uncertainties for
temperature, ) (Boltzmann) and mole fraction, - are discussed.

The uncertainty of function 5 , as a function of variables G8 , can be calculated using a Taylor expansion, shown in
Eq. (14), assuming the measured variables, G8 , and measured variable uncertainties, XG8 , are independent from one
another [17]. Using this, the uncertainty of function 5 can be expressed as a function of its partial derivatives and
independent variable uncertainties, shown in Eq. (15).

35 (G1, G2, ...) =
m 5

mG1
3G1 +

m 5

mG2
3G2 + ... (14)

(X 5 )2 =
✓
m 5

mG1
XG1

◆2
+

✓
m 5

mG2
XG2

◆2
+ ... (15)

11

D
ow

nl
oa

de
d 

by
 D

an
ie

l P
in

ed
a 

on
 Ja

nu
ar

y 
1,

 2
02

5 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I: 

10
.2

51
4/

6.
20

24
-3

81
1 



Applying Eq. (15) to Eq. (6) (rearranged to solve for 2WN2O�Y, 9 ) yields:
✓
X2Wabs�Y, 9 ()0)
2Wabs�Y, 9 ()0)

◆2
=

✓
X%

%

◆2
+

✓
X-

-

◆2
+

✓
X2Wself, 9 ()0)
2Wself, 9 ()0)

◆2
+

✓
X�a2, 9
�a2, 9

◆2
(16)

where the uncertainties in % = %5 were taken as 2% (NASA CEA), the uncertainties in - were taken to be 0.0015%
(based on the partial pressure mixing procedure), the uncertainties in 2Wself, 9 was taken to be 5% (HITEMP), and the
uncertainties in �a2, 9 were taken to be 5% (average maximum residual). Extending this result to Eq. (7) to determine
and applying Eq. (15):

✓
#abs�Y, 9

#abs�Y, 9

◆2
=

✓
X)

)

◆2
+

✓
X2Wabs�Y, 9 ()0)
2Wabs�Y, 9 ()0)

◆2
(17)

where the uncertainty in ) = )5 was taken as 2% (NASA CEA).
Restating the equation for temperature from Fig. 1:

) =


1
)0

� 0:⌫

⌘2

��1
(18)

where )0, :⌫, ⌘, and 2 are constants and 0 is the slope of the Boltzmann regression. Applying Eq. (15) to Eq. (18) and
accounting for uncertainty propagation [22]:

X)

)

=
:⌫

⌘2

)X0 (19)

where X0 is the uncertainty in the slope of the Boltzmann regression. Although this can be expressed as the standard
error (95% confidence interval) as in [7], this approach does not specifically account for spectroscopic parameters or
signal noise. To account for these terms, an uncertainty analysis of 0 as a function of H = ;=

⇣
� 9

%!(0, 9

⌘
is useful.

As previously discussed, the uncertainty in � 9 were taken to be 5% (average maximum residual) while the
uncertainties in % = %5 were taken to be 2% (NASA CEA). The uncertainty in ! was taken to be 0.0007% (HEST
manufacturing tolerances). The uncertainties in reference linestrength, X(0

9 ere taken to be 20% (HITEMP). Applying
Eq. (15) to H leads to:

✓
XH

H

◆2
=

✓
X� 9

� 9

◆2
+

✓
X%

%

◆2
+

✓
X!

!

◆2
+

 
X(

0
9

(
0
9

!2

(20)

In determining the uncertainty of the Boltzmann regression slope 0, the uncertainty associated with ⇢
00 can be

neglected as it is on the order of 10�6 [11]. Accounting for the effects of multiple lines by using the methods in [22]:

X0 =
1

�⇢ 00
p
= � 1

vuut✓
X� 9

� 9

◆2
+

✓
X%

%

◆2
+

✓
X!

!

◆2
+

 
X(

0
9

(
0
9

!2

(21)

where = is the total number of lines in the regression.
Finally, applying Eq. (15) to Eq. (9) yields:

✓
X-

-

◆2
=

✓
X� 9

� 9

◆2
+

✓
X%

%

◆2
+

✓
X( 9 ())
( 9 ())

◆2
+

✓
X!

!

◆2
(22)

As defined in [21], the absolute uncertainty of the temperature dependant linestrength, ( 9 ,) ()) is:

X( 9 .) ())2 = ( 9 ())2
X)

2

"
�mZ())/m)

Z()) � 1
)

+
⌘2⇢

00
9

:⌫)
2 +

⌘2a0, 9

:⌫)
2

✓ exp(�⌘2a>, 9/:⌫))
1 � exp(�⌘2a>, 9/:⌫))

◆#2

(23)

being a function of temperature ) , where the partial derivative of the partition function Z()) is taken numerically.
With this, the absolute uncertainty in ( 9 ()) is defined as:

X( 9 ())2 = X( 9 .) ())2 + X( 9 ()0)2 (24)
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