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Adaptive bitrate (ABR) algorithms play a critical role in video streaming by making optimal bitrate decisions
in dynamically changing network conditions to provide a high quality of experience (QoE) for users. However,
most existing ABRs suffer from limitations such as predefined rules and incorrect assumptions about streaming
parameters. They often prioritize higher bitrates and ignore the corresponding energy footprint, resulting in
increased energy consumption, especially for mobile device users. Additionally, most ABR algorithms do not
consider perceived quality, leading to suboptimal user experience. This paper proposes a novel ABR scheme
called GreenABR+, which utilizes deep reinforcement learning to optimize energy consumption during video
streaming while maintaining high user QoE. Unlike existing rule-based ABR algorithms, GreenABR+ makes no
assumptions about video settings or the streaming environment. GreenABR+ model works on different video
representation sets and can adapt to dynamically changing conditions in a wide range of network scenarios.
Our experiments demonstrate that GreenABR+ outperforms state-of-the-art ABR algorithms by saving up
to 57% in streaming energy consumption and 57% in data consumption while providing up to 25% more
perceptual QoE due to up to 87% less rebuffering time and near-zero capacity violations. The generalization
and dynamic adaptability make GreenABR+ a flexible solution for energy-efficient ABR optimization.
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1 INTRODUCTION

Global internet traffic continues to experience tremendous growth and has reached a 23% compound
annual growth rate in 2022. Video streaming, in particular, followed a growing trend with a 24%
increase in 2022 and comprised 65% of global internet traffic [11].

Dynamic Adaptive Streaming over HTTP (DASH) [3] is one of the leading technologies re-
sponsible for this growing trend. DASH encodes each video at different bitrates, quality levels,
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and resolutions and stores these versions in equal-sized segments. Depending on the dynamically
changing network conditions, the DASH client relies on an adaptive bitrate (ABR) algorithm to
select the most suitable representation for the next segment.

Most of the existing ABR algorithms [12, 24, 30, 39, 41, 55] share three main objectives: (1)
selecting the highest bitrate available, (2) minimizing the number of stalling events due to depleted
client buffers, and (3) minimizing the oscillations in bitrate selections. Although these objectives
are essential for providing a satisfactory user experience, the quality of experience (QoE) models
employed by these algorithms do not take into account perceptual quality, which is crucial for
accurately representing the streaming quality perceived by users. This is particularly significant for
mobile users since the increase in bitrate becomes indistinguishable after a certain threshold due to
the limited screen size. Considering perceptual quality enables more energy-efficient decisions by
avoiding higher bitrates that do not contribute to an increase in perceived quality.

Heuristic-based ABR algorithms (e.g., Sabre [39], BOLA [41], MPC [55], and Taraghi et al. [44]) use
predefined rules based on specific streaming parameters (e.g., buffer level, throughput information,
and recent video representation) and are limited in accurately predicting future behavior. To
address this issue, learning-based algorithms have been developed. For instance, CS2P [43] employs
a Hidden-Markov Model to learn network characteristics from historical data, while Pensieve [30]
uses a policy-gradient Reinforcement Learning method to optimize ABR decisions under various
network conditions. Comyco [22], on the other hand, proposes an Imitation Learning model that
selects video representations with expert policies. However, these approaches overlook either
video perceptual qualities or energy consumption and often require more training iterations or
computation. Furthermore, they commonly fail to generalize across different video representation
sets, requiring additional training and hyperparameter tuning.

While much research has focused on improving the QoE of users in video streaming, relatively
little attention has been given to improving the energy efficiency of ABR algorithms. Prior work
has proposed hardware-related solutions, such as adjusting screen brightness [50] or turning off
the NIC during idle time [25]. However, these approaches operate on top of ABR algorithms and
do not directly influence video representation selection during streaming. Recently, researchers
have explored context-aware and machine learning-based approaches to address this challenge. For
example, a context-aware model was proposed to adjust bitrate selections based on device vibration
levels [16], and EnDASH employs machine learning techniques to dynamically estimate optimal
buffer levels and bitrate selections [34]. Additionally, an energy-aware adaptation scheme has been
proposed to maximize QoFE under a predefined power budget for 360° videos [32]. However, these
approaches have limitations, which we discuss further in Section 2.

We present GreenABR+, a power-efficient ABR algorithm that maintains high perceptual quality
while minimizing power consumption. GreenABR+ extends GreenABR [45] to work with different
representation sets, eliminating the need for additional training. Our contributions are as follows:

e We introduce a generalized energy-efficient ABR solution that utilizes Deep Deterministic
Policy Gradient (DDPG) learning to make intelligent decisions to deliver high perceptual
quality, reduce rebuffering events and quality oscillations, and conserve energy. Our model
sustains stable performance across different video representation sets without additional
training.

e We present a power model that captures the power consumption patterns of real video
streaming sessions with varying encoding parameters and video characteristics.

e We develop a novel QoE calculation method based on the SQoE-III dataset [18]. Our ap-
proach considers five key components of QoE: video quality, rebuffering duration, stalling
events, quality oscillation, and quality level changes. We use VMAF as the quality metric,
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which closely aligns with users’ perceptions. Our model surpasses existing approaches in
approximating real users’ subjective scores.

e We compare GreenABR+ with state-of-the-art video streaming approaches. Our results
demonstrate that GreenABR+ surpasses all other ABRs by saving up to 57% in streaming
energy consumption and 57% in data consumption while achieving up to 25% more perceptual
QoE. This is due to up to 87% less rebuffering time and near-zero capacity violations. In terms
of energy efficiency (achieved QoE per unit energy consumption), GreenABR+ outperforms
all other methods by up to 56%.

The rest of the paper is organized as follows: Section 2 provides background information and
discusses the related work in this area; Section 3 explains the GreenABR+ model; Section 4 presents
experimental results, compares GreenABR+ to other state-of-the-art ABR algorithms and general-
ization performance of the GreenABR+; and Section 5 concludes the paper.

2 BACKGROUND AND RELATED WORK

Video streaming approaches. Video streaming over HTTP has become the preferred way of
video delivery. DASH has been one of the leading industry standards for video streaming over
HTTP since 2012 [3]. DASH enables streaming applications to design customized ABR algorithms
for their specific needs. Early ABR algorithms, such as Buffer-Based (BB) [23], occupy the client
buffer level or the available throughput level to make bitrate selections. Using these two parameters,
available bandwidth and buffer level form the foundation of most of the existing ABR algorithms
like BOLA [41], Festive [24], MPC [55], BOLAE [40], Throughput-based [40], DynamicDash [40],
and Dynamic ABR [40].

BOLA [41] prioritizes the buffer occupancy level to avoid stalling events and target a minimum
buffer level throughout the streaming. In this regard, it starts with the lowest available bitrate and
quickly fills up the client buffer. After the buffer threshold is satisfied, it uses the available bandwidth
to select the highest available bitrate. BOLAE [40] improves BOLA [41] with additional rules on
the available bandwidth. Festive [24], MPC [55], and CS2P [43] employ throughput estimation
techniques to decide the highest bitrate that would not cause stalling. Dynamic ABR [40] and
DynamicDash [40] switch between buffer-based and bitrate-based rules based on the current buffer
level and available bandwidth.

Several advanced machine-learning methods have been applied to address the ABR decision
problems. Pensieve [30] proposes an RL-based approach to target the overall QoE. Oboe [12]
employs self-tuning algorithms to adapt runtime parameters for different network conditions
dynamically. However, those approaches model the video quality linearly with the encoding bitrate.
Similarly, Fugu [52] builds a supervised learning model with the historical streaming data to
estimate the transfer time for a selected video chunk and decides the optimal bitrate selection to
avoid rebuffering events. However, for QoE measurements, it uses a standard video quality metric
SSIM [56], which falls short of modeling real user perceptions [2, 18]. Lately, Comyco [22] trains its
model with imitation learning and uses the standard perceptual quality metric, VMAF, for the QoE
calculations. To generate the expert behavior, it assumes full knowledge of network conditions
during training and uses dynamic programming to find the optimal selection for future chunks.
Although it requires fewer iterations to learn a good policy, it is computationally expensive due
to the dynamic programming component. In addition, the needed computation resources grow
tremendously for a larger set of representations, leading to unavoidable scalability issues. More
importantly, the above ABRs do not consider corresponding energy consumption and can quickly
become a burden for mobile devices.
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Energy-aware video streaming. Video streaming applications have a significant impact on
mobile devices’ battery life. Previous work employed hardware-related solutions to save streaming
power consumption. For example, e-DASH [50] dynamically adjusts screen brightness with different
video contents to save battery life, while eff-HAS [25] turns off network connections when a
predefined buffer level is reached. Uitto et al. [47] use HEVC codec to stream videos, which can
achieve similar qualities compared with other codecs but with less data transfer and less power
consumption.

Chen et al. [16] consider both video bitrate and vibration levels to optimize their ABR algorithm.
He proposes to avoid higher bitrate decisions under high vibration levels since vibrations may
affect the QOE of users. eff-HAS [25] studies user-preference history, predicts user retention time
based on the video content and uses a lower bitrate to stream the first few chunks of those videos
with lower user retention. The above algorithms are tailored to specific use-cases [16], provided
as an additional feature [25, 50], require hardware support [47], or they do not consider videos’
perceptual quality in daily use, thus not achieving power savings for general purposes.

Recent work EnDASH [34] employs random forest learning to predict the future throughput
and uses RL-based methods to adjust the optimal buffer length with the corresponding bitrate
selection. Breitbach et al. [15] adopt a similar approach to save streaming energy by predicting
network throughput while traveling in a train where available bandwidth may be significantly
smaller during rush hours than at other times of the day. Likewise, Meng et al. [32] propose an
energy-aware model for streaming 360° videos to optimize the QoE under an energy budget decided
by the user for the streaming session. These approaches exploit the high bandwidth intervals and
progressively buffer video chunks in advance. As a result, they save streaming energy consumption,
but sacrifice perceived quality with high oscillations affected by frequent buffer length or power
budget adjustments. Moreover, they may waste data and power when users play only part of the
video. QUAD [35] and DataPlanner [36] propose models to maximize the QoE for a targetted quality
level and data consumption budget, respectively. In addition, they leverage the perceptual quality
metrics and propose solutions to improve existing ABRs.

Modeling Video Streaming Energy Consumption. An accurate video streaming energy
consumption model is crucial for designing energy-efficient ABR algorithms. Chen et al. [16]
present a quadratic function that estimates average power consumption during streaming with an
active network channel by using the encoding bitrate of the video and the network signal strength.
Additionally, they propose a linear function for local playback power consumption without network
communication. Herglotz et al. [20] analyze data acquisition, video processing, display, audio
processing, and speaker components separately and propose a feature selection approach to model
the combined power consumption. They identify the display brightness, encoding bitrate, and
frame rate as the major power consumption parameters.

Similarly, Yue et al. [53] categorize streaming power consumption in CPU, display, network,
and residual power. They propose a separate model for each component for regular and 360°
videos. They state that video consumption is highly affected by device differences. However, all
the above approaches target estimating the power consumption value, including non-ABR-related
components, instead of capturing the energy pattern for ABR streaming. Thus, these tailored models
may perform poorly for unseen devices and mislead the learning agents for training models.

Limitations of existing streaming approaches. Existing ABR algorithms share the following
common limitations: (1) using a small number of representations; (2) calculating the user QoE based
on bitrate levels; (3) assuming a linear relation between the video quality and the encoding bitrate
without considering the perceptual quality; and (4) achieving energy savings but reducing overall
QOE or pursuing higher QoE with significant energy consumption. Furthermore, ABR algorithms
developed with prior training, like Pensieve [30], Comyco [22], and Oboe [12], assume only a
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Fig. 1. The overview of GreenABR+.

limited number of video representations. However, real streaming applications like Netflix use a
wider range of representations for the served videos [8]. Similarly, they use different representation
sets based on their videos’ popularity and genre. Therefore, learning models adapting to different
representation sets are required in real-world video streaming scenarios. However, models trained
for a fixed set of representations require retraining to adapt to these changes. In addition, policy-
based models like Asynchronous Advantage Actor-Critic (A3C) [33] used in Pensieve are known to
be sensitive to the training parameters and require tuning hyperparameter for each training as
evaluated in our training performance experiments in Section 4.2.5. Existing studies use DDPG
for networking optimization[21, 54] and the energy efficiency of the base stations during video
streaming [28]. However, they do not consider adaptive HT TP streaming scenarios with flexible
representation sets.

High bitrate may lead to high video quality. However, this relation is not linear when the
perceptual quality is considered with different video contents, mobile devices, and distances between
users and devices [2]. In this manner, targeting the highest possible bitrate does not necessarily
increase the perceived QoE as expected. In fact, choosing the highest possible bitrate may even
hurt the overall QoF as it may lead to stalling events under unstable network conditions due to an
insufficient buffer level. Moreover, without considering the high power consumption coupled with
the high bitrate choice, streaming videos can quickly drain the battery of mobile devices. Pensieve,
Festive, Oboe, BB, BOLA, BOLAE, Throughput-based, and Dynamic ABR all fall into this category.
Furthermore, BB, BOLA, and MPC do not consider the oscillations while changing bitrate levels,
significantly hurting overall QoE.

Addressing the aforementioned limitations of ABR approaches and getting the balance of per-
ceptual quality and energy savings motivate our work on GreenABR+.

3 GREENABR-+ DESIGN

GreenABR+ extends the GreenABR model to ensure stable performance over different represen-
tation sets without requiring additional training. Both models target achieving high perceptual
quality while saving energy consumption. In this regard, they consider video streaming as an RL
problem and train their models with no assumptions about the network and streaming conditions.
They use the same energy model and perceptual quality metric for their training. However, they
differ in training models, requirements, and generalization performance. Specifically, GreenABR+ is
trained for a broad bitrate range rather than discrete bitrate levels that enable supporting multiple
encoding ladders without additional training. In contrast, GreenABR requires a distinct model for
each representation set and incurs more computing costs. Considering hyperparameter tuning
needs for each training, GreenABR may lead to more computing costs to ensure stable performance.
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In this section, we first describe the components of modeling sustainable video streaming.
Subsequently, we explain how we consider video streaming as a reinforcement learning problem.
Finally, we discuss the design and training details of GreenABR+.

3.1 Modeling Sustainable Video Streaming

Designing sustainable video streaming solutions has two essential goals: maximizing users’ QoE
and minimizing energy consumption. Existing approaches commonly prioritize either energy or
quality at the cost of the other due to their conflicting nature. However, an efficient solution requires
optimizing for both goals by finding the optimal decisions for the energy-quality trade-offs. Due
to the complexity of this optimization problem, static rule-based models commonly fall short.
Learning-based models, which consider energy consumption metrics, network dynamics, and video
player metrics, can efficiently find optimal decisions.

Similarly, using perceptual quality helps to estimate users’ QoE more accurately to avoid unnec-
essary data and energy consumption. Figure 1 shows the overall architecture of the energy-aware
solution that we employ in GreenABR and GreenABR+ models. We formulate video streaming as a
reinforcement learning problem, as explained in Section 3.2, to find bitrate decisions achieving sub-
stantial energy savings while not sacrificing any QoE. We include energy, streaming, and network
parameters in our state space and use a standard perceptual quality metric, VMAF, in our reward
signal calculations.

Energy consumption information is vital to guide the learning agent for efficient decisions.
Collecting this information manually for each video and different representation sets is not scalable.
Similarly, it involves device-specific parameters that can vary significantly among different devices.
We present an energy model to estimate energy consumption patterns to overcome this limited
approach.

Energy Model. Previous work [20] has shown five essential components contributing to the
overall energy consumption for video streaming: data acquisition, video processing, displaying
video files, audio processing, and speaker operations. Our model includes the first three components’
consumption as they are the most relevant to ABR decisions. We model them in two parts: data
acquisition and local playback, which includes video processing and display. The fundamental
design principle of our energy model is to capture the energy consumption pattern related to video
streaming while minimizing device specification influence. We minimize device heterogeneity (and
its impact on energy expenditure) by excluding baseline power consumption, which includes the
power for OS usage, CPU frequencies, memory allocations, screen consumption, and the video
player’s operation power without streaming. The resultant model accurately estimates energy
consumption behavior for different video representations to guide the learning agent. For the local
playback component, we build a regression model to capture the energy consumption by training a
feed-forward neural network with one input layer, two hidden layers, and one output layer. We
use related encoding parameters and video characteristics, including encoding bitrate, resolution,
frame rate, file size, motion rate, and quality measurements (i.e., VMAF) as our inputs and estimate
the energy consumption as the output. For our dataset, we collected hours of energy consumption
measurements of real streaming sessions. For training, we randomly split the dataset as 80% training
and 20% testing and trained the model until it converged with an RMSE less than 0.01, corresponding
to 7% estimation error. We use power measurements collected with Samsung Galaxy S4 for training.
To evaluate the generalization of our model, we collect the power measurements for the same
videos with another device, the Samsung XCover Pro. Our model is accurate, with RMSE less than
0.036 (about 12% estimation error) for the new device. For data acquisition, we adopt the existing
throughput-based model [42] to calculate the data acquisition energy:

Ejata = (a* th™ + B) = Z?;Ilfsis (1)
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where Eg,;, is the amount of energy to download a video chunk, Z?ﬁ Lfsi is the data size of a video
chunk, th is the achieved throughput, and « and f are two constant parameters. Our experiments
use the recommended values [42] for TCP transfer as o = 210 and § = 28. We utilize this energy
model to train both the GreenABR and GreenABR+ models. Further details of our energy model
are explained in our earlier work, GreenABR [45].

3.2 Solving Video Streaming with Reinforcement Learning

Why RL for ABR? ABR algorithms target maximizing the overall video streaming QoE by selecting
the appropriate version of video chunks to adapt streaming environments dynamically, e.g., network
throughput, client buffer size, and power consumption. RL can tackle this problem well, as it
embodies the same goal—intelligently taking the desired actions in user environments to maximize
the cumulative reward. Furthermore, unlike supervised learning, RL-based approaches do not make
assumptions on or pre-label the network or streaming parameters but learn by experience, which
is more flexible and labor-ease.

RL-based approaches aim to learn an optimal policy by maximizing the expected cumulative
reward for an agent interacting with an unknown environment. Designing an ABR algorithm
with RL techniques corresponds to selecting the correct video version that can produce the best
QoE. Consequently, QoE can be naturally treated as the reward function, while network dynamics,
streaming parameters, and energy consumption form the state space, and different video repre-
sentations are the elements of the action space. Streaming the entire video can be considered one
episode of RL, and the set of decisions for given states at each step/chunk is induced from the
optimal policy, which is the goal of the RL-based ABR algorithm.

States. For each chunk of video, the learning agent takes energy consumption, network dynamics,
and video player measurements as the input state. Specifically, energy consumption is the estimated
value for the last chunk predicted by our energy model. Network dynamics include the network
throughput and download time for the last video chunk. Video player measurements include the
current buffer size, the bitrate at which the last chunk was downloaded, and the corresponding
VMAF value.

Actions. In ABRs, videos are fragmented into chunks, each with multiple representations for
adaptive selections. All different representations form the action space. A video representation
contains the following parameters: encoding bitrate, resolution, frame rate, and codec. Typically, all
representations share the same frame rate and codec for the same video. In our experiments, we
encode all videos with a frame rate of 24fps in H.264 format. Selections about encoding bitrate
and resolution in our action space are discussed in Section 4.1. Specifically, we fix the resolution
for certain bitrate levels and use the same resolution for bitrate levels in between. Models using
discrete actions require a fixed set of video representations, as in GreenABR. On the other hand,
models with flexible representation sets, such as GreenABR+, can use a bitrate range and consider
any value from the given range as a different representation.

Rewards. Our QoE reward consists of quality, smoothness, rebuffering, and energy consumption,
defined as:

sgn (a = VMAF; — ) +1 o
QOE; := a * VMAF; + gn ( i=P J*za*VMAFt B — vy % rt; — a % [VMAF; — VMAF ;1]

2

sgn (Y * Ej — g) +1 « 2y*E,»—{,

: @

-y *E; — {
where a * VMAF; is the video quality, 2¢*"AFi=# is the quality amplifier, rp * rt; is the rebuffering
penalty, « * |VMAF; — VMAF;_1| is the smoothness penalty, y * E; is the energy consumption penalty,
2v*Ei=¢ is the energy penalty amplifier, i is the chunk number, VMAF; is the video multimethod
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assessment fusion metric [13] for the chunk i, rt; is the total rebuffering time while processing the
chunk i if stalling occurs, r, is the penalty constant for the stalling events, and E; is the energy
consumption for chunk i excluding the minimum energy'. We set & = 0.05, f = 3, y = 0.001, and
sgn (a * VMAF; — f) + 1 sgn(y=E; —{)+1
5 and 5
sure that the quality and energy penalty amplifiers work only when the corresponding quality and
penalty metrics a * VMAF; and y * E; exceed their thresholds § and {. Otherwise, the amplifiers have
no effects with a value of 0.

Our reward function has multiple components with different ranges of natural magnitudes.
To disentangle such magnitudes in the reward calculation and, more importantly, to ease the
hyperparameter tuning [49], we normalize all the reward and penalty components with constant
parameters, i.e., @, y, and r,. Specifically, we set a = 0.05, which makes the video quality o * VMAF;
range from 0 to 5 since VMAF’s range is [0, 100] [13]. Likewise, « is applied to the smoothness
penalty with an absolute difference in consecutive chunks’ VMAF values. We set the first chunk’s
smoothness penalty as 0 since it does not have a previous chunk. For the rebuffering penalty, we
set r, with the highest bitrate (Mbps) in the action space. For example, with the largest encoding
bitrate as 4.3Mbps in a video representation, we set r, = 4.3. For energy penalty, we set y as 0.001
for the normalization purpose since we use millijoule as the energy unit, and each chunk’s energy
consumption ranges from 1,000 to 4,500 millijoules.

We set the quality threshold § = 3. Videos
with quality levels from 2 to 3 are considered

¢ = 2. We use two sign functions to make

to have fair qualities [2]. The quality amplifier ~ £ zsl - (2.4,4.5)

20 VMAF = rewrards exponentially for fair, good, %g i

and excellent qualities with quality levels as [2, § 1 £= Mean & Standard Deviation
3), [3, 4), and [4, 5), respectively. High-quality o 5 p . s 10 5

videos always come with a high encoding bi- Encoding Bitrate (Mbps)

trate, as shown in Figure 2. However, such a

relationship is not linear. Once encoding bi- Fig. 2. Video perceptual quality (a * VMAF) to encoding
trate reaches a threshold, increasing bitrate no bitrate in phone model measurements.

longer increases perceptual quality [2]. For ex-

ample, in Figure 2, after the encoding bitrate of 2.4Mbps, the perceptual video quality ranges from
4.5 to 5, which is usually indistinguishable by human eyes. However, the increment of encoding
bitrate might increase other video parameters, such as resolution, which can significantly boost
energy consumption.

To avoid our models greedily choosing the highest bitrate, we introduce the energy penalty
amplifier 2V*Fi=¢, which penalizes high energy consumption exponentially after the threshold ¢.
We set { = 2 based on our measurements. We have observed that videos with a quality level of
4.5 consume 2 joules on average. Pursuing higher quality than 4.5 with an even higher bitrate or
resolution does not increase overall perceptual quality but instead consumes more unnecessary
energy. For example, as shown by the top right shaded area in Figure 2, aggressively choosing
a higher bitrate than 2.5 Mbps with already high video quality is undesired. Our energy penalty
amplifier punishes such behavior exponentially, which statistically guides our models to make
energy-efficient choices.

We should note that the above reward function is used for our training to guide our agent for
more energy-efficient decisions. Still, we define a more standard QoE calculation model in Section 4
to estimate users’ QoFE regardless of energy consumption and to compare with other ABRs fairly.

The energy consumed to process a chunk throughout the whole video with minimum settings.
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Modeling video streaming for fixed video representation sets. HT TP streaming incorpo-
rates the media representation file that contains a pre-defined set of video representations. This
forms a static set of actions for the RL-based model. Two popular RL techniques, DQN-based meth-
ods and policy-gradient-based methods such as A2C, can learn the ABR decisions, achieving high
rewards. Although policy-gradient-based methods are more general than DQN-based models, they
are typically more challenging to train due to the high variance in gradient estimation [5, 19, 51].
By contrast, DQN-based approaches do not suffer from such a problem. Due to this merit, their
training is typically more stable and requires fewer training iterations than their counterparts.
Moreover, DQN-based approaches are less sensitive to hyperparameters and changes in the action
space, making their training algorithms easy to adopt without much change. Once trained, they can
easily adapt to different client environments, i.e., mobile devices. In our earlier model, GreenABR,
we employ the DQN-based method and show its benefits in our experiments in Section 4.2.4.

3.3 GreenABR+ Model

Modeling video streaming for flexible representation sets. Video streaming applications
commonly use different encoding ladders [1] for different videos based on their popularity and
genres. Therefore, the ABR algorithm should support different video representation sets. Although
using discrete action spaces in DQN-based and policy-gradient-based approaches [30, 45] is efficient
in learning adaptive bitrate decisions, their retraining overhead is significantly large due to the

l Policy Gradient ‘

Critic

update 6#

update 69

States

Last chunk throughput
Last chunk download time

Current buffer size
Last chunk bitrate
Last chunk VMAF
Last chunk energy

soft update 69

$s0715daa

Target Critic

soft update o+

Q Value

Replay buffer

Target Actor
States

minibatch

Fig. 3. The DDPG architecture used by GreenABR+.
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changes in action space. Furthermore, changing action space can inevitably impact the model’s per-
formance since the model’s hyperparameters were tuned for one action space but used for another.
To mitigate such performance impact, hyperparameters must be re-tuned for the corresponding
action spaces. It means more training time and power consumption for the new model training.
Our earlier work, GreenABR, is an
energy-efficient video streaming model de-
signed with the above-defined states, fixed
actions, energy model, and reward calcula-
tion. Although it provides substantial en-

Algorithm 1: GreenABR+ training algorithm:
DDPG algorithm with e —greedy approach [27].

1 Initialize replay buffer D ;
2 Initialize critic network Q(s, a|#9) and actor policy y(s|0*) with

ergy savings while achieving high QokE, it random weights 0 and 6% ;
requires new training for each represen- 5 Initialize target networks O’ and &’ with weights 62" — 62 and
tation set and may require tuning hyper- o — oH

4 for Each Episode do

parameters for the new set. GreenABR+, while ot the end of the video do

5
on the other hand, extends the GreenABR & Select random r between 0 and 1 ;
approach using DDPG learning that helps 7 if r < € then _ _
Lo 8 ‘ Select a random action (representation) a; ;
overcome the burden of retraining models. else
It proposes training a Sil’lgle model fora 1 Select action a; = pi(s;|0") + N; according to the
. . li lorati ise ;
bitrate range and using the same model ond current policy and exploration noise
with a Simple continuous-to-discrete con- Take action a; and observe QoE reward r; (Equation 2
version for different video representation and state 5741 ;
. . . Store transiti to buff ;

st Therefor, it avoids the expensive re- 7 | | Seemsn oo w07

.. s @ T Sj1) g
training caused by hyperparameter tun- from D : !
ing. It shares the same state space, includ- . r if episode terminates at step j + 1,
. 15 € i =
ing the energy component and the reward Y20 +yQ (sjans i (5501107109 otherwise.
function in Equation 2 with the GreenABR, 1 Update critic by minimizing the loss:

. 1yn o . QY2 .
and uses DDPG learning for the agent. Undztf:;l( yft Q(?,a,,f) )1)1 o ed vl
17 pdate the actor policy using the sampled policy

The advantage of our DDPG-based gradient: Vg ] ~

model over DQN-based and policy-gradient- &
Q . P Y g . %Zan(Saang)‘s:Sya:u(s-)Veﬂll(sleﬂ)lsj

based methods will be demonstrated in the = SR
experiments. 18 Decay € and update the target networks:

DDPG is designed for continuous action 09 709+ (1-1)09, 0" — 10" + (1-7)6"
spaces, which adapts the policy-gradient " ! end

method from Actor-Critic models and
adapts the target network and the replay
buffer structures from Q-Learning models [27]. It learns a Q-function using off-policy data and
the Bellman equation while learning a policy with the deterministic policy gradient algorithm
and the learned Q-function. For the above reasons, we use DDPG to build our ABR agent, shown
in Figure 3. We use linear approximation over a large representation set to make our streaming
environment work for continuous action space. Specifically, we approximated the values of chunk
data size and VMAF linearly for uncovered bitrates. The linear approximation works for chunk data
size calculation since the encoding bitrate already decides it. Considering the non-linear relation of
bitrate and VMAF values in Figure 2, we use more bitrate levels for the range of 0-3 Mbps to make
VMAF estimation more accurate. The higher encoding bitrates become relatively insignificant for
VMAF values, and linear approximation accurately calculates the VMAF values for them. The other
state variables are calculated in the same way for both GreenABR and GreenABR+ models.
Training. Our ABR agent uses the recommended structure for DDPG [17, 27] with three-layer
feed-forward neural networks for both actor and critic networks. Similarly, our target networks
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have the same structure as actor and critic networks, and we used the replay buffer for stable
learning. We also used the € — greedy approach to maintain efficient exploration of the action space.

Our training process is described in Algorithm 1. We randomly initialize our actor, critic, target
networks, and replay buffer. We use the e —greedy strategy and the Ornstein-Uhlenbeck process [46]
to balance the exploration-exploitation trade-offs. Specifically, starting with a high € value, we obtain
random actions (Line #6-8) to accelerate the exploration for early iterations. We decay the € at the
end of each iteration (Line #18) and exploit the actor-network for choosing actions (Line #10).

We use the Ornstein-Uhlenbeck process [46] to add noise to the selected actions (Line #10). It
creates continuous action spaces ? for the agent to explore for later iterations. We calculate the
new state and the expected reward, then store the transition into the replay buffer D (Line #12-13).
It sustains the stability of the training process, similar to the DQN algorithm [17].

To update the critic network’s weight, we randomly sample a minibatch of transitions from the
replay buffer (Line #14). The critic network is updated by minimizing the loss function:

1 n
= (yj - Qls) a5 09))? 3)
n &
where y; is the target value calculated by adding immediate reward r; and expected discounted

reward for the subsequent step yQ’ (sju1, i’ (Sjs1 |6#)]69") with the discount factor y.
To update the actor network, we optimize the policy parameter 0# with respect to the expected
return (long-term cumulative reward) by gradient descent:

n
Voul 25 TlQ(5 0yt Voun 610"l @
=
Using the chain rule, we first take the gradient of Q with respect to the action a and then take the
gradient of the deterministic policy function p with respect to 6# (Line #17).

We use the target networks to avoid catastrophic forgetting [31] during training. In contrast to
the DQN model, DDPG’s target networks are slowly updated rather than copying weights at some
frequencies (every C steps). The weights of these target networks are then updated by having them
slowly track the learned networks:

09" — 762 + (1-1)6<, OF — 0" + (1-1)0 (5)

where the change factor 7 < 1, meaning that the target values are constrained to change slowly,
greatly improving the learning stability (Line #18).

4 EVALUATION

This section describes the evaluation methodology and experimental results. GreenABR+, including
the energy model and reinforcement learning agent, is implemented in Python. Power measurements
are collected from Samsung Galaxy S4 and Samsung XCover Pro smartphones with Android 7.1
and 11.0 operating systems.

4.1 Evaluation Methodology

Video types. In our experiments, we use the first three-minute clips of three videos from three
different genres to collect our power model data and compare the performances of different ABR
algorithms. The three videos are “Big Buck Bunny”, “Tears of Steel”, and “Nature” videos in cartoon,
sci-fi, and documentary genres, respectively. For all tested ABRs, we use the “Tears of Steel” video

for training and all three videos for testing.

2Although we use continuous bitrate values during training, we use continuous-to-discrete-conversion for our evaluations
with other ABRs.
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Action spaces. We encoded all the videos Table 1. Representation sets for the experiments.
in our benchmark into 12 representations, as
shown in Table 1. All representations use the Action spaces
same frame rate with 24fps and codec H.264, but

Resolution  Bitrate

6reps 10reps 10 HD reps (Kbps)
are dls'tmgl'nshed by different reso?utlons and = - 320 % 180 150
encoding bitrates. Our representation sets are v/ v/ 4 320 X 180 300
. . . v v v 640 X 360 750
.compat.lble with the academic [26, ?»0, 44] ~and Y Y Y 768 = 43 1200
industrial [6, 8, 10] recommendations. Since v v v 1024 X 576 1850
. . . : v v v 1280 X 720 2850
QreenABR+ is trained for .contlnuous. encoding - v v 1920 5 1030 4300
bitrate levels, we use continuous-to-discrete con- v v 1920 X 1080 6000
. . S v 1920 X 1080 9000
version to decide the corresponding bitrate level v 1920 % 1080 12000

in the available representation set. Specifically,
we map the selected bitrate level to the nearest
bitrate level in the representation set.

Energy data collection. In our experiments, we powered our phones with a Monsoon power
meter [7] by bypassing the internal battery to measure the energy consumption. We played the
videos with our instrumented application based on Google’s ExoPlayer. Specifically, for the tested
three-minute-long videos, we encoded them with 12 representations in table 1. Each representation
contains 45 (3 * 60/4) chunks with a chunk size of 4 seconds. While playing the videos, the power
meter collected the instant power usage of the phone every 200 microseconds and streamed the logs
to the connected PC. We have created 1,620 samples with “( video index, chunk index, representation
index, energy consumption )” as our local playback energy profile.

To create the local play profile, we calculate the energy consumption in each second by taking
the mean value of the measured 5,000 (1second/200microsecond) power meter readings. We then
group the mean energy values into chunks and use the summation in each group to represent that
chunk’s total consumption.

Network traces. To evaluate ABR ap-

2560 X 1440 9000
3840 X 2160 12000

ANAN

proaches under real-world streaming scenar- Table 2. Distribution of Network Traces.
ios with mixed network types and wide band-
width ranges, we include 3G traces from HS- Bandwidth (Mbps)

. Trace Distr.
DPA [4], 4G/LTE traces from Belglum [48],.and Type Ave Min  Max 12 Percent
the FCC broadband traces [9] used in Pensieve 3G 292077 00 436 on o

and Sabre [39] simulators®. We have produced 4G 3158+13.59 0.5 6479 90%  14%
synthetic traces to complete our benchmarks, Bsry";glb;'i‘cd Zitgg; gz 169'?052 1937; 222
including non-stationary network behaviors
such as temporal disconnection and network
mode switch, which are not covered by the aforementioned network traces. To produce synthetic
traces, we first randomly selected bandwidth levels from predefined ranges, i.e., (0, 1.2], (1.2, 2],
(2, 4], (4, 10], and (10, 20] Mbps every 10 seconds. We selected a random throughput within the
corresponding bandwidth range every second during each time interval. With random exploration,
we captured fluctuated network conditions and changing network types. The distribution of the
network traces and their bandwidth levels are shown in Table 2.

We used fewer 4G traces since they have less diverse throughput levels with very high bandwidth
for more than 10% of the time. Traces with more than 12 Mbps average bandwidth can be considered

3Pensieve considers package headers while Sabre does not. We also modified the Sabre code to consider package headers to
make a fair comparison.

12



GreenABR+: Generalized Energy-Aware Adaptive Bitrate Streaming ACM TOMM, 2024,

high bandwidth traces in our testbed since our highest encoding bitrate is 12 Mbps. We randomly
selected 70% of traces of all network trace groups for training and used the rest for evaluations.

Compare with other ABR approaches. We compared GreenABR+ with our previous work,
GreenABR, and state-of-the-art ABR schemes* including 1) buffer based approaches, i.e., BOLA
and BOLAE, 2) bandwidth based approach, i.e., Throughput-based, 3) buffer and bandwidth based
approaches, i.e., Dynamic ABR, DynamicDash, and 4) reinforcement learning based approach
Pensieve. Although QUAD and Comyco are closely related to our work, we could not include
them in our evaluations due to the lack of source code and very long and unstable learning for
our ten-representation sets, respectively. We believe it is caused by the dynamic programming
component used for expert behavior.

We compared the achieved QoE and power consumption of each approach in three sets of
representations. As shown in Table 1, the first set contains six representations, which are out-of-
the-box actions used by Pensieve. The second set contains ten representations to show the high
dynamics and broader range of real-world scenarios. The third set also contains ten representations,
including 2K and 4K resolutions with high encoding bitrates. The reason we have two different
sets of 10 representations is that our Samsung Galaxy S4 phone does not support 2K (2560 X 1440)
or 4K (3840 x 2160) resolutions due to its decoder limit—the maximum supported resolution for
the H.264 codec is 1920 x 1088. Our other test phone can play 2K and 4K videos without issues.
We used the first ten representations set to evaluate ABRs in broader action ranges without any
hardware limit while using the second ten representations set to evaluate ABRs’ practicality and
generality against capacity violations. The range of the used encoding bitrates is compatible with
industry and academic standards [6, 8, 10, 18, 26, 44].

Perceptual quality calculation. Learning-based ABR models commonly include essential
design components in their reward function, such as the energy penalty and the quality amplifier
of GreenABR+, and train their models to maximize the achieved reward. They usually use the
same reward function to calculate the QoE in their evaluations. However, included components
such as energy consumption may not directly affect users’ QoE. Similarly, ABRs trained with
another reward function or ABRs with predefined rules may not consider these components part of
their QoE design. Such differences in QoFE design may result in misleading evaluations and unfair
comparisons. Thus, a more general QoE calculation is vital for fair evaluations. For such a general
model, we found the achieved video quality, rebuffering duration and frequency, oscillations in the
video quality, and the number of quality switches to be the dominant components of perceptual
QoE in the existing studies [18, 29, 38]. Therefore, to compare the achieved perceptual quality of
different ABR approaches fairly, we developed a perceptual QoE model with these components
based on the Waterloo Streaming QoE Database III (SQoE-III)*[18]:

n n n
QOF = a * Z VMAF; — B* > rti—ysre — o % Z (VMAF; — VMAF; _q]) — p ZL(|VMAF1 — VMAF;_1]) /20,
i=1 i i=2 i=2
(6)
where QoE is the quality of experience of a video streaming session, ), ; VMAF; is the accumulated
video quality, )., rt; is the total rebuffering duration, r. is the total number of rebuffering events,

™, (JVMAF; — VMAF;_4|) is cumulative smoothness change, >, | (|VMAF; — VMAF;_4|) /20] is the
total number of quality switches, n is the total number of video chunks and a, f3, y, o, andy are the

n
=1

4All ABRs use their out-of-the-box parameters except action spaces.
5SQOE-III is a large realistic dataset for DASH streaming with subjective scores. It consists of a total of 450 videos with
diverse video content and distortions
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coefficients. As suggested in [2, 35], we consider a difference of 20 in average VMAF values of two
consecutive chunks as a quality switch.

We developed our model by using linear regression on the SQoE-III dataset by splitting it into
70% training and 30% testing. As suggested in [18], we repeated the training 1,000 times to avoid
unbalanced distribution of data. As a result, we set @ = 0.0771, § = 1.2497, y = 2.8776, ¢ = 0.0494,
and p1 = 1.4365.

We evaluated the performance of different QoE calculations by leveraging the Spearman cor-
relation coefficient (SRCC) as suggested in [18]. The QoE calculation used in Pensieve achieved
0.6563, while our QoE calculation in Equation 6 achieved 0.7845 of SRCC. It indicates one of the best
performances among the evaluated QoE models in the SQoE-III dataset, and hence, the proposed
QOoE calculation is suitable for a standard evaluation. The other ABRs we used in our evaluations
do not propose any specific QoE calculation method. Our results show that leveraging VMAF as
the video quality metric and including the number of rebuffering events and quality switches lead
to better performance to capture the perceived QoE of real users.

We should note that GreenABR+ shows significantly better performance when we run our
evaluations in Section 4 with a simplified version of our training reward function in Equation 2,
which achieves 0.7145 of SRCC in the SQoE-III dataset. However, to avoid any unfair comparisons,
we used Equation 6 for all of our evaluations due to its higher association with the perception of
real users.

Energy consumption calculation. We measure the overall energy consumption of each ABR by
summing up their local playback energy and data acquisition energy. Specifically, we query our local
playback energy profile for local consumption to get the actual measurements for the specific chunk.
Our network traces set includes diverse network types and patterns, and measuring data energy
consumption under these scenarios is not trivial. For instance, having the exact same throughput
pattern for a 4G connection without interventions to the device’s networking is impractical. Thus,
we use Equation 1 for data acquisition consumption with the throughput and chunk size as the
inputs for specific network traces. We excluded mobile devices’ base energy consumption within
the three-minute streaming unless rebuffering events happen, prolonging the overall streaming
time with additional energy consumption. Specifically, without any rebuffering, the overall energy
consumption is

Z (El; + Ed; — Eb), (7)
i=1

where El is the local energy, Ed is the data acquisition energy, Eb is the base consumption, and n is
the chunk numbers (45 in our experiments). With additional rebuffering time as Tr, the overall
energy consumption is

n
Z (El; + Ed; — Eb) + Eb % Tr. (8)
i=1

Energy efficiency calculation. Selecting higher resolutions requires more energy consumption
while providing better QoE. We define the QoE per energy consumption as the energy efficiency
that represents the QoE gain per unit energy consumption. It enables a fair comparison of ABR
decisions for the energy consumption-QoFE trade-off.

Capacity violation calculation. Video frames can get dropped when the video streaming
process exceeds the mobile device codec’s capacity cap. When all reference frames in one second
are dropped, stuttering happens. We define each stuttering event as a capacity violation. We followed
the same methodology in our energy data collection and played the videos with our application.
We logged the decoder outputs at each second during the playback and grouped them into video
chunks by taking the total number of violations. Finally, we created a reference table for capacity
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Fig. 4. Comparison of GreenABR+ with other approaches with six representations. For QoE and efficiency,
the higher, the better. For other metrics, the lower, the better. Average results for all videos are used.

violations in the form of “( video index, chunk index, representation index, capacity violation)” to
be used by the evaluations in Section 4.2.3.

4.2 Evaluation Results

Figures 4 and 5 show the normalized results against the highest value in each category, including
energy efficiency, average QoE, rebuffer time, smoothness change, energy consumption, and data usage.
Overall, GreenABR and GreenABR+ outperform all other ABRs regarding energy efficiency, with
the lowest energy consumption and the smallest data usage while providing similar QoE. Since
energy efficiency and energy consumption are the only device-specific categories and Galaxy S4
and XCover Pro have similar consumption patterns, we present combined results of both devices
for these categories. We will describe the detailed comparison of different ABRs in the following
subsections.

4.2.1 ABRs with Six Representations. GreenABR+ consumes the least energy and data among
all ABRs while maintaining a comparable QoE to GreenABR (with only a 6% degradation), as
shown in Figure 4. This matches our design, where our reward function (Equation 2) considers
energy consumption and video quality while our ABR agent learns to make balanced quality-energy
trade-offs. GreenABR is the only model that performs slightly better than GreenABR+ in terms of
energy efficiency while maintaining better QoE performance. This is attributed to the fine-tuning
of GreenABR for the fixed six-representation set, whereas GreenABR+ is trained for the larger
bitrate range. GreenABR+ consumes 44% to 68% less rebuffering time and 6% to 36% less data
usage than other ABRs and performs similarly to GreenABR. Moreover, GreenABR+ attains 11% to
28% of energy savings compared to the other ABRs. Even though Throughput-based ABR has the
third-lowest energy consumption after GreenABR+ and GreenABR, it still consumes 13% and 11%
more energy and sacrifices overall perceptual quality with a 17% and 21% reduction compared with
them, respectively. Overall, GreenABR+ achieves 16% to 28% better energy efficiency than other
ABRs and demonstrates similar performance to GreenABR (only a 2% difference).

GreenABR+ and GreenABR provide slightly more energy efficiency for XCover than Galaxy S4.
The heterogeneity of mobile devices causes the difference. Since each device consumes different
base energy, the overall local playback energy can also differ (Equation 8) due to rebuffering events.

Generalizing over multiple video contents is essential for learning-based models since they may
suffer from overfitting to the training videos. To evaluate the generalization of our approach, we
trained our model solely on the “Tears of Steel” video and included the “Big Buck Bunny” and
“Nature” videos for testing. Our experiments indicate very similar results for all three videos, and
we utilize the average values for all our evaluations.
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(a) Average results for all videos with ten representations.
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(b) Average results for all videos with ten representations including 2K and 4K.

Fig. 5. Comparison of GreenABR with other approaches with ten representations. For QoE, the higher, the
better. For other metrics, the lower, the better.

4.2.2 ABRs with Ten Representations. Figure 5 — GroonABR®
shows that the benefit of our sustainable ap- S GreenABR
proach is significantly enlarged in two ten-

representation sets. Specifically, GreenABR+
achieves up to 48% better energy efficiency, 13%
to 40% energy savings, and up to 25% better
QoE.

GreenABR achieves the second-best energy
efficiency (3% less than GreenABR+) with 15% (Com5a)  (Galmgba)  (Covettro)  (XCoverbro)
to 41% energy savings on average and up to 21% 10reps  10HDreps  10reps 10 HDreps
better QoE. The primary factor contributing
to the energy efficiency improvement of both
GreenABR+ and GreenABR is their ability to
consume up to 58% and 59% less data, leading
to respective reductions of 87% to 84% in rebuffering time. Furthermore, improving the QoE gain of
our models is not a compromise for energy savings. In fact, they both benefit from our sustainable
approach with quality and energy considerations.

With the inclusion of 2K and 4K resolutions in Figure 5b, GreenABR+ achieves greater energy
savings of 34% to 57% on average for both devices compared to other ABRs. In the meantime, it
achieves 4% to 25% higher QoFE than others, and sustained 37% to 56% better energy efficiency.
GreenABR achieved similar performance with GreenABR+ with only 2% less energy efficiency and
4% less QoE degradation.

In our experiments, we found that exceeding the decoding capacity of a device highly impacts
energy consumption. Figure 6 presents the total energy consumption of Galaxy S4 and XCover Pro
for both the 10 representation set and the 10-HD representation set in Table 1. Our results indicate
that all ABRs except GreenABR+ and GreenABR consume at least 50% more energy on average

Bola =@ Dynamic ABR
Bolae @@ Throughput-based
DynamicDash

Fig. 6. The energy consumption differences of Galaxy
S4 and XCover Pro for different representation sets.
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for Galaxy S4 due to the incurred capacity violations. Meanwhile, the energy consumption of the
XCover Pro for the 10-HD representation set is slightly higher than that for the 10-representation set,
attributed to the inclusion of 2K and 4K resolutions, as it does not experience capacity violations.
The resolution differences in the two representation sets mainly cause this slight increase. It
validates our observation—aimlessly increasing resolutions can rapidly deplete the battery with
more video processing.

Discussion: The performance degradation of Pensieve from Figure 4 to Figure 5 is the highest,
mainly because the out-of-the-box hyperparameters in Pensieve are incompatible with new repre-
sentation sets. We believe Pensieve’s performance can be improved with hyperparameter tuning, dif-
ferent reward functions, or larger training iterations. To validate the above statement, we re-trained
Pensieve with the reward function in Equation 2 and named it Pensieve-E. We compared Pensive-E
with GreenABR. Even though Pensieve-E achieved slightly better (4%) QoE than GreenABR, it
increased energy consumption significantly (27% to 45%). We never diminish the advantage of
Pensieve, but we present the generalization performance with its original training methodology.
We should also note that evaluating algorithms for different QoE models, such as encoding bitrate-
based models, can change ABRs” QoE in Figure 5. However, such change may not present the
perceptual QoE of real users as explained in Section 4.1 and cannot help with their energy savings.
GreenABR+ and GreenABR have similar per-
formances for both experiments. GreenABR ‘

mm GreenABR+ Bola =2 Dynamic ABR
achieves slightly better performance for the s GreenABR === Throughput-based
six-representations set, while GreenABR+ pro- i
vides better efficiency and QoE for the ten-
representations sets. We should mention that
GreenABR+ is trained only once for the bi-
trate range from 0.15 to 12 Mbps, and we used
the same model for all evaluations. In contrast,
GreenABR is trained and tuned individually Fig. 7. The average number of capacity violations of
for each representation set. We further show ABRs for all tested videos and network traces.
the benefit of GreenABR+ in our generalization
evaluations in Section 4.2.5.

Our experiments support our motivation that sustainable solutions are possible for designing
ABRs when perceptual quality and energy savings are considered to form QoE. Furthermore, when
considering modern representation sets of streaming applications [6, 8, 10, 26, 30, 44], sustainable
solutions become crucial to prevent using extra power and data for no additional QoFE gain.

Capacity Violations
=
o

ABR approaches

4.2.3 Device Capacity Violations. In this experiment, we used only Galaxy S4 since XCover Pro
does not introduce any capacity violations against our representation sets (Table 1). Figure 7 shows
that GreenABR+ and GreenABR outperform all other ABRs by causing near-zero violations. This is
expected because we intentionally trained our ABR agents not to choose the highest configurations
for minor quality improvements. The other ABRs greedily pick the highest resolution version
with good network throughput regardless of device capacities. Users’ perceptual quality can be
highly impacted when stuttering events happen due to capacity violations. For example, people
using Galaxy S4 for video streaming have lower perceptual quality than people with XCover Pro.
Including capacity violations into perceptual quality calculation for the Galaxy S4 phone can reduce
the achieved QoE in Figure 5b for all ABRs but impacts GreenABR+ and GreenABR much less
than others. We should note that such an impact is device-related. However, considering device
specifications to design an ABR is not the objective of this work.
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4.2.4  Training Performance Evaluation. In this

experiment, we evaluate the training perfor- % z; N

mance of Pensieve, GreenABR, and GreenABR+ g T

in terms of the cumulative reward and the re- & ~°°

quired training epochs. To conduct a fair com- % 0811 Pensiove.E
parison, we use Pensieve-E instead of Pensieve 21| — GreenABR
because the former used the same reward func- G -14 ! . . 9 GreenABR;

tion (Equation 2) as GreenABR and GreenABR+. Epoch(10K)

Moreover, we compare them using the 10-reps

set since _Gree_rlABR+ is t'rained on continu- Fig. 8. Training performance comparison of
ous encoding bitrates ranging from 150Kbps to GreenABR+, GreenABR, and Pensieve-E.
12,000Kbps, matching the same bitrate bounds

of the 10-reps set.

We trained Pensieve-E for 120,000 epochs by decreasing the entropy weight at every 20,000
epochs as recommended in Pensieve paper [30]. We finished the training of models when they
converged to a targeted cumulative reward of approximately 100 to avoid overfitting to the training
video.

Figure 8 shows that all models learn simi-
lar cumulative rewards. However, Pensieve-E  Table 3. Generalization Evaluations Representations
requires more training epochs for stable per-
formance, which is expected because policy-

R K : Action spaces Resolution Bitrate
gradient-based RL approaches have high vari-
4reps 6reps 8reps 10 reps (Kbps)
ance and usually encounter frequent fluctua-
ions duri . v v 320 X 180 150
tions during training. v v v v 320 X 180 300
GreenABR requires less than 25,000 epochs 4 4 4 640 X 360 750
for th . d d her 1 v v v 768 X 432 1200
or the training and provides smoother learn- v/ v 1024 X 576 1850
ing than Pensieve-E, which reduces the train- v v v v 1280 X 720 2850
. v v v 1920 X 1080 4300
ing burden and eases hyperparameter tun- v v v v 1920 X 1080 6000
ing for retraining needs due to representation 4 4 1920 X 1080 9000
v 1920 X 1080 12000

set changes. On the other hand, GreenABR+
achieves the same performance with less than
10,000 iterations and less fluctuation during training. Using target networks and replay buffer helps
stabilize the training. Including the € — greedy strategy in our training accelerates the exploration
and enables faster model convergence.

4.2.5 Generalization Evaluations. In this set of experiments, we compare the generalization of
learning-based ABRs (i.e., GreenABR+, GreenABR, and Pensieve) over different representation sets,
shown in Table 3. Since it is not applicable to the rule-based ABRs, we omit the others. To choose
different representation sets, we first include the 10-reps set from Table 1 into our testbed. We then
randomly choose 4, 6, and 8 bitrate levels in the 10-reps range to complete our testbed.

Testing one model over different representation sets. We trained GreenABR and Pensieve
on the 10-reps in Table 3 and we trained GreenABR+ on a bitrate range of [150Kbps, 12000Kbps].
We test their trained models on all the representation sets in Table 3 by mapping the selected
bitrates to the closest tested bitrate level. For instance, if a model selects a bitrate level of 1850
Kbps, we map it to the 1200 Kbps version for the 4-reps experiment since the selected version is
not included.

Figure 9 shows that GreenABR+ achieves 4% to 47% higher energy efficiency for the ten-reps set
compared to GreenABR and Pensieve, respectively. Both GreenABR and Pensieve show unstable
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Fig. 9. Comparison of GreenABR+, GreenABR, and Pensieve with the same trained models tested over
different representation sets.

results when evaluated with other sets. GreenABR degrades its performance up to 31% when the
model is tested with the 4-reps set. On the other hand, Pensieve improves its efficiency up to 23%
for the 4-reps. It shows that the recommended hyperparameters in the original Pensieve model are
more suitable for the low number of representation sets. In contrast, the GreenABR+ model keeps
up its performance with only 7% degradation towards the 4-reps set as shown in Figure 9a. Missing
some low bitrate representations causes this deficit with increased rebuffering time. Figure 9c
demonstrates a similar pattern for the achieved QoE results. GreenABR+ preserves its performance
by up to 7% difference among all representation sets, while GreenABR and Pensieve shift by up to
31% and 15%, respectively. GreenABR+ and GreenABR consume a similar amount of energy for all
representation sets with around a 4% difference, while Pensieve’s energy consumption shifts up
to 17%. It shows QoE mainly decides the performance of GreenABR+ and GreenABR, while QoE
and energy consumption both impact Pensieve’s performance. We should note that we provide the
next chunk size information for all training representations to Pensieve. If the provided chunk size
information is limited to the testing set, its performance degrades drastically and causes negative
QoE performance, especially for 4-reps and 6-reps sets. In practice, this information is available for
only the representation sets in the encoding ladder.

Impact of Retraining Models. In the second set of evaluations, we used the same GreenABR+
model since it does not need re-training for the same bitrate range level. On the other hand,
we trained GreenABR and Pensieve for each representation set separately to understand the
benefit of retraining the models. We used the same hyperparameters that we used in 10-reps
training. Figure 10a shows that separate training improves the performance of GreenABR for
4-reps and Pensieve for 6-reps and 8-reps, but it also degrades drastically for 8-reps for GreenABR
and for 4-reps for Pensieve in terms of energy efficiency. Likewise, GreenABR achieves better
QOoE for 4-reps, and Pensieve does for 6-reps compared to the same model evaluations shown in
Figure 10c. However, they do not achieve stable performance for all representation sets. GreenABR+
outperforms GreenABR and Pensieve for all representation sets and provides stable performance.
The energy consumption results are similar to the first set of experiments.

Discussion: Models trained with discrete action spaces, like GreenABR and Pensieve, may have
degraded performance when used with representations other than the ones in the training set. Thus,
model retraining is required whenever the action space is changed. Retraining models is costly due
to the consumption of time, computational resources, energy, and the need for hyperparameter
tuning. GreenABR+ saves significant training energy consumption, considering the retraining costs,
since it does not require additional training for any representation sets that stay in the same bitrate
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Fig. 10. Comparison of GreenABR+, with retrained GreenABR and Pensieve for each representation set.

range as the training bitrate range. The energy consumption details of training these models are
discussed in Section 4.2.6.

4.2.6  Energy Consumption Evaluations. In this set of experiments, first, we evaluate the cost of train-
ing RL-based ABRs. Then, we measure the energy consumption of invoking our models on mobile de-
vices.

Energy Overhead of Training ABR Mod-

els. We measured the energy consumption of
training RL-based models, GreenABR+ (DDPG), 40
GreenABR (DQN), and Pensieve (A3C), using 235
the same training environment and libraries.  §3°

—e— GreenABR+ GreenABR —»- Pensieve

We used pyRAPL [37], developed as part of g;g
PowerAPI project [14], to measure the CPU 5,5

power consumption during training. We repeat g10 - T
the experiments for 100, 200, 300, 400, 500, 1000, b5 P
and 2000 iterations to understand the energy 200 500 1000 2000
consumption behavior. Figure 11 indicates that Number of lterations

training energy consumption increases linearly

with the number of iterations for all models. It Fig. 11. Training energy consumption comparison of
also shows GreenABR and GreenABR+ models GreenABR+, GreenABR, and Pensieve.

have similar energy consumption for the same

number of iterations. Pensieve consumes less power than other models since it does not require
batch normalization during training compared to GreenABR and GreenABR+ models. However, it
requires more iterations to converge and sustain stability, as Figure 8 demonstrates. Considering
the number of iterations needed for convergence of these models, Pensieve requires more power
consumption with #1500 kJ for 120,000 iterations, compared to GreenABR with ~540 kJ with 30,000
iterations and GreenABR+ with ~187 Kk]J for 10,000 iterations.

Energy Overhead of Using GreenABR Models. In this experiment, we measure the energy
overhead of GreenABR+ and GreenABR on mobile devices. We deployed our models to an appli-
cation and inferred the models at each second. We compared our measurements during inferring
models with the base power consumption of the application. Our results from five runs on two
devices indicate that our models do not introduce additional power consumption.
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5 CONCLUSION

Global mobile Internet traffic is dominated by video streaming, mainly served by the ABR streaming
protocols over HTTP. ABR algorithms serve as the primary source of the user’s QoE by selecting
video representations. The selected ABR algorithm can also lead to significant power consumption
differences and drain the mobile device’s battery life. In this work, we developed a new RL-based
ABR model, GreenABR+, which inherits the GreenABR model to maximize perceived QoE while
minimizing the mobile device’s consumed energy during video streaming by using the power model
component and perceptual quality metric, VMAF. GreenABR+ preserves stable performance in
terms of energy efficiency and QoE over different representation sets without requiring additional
training. It avoids the training cost due to action space changes and hyperparameter tuning and
saves a significant amount of training energy consumption.

To compare our models with other SOTA ABR studies, we developed a new QoE calculation
method with the components as video quality, rebuffering duration, number of rebuffering events,
number of quality oscillations, and amount of smoothness changes by using a large dataset with real
users’ opinion scores. Our experiments show that GreenABR+ outperforms the tested state-of-the-
art ABRs with up to 57% saving in average energy consumption and up to 25% more perceptual QoE
improvement. In detail, GreenABR+ excels competitors with up to 59% saving in data consumption,
87% less rebuffering and near-zero capacity violations. GreenABR+ achieves more stable training
performance and converges the same level of QoE while saving a significant amount of training
time and cost.

In conclusion, sustainable ABR solutions enable saving a large amount of energy consumption
for mobile streaming scenarios while maintaining high QoE. The generalization of these models is
important for training efficiency and can be achieved by novel approaches using deep reinforcement
learning techniques.
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