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Figure 1: Tactile stimuli used in the experiment, including Goosebumps, Spikes, Concaves, Wrinkles, and Tentacles, with two

levels of movement: static and dynamic.

ABSTRACT

Shape-changing skin is an exciting modality due to its accessible
and engaging nature. Its softness and flexibility make it adaptable to
different interactive devices that children with and without visual
impairments can share. Although their potential as an emotion-
ally expressive medium has been shown for sighted adults, their
potential as an inclusive modality remains unexplored. This work
explores the shape-emotional mappings in children with and with-
out visual impairment. We conducted a user study with 50 children
(26 with visual impairment) to investigate their emotional associa-
tions with five skin shapes and two movement conditions. Results
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show that shape-emotional mappings are dependent on visual abil-
ities. Our study raises awareness of the influence of visual experi-
ences on tactile vocabulary and emotional mapping among sighted,
low-vision, and blind children. We finish discussing the causal asso-
ciations between tactile stimuli and emotions and suggest inclusive
design recommendations for shape-changing devices.
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1 INTRODUCTION

We are witnessing an increasing interest in shape-changing as an
affective interaction modality, leading to novel forms of engage-
ment and emotional expression [16, 29, 30, 37, 50]. Shape-changing
is an exciting modality in terms of accessibility due to its haptic
and nonverbal nature. It has the potential to be used in multiple
application areas ranging from games and storytelling to emotional
regulation and therapeutics, and by a broad range of users. Particu-
larly, shape-changing devices could reduce barriers to inclusion in
mixed-visual ability contexts where technology can support shared
experiences between people with and without visual impairments
(e.g., storytelling, games, immersive environments).

Prior work has shown that shape-changing broadens the commu-
nication capabilities of computers and can be used as an emotional
expression modality [21, 29, 32, 33, 38, 60]. Results reveal that shape-
changing stimuli are mapped to specific emotions based on shape
and movement frequency. However, the potential of using shape-
changing for accessible interaction remains unexplored. Research
is limited to young adults, and there are no design guidelines or
empirical evidence on how shape changes map to emotions when
considering people with visual impairment. Moreover, even less
attention has been paid to children with and without visual impair-
ment (VI). If a certain shape-changing stimulus is used by children
with and without visual impairments, would they interpret the
stimulus differently?

In this paper, we investigate the expressive capabilities of shape
changes and how children map tactile stimuli to inform future
shape-changing devices that communicate nonvisual emotional
reactions to children in mixed-visual ability groups. We aim to an-
swer three main research questions: (1) Which emotions do children
map to each shape-changing stimulus? (2) What are the differences
and similarities in shape mapping between children with different
visual abilities? and (3) What are children’s rationale for mapping
tactile stimuli to emotions?

To answer these questions, we asked 50 children (26 with VI and
24 sighted) to associate a specific emotion with tactile stimuli. Our
tactile stimuli vary in shape and movement. The final set is com-
prised of five shapes (goosebumps, spikes, wrinkles, tentacles, and
concaves) and two levels of varying movement for each (dynamic
(_D) or static (_S)) (1). Biological systems inspired our approach to
designing the shapes [29, 30], which alter skin shapes to express
emotional states: tentacles (expressing liveliness), goosebumps (ex-
citement or fear), wrinkles (nervousness), concaves (sadness), and
spikes (representing anger).

Results show that children with and without visual impairment
were able to perceive distinct emotions through touch; however,
they have different emotional-tactile mappings. Their associations
were only congruent in attributing fear and anger to the Spikes_D
tactile stimulus. The other stimuli had different mappings accord-
ing to each child’s visual acuity. Specifically, Tentacles were asso-
ciated with happiness, in the dynamic version for children with
visual impairment and the static version for sighted children; chil-
dren with VI mapped static wrinkles to happiness while sighted
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children associated it with calmness. Moreover, children with VI
did not perceive sadness with any shape stimuli, while sighted
children mapped it to Concaves_S. Additionally, results showed
a difference in shape-valence between children with low-vision
and blindness when perceiving Spikes. In Spikes, the emotional-
tactile associations made by children with low vision were similar
to sighted children and different from children with blindness. Also,
emotional-mapping strategies used suggest differences dependent
on the visual impairment level.

The key contributions of this paper are (1) an empirical eval-
uation of emotional mapping of shape-changing stimuli by chil-
dren with and without visual impairment, which extends previous
evaluations with sighted adult populations, (2) a discussion of the
differences and similarities between children with different visual
abilities, and (3) design guidelines that allow designers to select
shape-changing stimuli to trigger specific emotional precepts. These
contributions are relevant to accessibility researchers and designers
of technologies for groups of children with mixed-visual abilities,
particularly in the fields of haptic and multisensory feedback. They
open new research avenues for using shape changes as an emotion
expression modality.

2 RELATED WORK

We discuss related work along three key topics: first, we analyze
tactile-emotional mappings, particularly within human-computer
and human-robot interactions fields. Second, we describe previous
studies that investigate how visual ability affects tactile exploration.
Third, we outline how visual ability influence recognition and emo-
tional expression and how assistive systems display emotional in-
formation.

2.1 Touch and Emotional Expression

Touch is the first human sense as we start feeling our touch inside
our mother’s uterus [22, 25]. In social interactions, we use touch to
express our emotions towards others [62]. People display different
emotions by the way they touch (e.g., pat, push, scratch) [25], the
gesture’s pressure, the body’s location contact [26], and their culture
[13, 14]. Our responses to touch are hard to ignore, so it plays a
crucial role in our interpretation of others’ intentions [25]. and
our well-being [1, 22, 70]. For example, affective touch, such as
holding hands, hugging, or patting on the back, can be a passive
intervention to emotional and intellectual development [22] and can
lower our anxiety and stress, helping our emotional self-regulation
and support [22].

Although touch can smoothly express different emotions in so-
cial interactions, tactile information is less explored than visual
and audio information [26, 27]. In human-computer interaction,
various forms and materials can display emotional communication
[33, 34, 38, 71]. They can use different tactile information such as
vibration [45, 59, 69], temperature [66], pressure [56], 3D objects
[43, 44], and shape-changing [21, 29, 32]. For example, short and
rapid vibrations relate with higher arousal levels [45, 59, 69], warm
stimuli represented more pleasant emotions than cold [66], pressur-
ized squeeze relates to unpleasant and aroused emotions as opposed
to finger touch that conveys pleasant and relaxed emotions [56].
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And sharper objects are associated with high arousal levels while
rounded shapes elicit positive valence [21, 43, 44].

Robots’ skin is also an interactive surface that can act as a tactile
sensing platform to perceive human emotions [15, 62], as an expres-
sive medium using its artificial skin to convey different emotions
[29-32], or as a comforting agent to study the influence of touch
and hugging in human-robot interactions [1, 28, 64, 68, 70]. Soft
materials have the potential to be used in robot skin; similar to
human skin, they have no predefined format and can be adapted
to different robots and different shape-change forms [30]. These
materials can cover the sensors, creating more robust and less ex-
pensive robots while increasing their contact zone expressiveness,
pleasantness, and sensitiveness [62].

Adding shape-changing communication to social robots’ skin can
enrich the design space of a robot’s expressive spectrum, silently
informing the interaction through visual and tactile/haptic feed-
back [30]. Results with adults showed that a shape-changing robot,
with spikes and goosebumps, could express emotions, in which
texture-shape relates to valence, while shape-changing frequency
influences arousal [29]. Spikes mapped with anger, while goose-
bumps with pleasure and excitement [29]. Other shapes can convey
other emotions; wrinkles-inspired shape represents relaxed and
nervous emotions under resting and vacuumed states; tentacle-like
shapes potentially tell liveliness; adhesive suction cups express
attachment; and skin pores indicate interaction exposure, etc. [30].

The power of touch in human social interaction suggests that it
can be a socially expressive medium when interacting with tech-
nology, namely robots. However, tactile information in robotics
is mainly limited to how people manipulate and touch the robot
[1, 63], not how its skin elicits emotions. The present work expands
this line of research by investigating how new shape-changing
skins evoke emotions and how children perceive them.

2.2 Tactile Exploration & Visual Disability

Sighted and people with blindness can equally identify materials
and their features using only touch [4, 65]; however, sighted in-
crease their performance whenever they also see the material [4].
Also, age influences users’ material-mapping skills, regardless of
their visual capacity, having 33% accuracy at age five and reaching
69% at thirteen and 86.5% in adults [65].

Since birth, the user’s visual ability influences tactile exploration
and mapping strategies [4]. While children with blindness progres-
sively learn to process haptic information directly, increasing their
haptic-mapping skills with training and age [65]. Age-matched
sighted children have similar skills; however, they convert haptic
information into a visual image and semantic information, even
when they do not see the objects [65]. Another factor that increases
children’s haptic-mapping skills, regardless of their visual ability, is
the context. In a storytelling activity, children who know the story
context, title, and characters during book exploration recognize
more haptic elements in the storybook [65].

The capacity of sighted children and children with blindness
to translate haptic information into semantic and object features
suggests that shape-changing materials have the potential to map
other concepts. However, it is still untapped how other ideas, such
as emotions, can be expressed using shape-changing materials and
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if the emotional-mapping performance and strategies are similar
among children with blindness, low vision, and sighted.

2.3 Emotional Recognition & Visual Disability

Emotion recognition, in human interactions, combines visual and
auditory signals [17, 55]. When there is a sensory impairment, the
remaining senses can partly compensate for the impaired sense
[17, 19, 36, 55]. To enrich their emotion recognition ability, peo-
ple with visual impairment can use speech information (e.g., tone,
tempo, volume, silence moments, and voice energy) and body touch
whenever they are familiar and close enough to touch their partner
[55]. Those compensatory strategies may allow them to recognize
the emotional state of the conversational partner. Still, they may
not be enough to overcome the subtle emotional changes of facial
expressions (e.g., smile) [55]. Additionally, people with visual im-
pairment may have difficulty perceiving and expressing emotions
due to their visual acuity [41]. Especially children with blindness
must rely entirely on other senses to recognize others’ emotions
without having a reference to their sighted partner’s emotional
behaviors. At the same time, children with low vision can use their
existing visual capacity to perceive and mimic others’ emotions,
which may help them develop their social-emotional competencies
[41].

Previous research on human-computer interaction explored dif-
ferent modalities to develop social-emotional functions of people
with visual impairment. For example, a vibrotactile belt informed
the participant with VI of the affective state of their conversa-
tional partners based on facial expressions [6, 8, 9]. Another study
suggested an actuator-mediated "body touch" platform to mimic
emotions or intentions from conversation partners without actual
body contact [55].

Additionally, sound can elicit emotions in an accessible but more
intrusive way. Hear beacons can enact digital emoji emotions [11],
and an audio movie description positively enhances presence and
emotion elicitation to the experience [23, 24]. Although music is uni-
versally used to elicit emotions [18, 39, 67], recent studies showed
that the emotional variables (valence, arousal, intensity, and prefer-
ence) associated with music differed significantly between adults
with and without VI [52]. For sadness, adults with VI associated
lower valence, higher arousal, higher intensity, and preference than
the sighted group. sighted adults associate higher valence, arousal,
and intensity for happiness compared to their peers. For anger
and fear, only arousal and intensity significantly differed between
groups and lower in groups with VL.

In storytelling activities, multi-sensory platforms explored how
children with visual impairment, individually [12] and in mixed-
visual ability groups [2, 31], perceive and express emotions using
tangible, audio, and lights modalities. Those platforms used the
story audio, tangibles (e.g., a calm sheep, Rose-a happy robot, and
a spiky-angry robot), and emotional character sounds (e.g., laugh-
ing, crying). Children with and without visual impairment could
play, perceive, and adapt the story to the emotions of the different
characters.

Various assistive systems and modalities help people with and
without visual impairment to perceive emotions in interactions;
however, it is still untapped how children can use them. Our study
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presents a first step to exploring touch as a non-intrusive emotional
medium for children with and without visual impairment.

3 USER STUDY

We investigate how shape-changing can elicit emotions in chil-
dren with and without visual impairment. Participants experienced
touching ten different tactile stimuli (with five different shapes un-
der one of two possible movement conditions: static and dynamic,
as shown in Fig. 2. We asked participants to label each tactile stim-
ulus with five possible emotions (anger, calm, happy, sad, and fear)
or none. The emotions covered all four quadrants of Russell Cir-
cumplex [58].

3.1 Design of shapes and emotional expressions

We used ten tactile stimuli based on previous work [29, 30], as
shown in Fig. 1. The stimuli were bio-inspired and designed to ex-
press internal states: tentacles (expressing liveliness), goosebumps
(excitement or fear), wrinkles (nervousness), concaves (sadness),
and spikes (representing anger). Each stimulus had one of the five
shapes unit, i.e. tentacles, goosebumps, wrinkles, concaves, and
spikes, and could be expressed in static or dynamic mode, resulting
in the ten stimuli: Tentacles_S, Tentacles_D, Goosebumps_S, Goose-
bumps_D, Wrinkles_S, Wrinkles_D, Concaves_S, Concaves_D and
Spikes_S, Spikes_D (where _S means static and _D means dynamic).
Shape units are fabricated with soft silicone using 3D-printed molds
and can be pneumatically controlled to change their surface prop-
erties. As the manufacturing process can change the physical char-
acteristics of the shapes assembled, we decided to replicate the
previous fabrication process [29, 30]. The authors shared with us
their preexistent 3D models. And we made 3 different shape skins:
Spikes, Goosebumps, and Concaves shared the same skin as the
previous study [29]; Tentacles and Wrinkles shapes units used two
different skins [30]. In the shared skin, there were small hard tips.
Spikes had them inflated, while in Goosebumps and Concaves, tips
were vacuumed underneath the skin. We used a FlowIO [61] de-
vice with a maximum power of 255 pwm for inflation and vacuum
motors to control dynamic shape movements. The device allowed
the control of five channels to perform inflation and vacuum. The
shape-changing frequency measures the number of shape rises per
minute (rpm). The design of the shape movements and their cor-
respondent emotional mapping was based on an iterative process
with one teenager with blindness, two educators from inclusive
schools, and four psychologists. Through the iterative process, we
converged on the following movement properties for each of the
shapes unit: Tentacles, Wrinkles and Splikes in dynamic mode had
20rpm, Goosebumps and Concaves had 40rpm. For Tentacles, Wrin-
kles, and Spikes, the movement behavior repeatedly went from
neutral to inflation, followed by a vacuum. For Goosebumps, the
repeated behavior went from neutral to inflation; and Concaves
went from neutral to vacuum.

In the supplementary files, we included videos for each tactile-
stimulus [48].

3.2 Design of emotional storytelling activity

Our participants were children in an age range still learning to
identify emotions [20]. To help them in the mapping process, we
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adopted a strategy suggested by the school’s psychologists and
educators: providing context to each tactile stimuli-mapping task.
This context-driven activity helps participants relate to the feelings
and physical sensations. It facilitates the mapping process while
keeping children engaged in a stimuli-mapping activity [65].

Four school psychologists and researchers co-created the stories,
inspired by children’s books and school activities [7, 40, 46, 49, 53,
57]. We built ten characters, and each character had five possible
one-sentence stories, mapping to one of the five emotions: anger,
calm, happy, sad, or fear. One example of a character is Peter that
is in his living room and could be: 1) sad because he misses his
grandmother who lives far away; 2) happy watching television; 3)
anger because his mother ordered him to clean his bedroom; 4)
calm because he was listening to some relaxing music; 5) scared
because there was a party of his parents’ friends and he is afraid of
talking to people he does not know well; or 6) none of those. All
the characters and stories/emotions were presented randomly to
each child. All stories are available in the supplementary files [48].

3.3 User Study Design

The study had three independent variables in a mixed-design ap-
proach. Shape unit and movement were combined as a within-
subjects factor in ten tactile stimuli that each child interacted with:
Tentacles_D and Tentacles S, Wrinkles D and Wrinkles_S, Goose-
bumps_D and Goosebumps_S, Concaves_D and Concaves_S, Spikes_D
and Spikes_S. Shapes skins were hidden in a box (Figure 3 b) to
evaluate and compare the tactile-emotional mapping of children
with and without VI. To compare identical stimuli, we hide the
shapes inside a box, testing haptic-only stimuli and avoiding visual
cue interference. All Children touched each of the ten tactile stimuli
for 25 seconds without seeing them. The order of all stimuli was
randomly assigned. The third independent variable was children’s
visual acuity with two between-subjects levels, sighted (S) and
visually impaired (VI).

3.3.1 Hypotheses. In this study, we tested the following hypothe-
ses.

First, we wanted to explore the differences in emotional per-
ceptions using tactile information and whether the emotion-shape
mapping differed between children with different visual abilities.

H1: Children consistently map each tactile stimulus with
a specific emotion. This hypothesis is based on the previous user
study demonstrating a consistent mapping between tactile stimuli
and emotions with adults [29].

H2: Children with and without visual impairment have
different emotional-tactile mapping. This hypothesis is based
on the fact that adults with and without VI have a different emo-
tional mapping with other feedback modalities (e.g., music [52])
and use different haptic exploration strategies [4].

Second, we wanted to know whether and to what extent a shape
change correlates with valence and arousal dimensions. We had
the following hypotheses:

H3: The emotions mapped to shape units have different
valence levels. Assuming the following order from highest to
lowest valence: Tentacles; Goosebumps; Wrinkles; Concaves;
and Spikes. This is based on the natural metaphor of each shape in
our design [30]. Moreover, our exploration extends to the emotional
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Figure 2: a) A child interacting with shape-changing skin inside the pink box during the study; b) captures the internal view
of touching the spikes skin; c) a collection of shape-changing skin samples that change users’ haptic experiences through

pneumatic control.

mapping of goosebumps and spikes, shown in a prior study [29],
while the design of tentacles serves to expressed liveliness [47]. Fi-
nally, the emotional mapping of the different shapes, (goosebumps,
spikes, tentacles, concaves, and wrinkles), emerges from collabora-
tive insights with our co-designers. Notably, co-designers, including
a teenager with blindness, two educators from inclusive schools,
and four psychologists, played a pivotal role in suggesting and re-
fining the emotional nuances associated with these shapes. This
collective input supported our proposed hypothesis: tentacles may
simulate happiness and liveness with subtle movements; goose-
bumps are usually mapped to both excitement and scare; wrinkles
simulate human forehead wrinkles when frowning, thus expressing
confusion and nervousness; concaves may relate to the lowered
head and express sadness; finally spikes are linked to anger and
defensiveness in their natural form.

H4: Dynamic stimuli convey higher arousal than static.
Based on the previous studies on emotional expression through
vibrations [29, 45], a higher frequency usually links to a higher
arousal level.

3.3.2  Participants. We recruited 50 children, 22 girls and 27 boys
aged between 6 and 14 (M=9.7 SD=2.3), from 4 public schools. Of the
50 children, 26 experienced visual impairment (10 with blindness,
16 with low vision), and 24 children were sighted (N = 50, N_S =
24, N_VI = 26, Ng = 10, N_LV = 16). In the remaining paper,
children will be named by the first letter, "C", a two-digit number,
and an additional code, representing their visual acuity LV, B, or
S for low vision, blind, and sighted, respectively. The children’s
teachers informed the research team of their visual acuity based on
professional diagnosis categorized into 4 visual acuity levels [51]:
low (C29LV, C40LV, C41LV), medium (C2LV, C6LV, C13LV, C15LV,
C20LV), high (C1LV, C11LV, C17LV, C21LV, C24LV, C28LV, C32LV,
C50LV), and blind (C5B, C9B, C18B, C25B, C31B, C36B, C38B, C43B,
C44B, C47B). The ethics committee of our institution approved
the research protocol, and their legal guardians signed the consent
forms. All children agreed to participate and could quit at any time.

3.3.3  Procedure. The individual sessions took around 25 minutes
and were conducted in schoolrooms with two researchers present.
The researchers set up the conditions and guided the session. On a
table, there was a pink box with a slot with the shapes skins inside,
illustrated in Figure 3. Children sat at the table in front of the box

with the slot facing them. Hiding behind the box were the shape
units, the FlowIO device, and a computer to control and actuate
the shapes.The actuator remained consistently active, producing a
uniform sound, while the children wore headphones while explor-
ing the shapes to minimize the impact of external sounds on their
emotion selection process. The researchers explained,in 2 minutes,
to the children how the session would run and gave them two shape
units (different from the shapes used in the experiment), and during
3 minutes they were able to manipulate and familiarize themselves
with the shapes. During the experiment, children had to put their
hands in the box for 25 seconds and feel the stimulus. The stimuli
could be repeated on demand. While they experienced the tactile
stimulus, we asked children to imagine the shaped surface as the
skin of a story character and to identify the character’s emotional
state, to ease the identification process, we presented them with
a character with a context with five possible endings (represent-
ing each emotion). The ten stimuli (5 shape units x 2 movement
levels) were presented randomly. Children spent circa 20 minutes,
classifying all the ten stimuli.

In the initial phase of each shape exploration, both the story
character and the order of story endings were randomly selected.
During the first step, one researcher would then read aloud the
chosen character and context. Subsequently, in the third step, the
researcher would read the five possible story endings, correspond-
ing to the five different emotions, in the pre-selected order specific
to each child and shape.

For each tactile stimulus, we had a five-step procedure (lasting
2 minutes on average) : 1. Children put their hands in the box,
and the researcher would then read aloud the selected fictional
character, context. and described the emotions the character could
have , taking around 15 sec.. 2. The child put her hand inside the
box to know how the character felt through touch. 3. While the
child explored the hidden shape, for 25 seconds, the researcher
would read the five possible story endings, corresponding to the
five different emotions, in the pre-selected order specific to each
child and shape. 4. Children select and describe the character’s
emotion and describe their reasoning for the emotional mapping,
which took around 45 seconds. 5. Idle time between stimuli to reduce
tiredness and relax their hand . Both the characters, emotions, and
story ends were presented randomly for each stimulus.
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Figure 3: User study setup: (a) In a practice session, children touched the shape units on the table to familiarize themselves
with the shapes and be comfortable touching them; (b) During the experiment, children touched the shapes inside a pink box
and mapped them to an emotion; (c) Dynamic shapes use a FlowIO device to actuate and control them.

To illustrate, when Child 1 (C1) was testing the first shape, the
procedure commenced with presenting a scenario, such as "Camilla
at home." The researcher would then articulate the emotions ran-
domly (e.g. anger, happy, fear, calm, sad) along with the story end-
ings as the child received the stimuli. In the exploration of the
second shape, the same child encountered a different narrative, for
instance, "Arthur on a beach, and a different emotional sequence
(e.g. sad, anger, happy, calm, fear, calm) unfolded with the corre-
sponding story endings during the third step. All the characters
and the possible ending were read by the same researcher, but were
not prerecorded. The Stories can be found in the supplementary
material.

At the end of the session (lasting 2 minutes on average), we also
asked children two open questions: 1) If they had the chance to use
the shape feedback, how would they use it? and 2) What are the
potential uses of shapes in robots?

3.3.4 Measures. Our user study aims to understand children’s emo-
tional perception of shape-changing stimuli. Collected measures
focus on two categories: 1) tactile perception and emotional map-
ping, and 2) mapping strategies.

Children associated emotions with each tactile stimulus via self-
reported emotion identification (anger, calm, happy, sad, fear, or
none). They could identify up to two emotions for each stimulus.
To test some of our hypotheses, we also associated a valence (V)
and arousal (A) value from a 3-level scale (low, medium, high)
to the chosen emotion based on Russell Circumplex [58]. Anger
(V=LP, A=HP) (V=LN, A=HP), calm (V=MP, A=MN), happy (V=HP,
A=LP); sad (V=HN, A=HN); fear (V=MN, A=HN). LP, MP, and HP
stand for low, medium, and high positive; LN, MN, and HN stand
for low, medium, and high negative. Although we acknowledge
that emotions are individual subjective measures, and there is an
ongoing debate on arousal and valence as emotions dimensions
[5, 42, 54], for our statistic analysis, we mapped valence and arousal
levels as follows: (HN=-3); (MN=-2); (LN=-1); (LP=1); (MP=2); and
(HP=3);

Additionally, we asked children to describe their association
strategies after each shape-emotion mapping, and at the end of the
session, they described the shapes’ potential applications. Using a
deductive thematic analysis, two researchers coded and aligned the

open-question notes into tactile-emotion association strategies and
potential future applications.

4 FINDINGS

The following section describes children’s associations of tactile
stimuli to specific emotions and their mapping to valence and
arousal dimensions. Additionally, we answer our hypotheses. Fi-
nally, we present findings related to children’s rationale for their
stimuli-emotion associations.

4.1 Mapping Tactile Stimuli to Emotions

From the 500 stimuli evaluations, 97% of the stimuli were attrib-
uted to an emotional label. In thirteen cases, children select the
no_emotion option (NoEmotion=13, N_VI=5, N_S=6); A second
emotional label only occurred in four instances (SecondEmotion=4,
N_VI=5, N_S=6) and only one child, C32LV, explicitly said they
feared the shapes after experiencing the Spikes_D stimuli.

Sighted children consistently associate each tactile stimulus
with an emotion. Children with VI are less consistent. Over-
all, results showed a relation between tactile stimuli and emotions
perceived. By applying a chi-square test for association, we found a
statistically significant weak association between the tactile stimuli
and the chosen emotions (y%(45) = 85.156, p < .001,V = .184). We
separately computed chi-square tests and Cramer’s V for emotion-
tactile mapping for children with and without visual impairment.
We found a significant moderate association between the tactile
stimuli and the chosen emotions by sighted children (y?(45) =
94.246, p < .001, V = .280). However, no significant association was
found for children with visual impairment (y%(45) = 57.512,p =
.108, V' = .207). Lastly, we checked the association between shapes
and emotions according to children’s gender. No significant asso-
ciations were found for boys (x%(45) = 60.999, p = .056, V = .208),
neither for girls (y2(45) = 60.568, p = .060, V = .233).

Emotion associations significantly differed from random se-
lection in five stimuli. We also analyzed whether the chosen
emotions for each tactile stimulus had unequal proportions, using
a chi-square goodness-of-fit test. Considering the previous results,
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which suggest different mappings between children with and with-
out visual impairment, we conducted the statistical analysis for
each level of visual acuity. Table 1 presents the statistical tests for
each tactile stimulus according to the children’s visual acuity. The
results show that the attribution of emotions was only significantly
different from the equal proportions (i.e., random selection) for five
out of the ten tactile stimuli with moderate effect sizes (partial
support for H1): Tentacles_D for VI, Tentacles_S for S, Wrinkles_S
for both VA levels, Spikes_D for both VA levels, and Concaves_S
for S.

Only fear and anger have congruent attribution to the Spikes_D
tactile stimulus; the differences generally support our hypothesis
that children with and without visual impairment have different
emotional/tactile mappings (H2 supported). Figure 4 shows a
heatmap representation of the chosen emotions for each tactile
stimulus. If we specifically look at the tactile stimuli with clustered
distributions, based on the previous statistical analysis, we deduce
the following mappings. Sighted children mostly choose happy
(N = 11) for Tentacles_S, calm (N = 15) for Wrinkles_S, fear (N = 9)
and anger (N = 7) for Spikes_D, anger (N = 9) and happy (N = 8)
for Spikes_S, calm (N = 10) for Concaves_S, and sad (N = 10)
for Concaves_D. While for children with visual impairment, they
mostly choose happy (N = 11) for Tentacles_D, happy (N = 10) for
Wrinkles_S, fear (N = 8) and anger (N = 7) for Spikes_D.

4.1.1 Order effects. Although we counterbalanced the order of
the storytelling characters, the shapes, and the emotions read aloud
by the researcher, we looked at statistical associations between
these and the chosen emotions by children. No significant associa-
tion was found between the possible storytelling characters and chil-
dren’s chosen emotion (y?(45) = 44.280, p = .502,V = .133). Addi-
tionally, the association between the order of the shapes and their
emotional mappings was also not significant (y?(45) = 37.834,p =
.767,V = .123). However, we found a significant strong association
between the order of the emotions and children’s choice (y?(25) =
527.103, p < .001, V = .459). While reading aloud the emotion op-
tions, children tended to choose the last and first options.

4.2 Mapping Tactile Stimuli to Valence and
Arousal

After converting the chosen emotions into values of valence and
arousal, as described in Section 3.3.4, we analyzed each of these
continuous variables with three-way mixed ANOVA. We tested for
main effects and interaction effects between our independent vari-
ables: shape unit and movement as the two within-subjects factors,
and children’s visual acuity as the between-subjects factor. Each
shape had different valence and arousal levels, and the movement
condition had a different effect in children with and without VL

Dynamic shapes had generally lower valence than static ones.
This difference is stronger for sighted children. Valence lev-
els, figure 5, revealed a statistically significant two-way interac-
tion effect between shape movement and visual acuity (F(1,36) =
6.764,p = .013, 1712, = .158), a simple main effect of movement
(F(1,36) = 8.679,p = .006, 1712, = .194), and a simple main ef-
fect of shape (F(4,144) = 7.724,p < .001, r]f, = .177). The emo-
tions attributed to dynamic shapes had generally lower valence
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(M = —.065, SE = .168) compared to static shapes (M = .489, SE =
.170). This difference is stronger for sighted children who chose
on average emotions with lower negative valence for dynamic
shapes (M = —.356, SE = .244) and lower positive valence for static
shapes (M = .689,SE = .247). Children with visual impairment
attributed similar lower positive levels of valence to both dynamic
(M = .225,SE = .231) and static shapes (M = .290,SE = .234).
Lastly, the valence attributed to each shape sorted from lower to
higher values was: Spikes (M = —.625,SE = .236), Goosebumps
(M = —-.277,SE = .210), Concaves (M = .542, SE = .250), Wrinkles
(M = .587,SE = .275), and Tentacles (M = .833,SE = .255). This
result partially supports H3, as the obtained valence levels were
sorted as expected. The exception was the shape unit Goosebumps,
which based on prior work with sighted adults, we expected to
have higher valence [29].

Children with and without VI attributed different arousal
values to Tentacles, Wrinkles and Concaves dependent on
their movement. Regarding the arousal levels, figure 5, we found
a statistically significant simple main effect of shape (F(4, 144) =
8.335,p < .001, 1712, = .188), and a three-way interaction effect be-
tween visual acuity, shape and movement (F(4, 144) = 4.388,p =
.002, 77?, = .109). The arousal attributed to each shape unit sorted
from higher to lower values was: Spikes (M = 1.707,SE = .222),
Goosebumps (M = 1.344, SE = .245), Tentacles (M = .753,SE =
.250), Concaves (M = .486, SE = .236), and Wrinkles (M = .037, SE =
.195). The three-way interaction effect revealed that children with
and without visual impairment attributed emotions with differ-
ent levels of arousal when three out of five shapes were dynamic
rather than static. Specifically, the emotions attributed to Ten-
tacles by children with VI had higher arousal when it was dy-
namic (M = 1.600,SE = .399) compared to when it was static
(M = .300, SE = .435), while sighted children attributed emotions
with higher arousal to Tentacles_S (M = 1.000,SE = .458) than
to Tentacles_D (M = .111, SE = .420). For Wrinkles the opposite
effect was shown, as children with VI attributed higher arousal
when it was static (M = .850, SE = .401) compared to when it was
dynamic (M = —.200, SE = .453), while sighted children associated
higher arousal to Wrinkles_D (M = .556, SE = .477) compared to
Wrinkles_S (M = —1.056, SE = .422). Lastly, the emotions attrib-
uted to Concaves by sighted children had similar arousal levels
whether this shape was dynamic (M = .278, SE = .472) or static
(M = .167, SE = .483), while children with VI attributed emotions
with higher arousal when it was dynamic (M = 1.350, SE = .447)
compared to when it was static (M = .150, SE = .458). Although we
did not find a significant simple main effect of movement on the
arousal level (F(1,36) = 1.735,p = .196, 1712, = .046, (H4 not sup-
ported), the three-way interaction effect reveals that movement
was differently perceived by sighted and VI for more than half of
the stimuli, and there is an interaction effect between the shape
unit and the movement level for emotion perception.

Figure 6 plots the joint probability distributions for different
shapes and visual acuity, using a Kernel Density Estimate (KDE)
method. The marginal distributions along the two axes depict the
arousal and valence estimations of the expressed emotion. The plots
illustrate that children with and without visual impairment have
different emotional/tactile mapping (H3), especially for Concaves
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Tactile Stimuli

S
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VI

Tentacles_D
Tentacles_S
Wrinkles D
Wrinkles_S
Spikes_D
Spikes_S
Goosebumps_D
Goosebumps_S
Concaves_D
Concaves_S

¥2(4) =6.000,p = .199,V = .250
X2(4) = 11.833,p = .019,V = .351*
x2(5) =5.000, p = .416,V = .204
X2(4) = 27.667,p < .001,V = .480*
x2(4) = 14.000,p = .016,V = .382*
x2(4) =9.750,p = .045,V = .319*
x2(4) = 2.500,p = .776,V = .161
x2(4) =9.500,p = .091,V = .315
¥2(4) =7.667,p = .105,V = .283
¥2(4) = 10.583,p = .032,V = .332*

x2(5) = 14.556, p = .012,V = .348"
X2(4) = 2.846,p = 584,V = .172
x2(5) = 7.444,p = 190,V = .239
x?(4) = 10.538,p = .032,V = .318"
x2(4) = 14.556,p = .012,V = .374*
x2(4) =3.615,p = .461,V = .186
x2(4) =10.111,p = .072,V = .312
x2(4) =1.296,p = 730,V = .112
x2(4) =6.308,p = .177,V = .246
¥2(4) = 5.846,p = 321,V = .237

Table 1: Results of the chi-square goodness-of-fit tests and Cramer’s V for effect sizes, for each tactile stimulus according to

each level of visual acuity (VA), where VI stands for children with visual impairment, and S stands for sighted.

Tertacles D wnn Tenlacles D
Tenacles_5S Tentacles S
175 -
Wrinkles_D Wrinkles_D
150
Wrinkles_3 Wrinkles_S
@ Spikes D 125 Spikes_D
3
E Spikes 5 Spikes_S
ikes
= 10.0 A e

Goosebumps_D Goosebumps_D

Goosebump_S Goosebump_S

Concaves D =50 Concaves_D

Concaves 3 Concaves_S

=25

anger  fear sad calm  happy
emolicn

Sightad Visually Impaired

Tentacles_D
Tentacles S
Wrinkles_D
10 Wnnkles_S
Spikes D
Spikes_S
Goosebumps_D i 4

~4  Goosebump_S

L5 Concaves D

Concaves_S 2
angar  fear sad calm  happy

emotion emotion

Figure 4: Heatmap representation of the number of times each emotion was selected per each tactile stimulus. For all children
on the left, only for sighted children in the center, and only for children with visual impairment on the right.

and Wrinkles. Spikes were the most effective stimuli conveying
negative valence and high arousal for all children. Contrary to our
hypothesis, Goosebumps had an emotional distribution similar to
Spikes with negative valence. Tentacles were perceived as convey-
ing high-valence emotions. Wrinkles relate to low arousal, and
high-valence emotions for sighted children but not for children
with VI. Concaves had high variability for both groups.

In addition, we noticed a difference between low-vision and blind
children when perceiving the Spikes stimuli. In figure 7, we zoom
on to the emotional distribution, split by visual acuity (sighted,
low-vision, and blind), and the movement level. Children with low
vision perceived the Spikes stimuli as high-arousal and negative
valence, similar to sighted children. On the other hand, children
with blindness had a more uniform distribution of perception for
emotional valence and arousal. It is noteworthy that this difference
is only visible for Spikes stimuli.

4.3 Mapping Strategies

In this section, we present the qualitative results of children’s re-
ported strategies for associating tactile stimuli with emotions and
their ideas of shape’s potential applications. We categorized their
strategies in two broad themes: 1) tactile stimuli features driven
where it is linked to the tactile features (roughness, movement,

shape, frequency) and different-mapping (sensations or concepts);
and 2) story context situations, in which participants leveraged
the story context and familiar situations to associate with emotions.

Associations were frequently related to tactile stimuli fea-
tures such as form and movement. Children (N=20) could ex-
plicitly express their rationale for tactile-emotion associations for
at least one shape. They explicitly expressed their rationale for
38.00% of the 500 mappings (VI=37.30%, S=38.33%). Those explicit
associations were more frequently related to tactile stimuli fea-
tures (TS_Driven=77.77%, VI=71.13%, S=84.78%) than the story con-
text (Story_Driven=20.11%, VI=25.77%, S=14.13%). In the remain-
ing cases, children related to both strategies, tactile and stories
(Both_Driven=2.12%).

Tactile-stimuli-driven associations (TS_N=147, VI=69, S=78) were
explicit associated with form (From_N=73, VI=35, S=38) and move-
ment (Move_N=25, VI=13, S=12). Tentacles were associated with
hair and grass: "little hairs, reminds us of ups and downs when we
are nervous" (C12S, fear); "it feels like grass" (C44B, happy). Wrinkles
with smiling mouth "it has lines that look like a smile" (C4B, happy).
Spikes with nails "it looked like nails" (C29LV, anger). Goosebumps
with bubbles "it is like inflating bubbles” (C12S, anger). And Con-
caves with holes "it has holes, looks like hiding people” (C44B, fear).
Additionally, the movement was often referred to and shown to
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Figure 5: Valence and arousal levels splitted by visual acuity, movement and shape-unit. Ranging from high negative (HN), low
negative (LN), neutral (NT), low positive (LP), and high positive (HP)

influence the mapping. "When we cry, breathing is accelerated, I
felt the skin stretching and bending like the lungs" (C12S, sad, Wrin-
kles_D); "It goes up and down, feels like very angry" (C40LV, angry,
Spikes_D); "It seems a nervous heartbeat" (C10S, fear, Concaves_D).
Dynamic and static tactile stimuli had similar justification levels
for all children, the percentage of mapping justified due to tactile
features was 29.2% for dynamic shapes and 28% for static mode.
The most frequent stimuli associated to its tactile features were

Tentacles_S (TS_N=21, VI=11, S=10), followed by Spikes_D (SD_N=17,

VI=8, S=9) and Goosebumps_D (GD_N=16, VI=7, S=9). The less
frequent ones were Wrinkles_S (WS_N=10, VI=4, S=6) and Con-
caves_D (CD_N=11, VI=3, S=8). This result suggests that Tenta-
cles_D, Spikes_D, and Goosebumps_D tactile features are easier to
map to an emotion. We also see a lower justification level in Wrin-
kles and Concaves, for children with VI, the same does not apply to
sighted children (Tentacles_VI=18, Wrinkles_VI=11, Spikes_VI=12,

Goosebumps_VI=15, Concaves_VI=9), (Tentacles_S=16, Wrinkles_S=15,

Spikes_S=16, Goosebumps_S=15, Concaves_S=16)).

Children justifications based on their haptic sensation
(Sensation_N=75, VI=31, S=44) rather than mapping to a con-
cept (Concept_N=75, VI=31, S=44). Interestingly, sensations-based
justifications were made by all, however children with blindness use
it less often (Sensation_S=56,41%, VI=44,92%, LV=48.64%, B=40.62%),
e.g., "it trembles” (C29LV, fear, Gossebumps_D); "it is fluffy" (C25B,
happy, Tentacles_S); "It tickles or "he slipped something over my
arm" (C39S, fear, Wrinkles_D). Concept mapping was also used,

e.g., "urchin" (C23S, anger, Spikes_S); "waves" (C29Lv, anger, Wrin-
kles_D); "nails" (C29Lv, anger, Spikes_D); "tears" (C18B, sad, Ten-
tacles_S); "plant spine" (C18B, fear, Tentacles_D); "winkles" (C18B,
fear, Wrinkles_S). Overall, Children with blindness used concept-
mapping more often than the others (Concept_S=19.23%, VI=27.53%,
LV=24.32%, B=31.25%).

Story-content associations were less used and showed empa-
thy (SS_N=38, VI=25, N_S=13) "She is sad because no one heard
her" (C6LV, sad, Wrinkles_D), "He was calm sitting on the couch”
(C13LV, calm, Goosebumps_D). Children with visual impairment
used the story-context strategy more than their sighted counter-
parts (Story_Rationale_VI=26.59%, Story_Rationale_S=15.21%).

Emotional associations were associated with children’s past
experiences and feelings. Emotional associations were also as-
sociated with children’s past experiences and feelings. For example,
a story reminded a scared moment "I am afraid of waves" (C15LV,
fear, Tentacles_D) and a happy one "I was travelling with my family,
and it was a happy time (C4S, happy, Concaves_S)". A tactile cue
created a calm feeling "I like to feel this one with my fingers. It is so
relaxing" (C29LV, calm, Tentacles_D) or frightening "This is a very
immersive shape. WOW, he slipped something over my arm" (C39S,
fear, Wrinkles_D). In four cases, children also showed associations
between the static and dynamic display of the same shape unit. In
those cases, they selected the same emotion for dynamic and static
mode "This shape is similar to the previous one <Concaves_D> but
less angry." (C50LV, angry, Concaves_S).
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Figure 6: Kernel Density Estimation (KDEs) for each shape plotted onto a 2D emotion plane, also separated by visual acuity
group. The marginal distributions estimate valence and arousal values for the expressed shape. (HN: high negative; NT: neutral;

HP: high positive)

The potential use of shape-based platforms was coded based on
children’s answers. Children had difficulty envisioning it (N=21),
using it to express emotions (N=11), as a relaxing device for hugging
and tapping (N=11), or playing using new stories and new shapes
(N=7).

5 DISCUSSION

This paper explores how shape-changing stimuli elicit emotions in
children with and without visual impairment. We aim to inform the
design of inclusive interactive systems that combine tactile stim-
uli to elicit specific emotional precepts. We extend prior work on
shape-changing robotic skins by investigating varying skin shapes
and movement levels and their effect on emotional mappings in chil-
dren with and without VI. In the following section, we answer the

research questions and discuss results in light of previous research
on shape-changing feedback and emotional mapping. Finally, we
contribute with a mapping scheme for shape-changing stimuli and
emotions that can be used in interactive systems for mixed-visual
ability groups or individual use.

5.1 Which emotions do children map to each
shape-changing stimulus?

Not all the shapes reliably map to a specific emotion. For
this tactile vocabulary, tentacles and happiness were the most fre-
quent combination, followed by spikes linked to anger/fear. Sadness
was challenging to express using shape-changing stimuli, which
is aligned with previous research [29]. Although distinct shape
units can communicate a wide range of valence levels, arousal was
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Figure 7: Kernel Density Estimation (KDEs) for spikes shape on an emotion plane, separated by the dynamic level of the shape
movement as well as the visual acuity of the children (sighted, low vision, and blind).

harder to express; introducing movement to a shape unit did not
significantly increase perceived arousal.

Children’s justifications support a high variance in their associa-
tions, which suggests that tactile stimuli’ emotional relations are
highly user-dependent and can be mediated by multiple individual
factors. As seen in figure 4, stimuli can be perceived as pleasant by
some and unpleasant by others; for example, Spikes_D is mapped
to anger (N=16) and happy (N=12) "I feel many spikes like they are
angry" (C35S, angry) and "it is a thrilled feeling like tickles." (C29LV,
happy).

Nevertheless, there is a tendency to associate dynamic/static
Tentacles with happiness, dynamic/static Spikes with anger and
fear, and static Wrinkles and Concaves with calmness. In Goose-
bumps and Concaves, the emotional mappings have high variance.
This result can be a side effect of using the same shape skin for
Goosebumps, Concaves, and Spikes. Some children noticed that
hardy points of the Spikes shape unit when exploring other shapes,
which could have influenced their responses - e.g., "angry peaks and
fearful mountains” (C21LV, Goosebumps), "It seems a nervous heart-
beat with needles" (C10S, Concaves). Therefore, goosebumps and
concaves emotional mapping should be reassessed in new shapes
(without contracted spikes).

Finally, the proposed shape-changing designs did not reliably
convey sadness, which should be the focus of future research.

5.2 Differences and similarities in shape
mapping between children with and without
visual impairment

Children with and without visual impairment have different
emotional-tactile mapping. Visual features for sadness in-
fluenced children’s mapping. A more reliable tactile-emotional
association exists in sighted children as seen in Figure 4. Five stimuli
mapped with an emotion: Tentacles_S for happiness, Wrinkles_S or
Concaves_S to calm, Spikes_D and Spikes_S to fear and anger and
Concaves_D to sad. In children with visual impairment, the associ-
ation is less reliable as only three stimuli mapped with emotions:
Tentacles_D with happiness, Wrinkles_D with calm and Spikes_D
with fear and anger; all the other shape-changing stimuli did not
have a reliable association.

In table 2, a pattern emerges as children with and without VI
consistently associate the same emotions with specific shapes, ex-
cept for sadness. Notably, tentacles represent happiness, wrinkles
convey calmness, and spikes denote fear and anger, demonstrat-
ing a shared shape vocabulary across the two groups. It’s worth
highlighting that only sighted children attribute sadness to static
concaves, whereas children with VI do not make a distinct asso-
ciation with sadness. This overlap in emotional mappings is ad-
vantageous, enabling the provision of identical shapes with similar
meanings for shared group activities involving children with differ-
ent visual abilities—another noteworthy observation from Table 2
is the perception variances related to movement. Children with VI
better identified emotions (happy, anger, and fear) when expressed
through dynamic movement. In contrast, sighted children excel in
associating spikes with anger and fear, irrespective of whether the
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Emotion Sighted VI
Happy tentacles_S tentacles_D
Calm wrinkles_S & concaves_S | wrinkles_S
Fear spikes_D & spikes_S spikes_D
Anger spikes_D & spikes_S spikes_D
Sad concaves_D none

Table 2: Emotional mappings for sighted and children with
visual impairment (VI)

stimuli are dynamic or static. Interestingly, sighted children tend
to associate static tentacles and static wrinkles to happiness and
calmness.

Spikes_D consistently mapped anger and fear regardless of chil-
dren’s visual ability. Interestingly, sadness was rarely selected by
children with VI, but sighted children perceived sadness through
the Concaves_D stimuli. The difference can potentially be explained
by the visual nature of the bio-inspired metaphor; it was a "looking
inside, self-absorbed feeling". The analogy can eventually become
too "graphic" to be interpreted by children with VI and have a more
natural mapping to sadness for sighted children. Further research
is needed to understand whether visual metaphors play a role in
tactile emotional precepts. One promising research avenue is the
study of crossmodal correspondences [21, 43] and its differences
dependent on users’ visual ability levels [4].

Movement and visual acuity influenced valence and arousal
levels. The valence levels of emotions rated by sighted children
ranged from lower negative (for dynamic) to lower positive for
static shapes. While children with visual impairment chose similar
lower positive valences for static and dynamic shapes. We also
found opposite attributions of arousal by sighted and children with
VI for three shape units when these were dynamic and static. These
differences also support the distinct emotional-tactile mappings
for children with and without VI. Additionally, one child with VI
explicitly stated that they were more comfortable with dynamic
shapes, as they knew the expected behaviour (e.g. "it is a thrilled
feeling like tickles. Touching a moving stimulus is less stressful, we
know what to expect"(C29Lv, happy)). Although we do not know
whether sighted children feel the same way, this fear of unexpected
behaviours should be considered in the future.

In Spikes stimuli, the emotional mapping was different
between visual impairment levels. An additional result worth
reflecting on is the tendency for different mappings in Spikes stimuli
between children with blindness and low vision, as seen in figure 7.
Children with low vision perceive spikes shapes similar to sighted
children, with high arousal and negative valence. However, children
with blindness showed a more uniform distribution covering all
valence and arousal quadrants. The other shapes did not reflect
the same tendency. Future research should aim to understand the
meaning and reasons for this unexpected effect.

The study sheds light on the impact of visual acuity on tactile-
emotional associations. Like music and material-mapping, tactile
stimuli showed different emotional associations between children
with and without visual impairment [52]. Those differences have
three main implications for tactile communication. First, our find-
ings suggest that sighted children leverage their visual experiences
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to make sense of shape-changing feedback, aligned with previous
research [4]. Thus, designers can explore the visual features of tac-
tile feedback to develop new shape-changing interactive systems.
Second, the unexpected result of Spikes emotional mapping raised
awareness of the potential differences in tactile perceptions for chil-
dren with low vision compared to children with blindness. Third,
designers should consider movement features to reduce children’s
stress from unexpected events, which contrasts with prior work
that focuses on expressing higher arousal levels [29].

5.3 What are children’s rationale for mapping
tactile stimuli to emotions?

Children did not have difficulty mapping emotions and describing
their associations. The most preferred strategy disclosed was tactile-
related; however, children with VI used it less than their sighted
peers. To mitigate the order bias, we presented emotions randomly.

Self-reported association strategies revealed links to tactile-stimuli
features (form and movement) and story context. Aligned with pre-
vious research, when using tactile-driven strategies, children used
their sensations (e.g. flufty, relaxing, aggressive) more than pre-
defined concepts (e.g. urchin, tears, waves, nails). Children with
VI, especially children with blindness, used more concept-driven
justifications and familiar touchable concepts to map the emotions
(e.g., tears, wrinkles, plant spines). This finding supports previous
research [65] in which children with blindness extensively train tac-
tile classification and can reach the same skill level as their sighted
peers [4].

Moreover, children also leveraged living experiences to tactile
and context associations. They can relate to familiar shapes (e.g.
human skin, grass or hair) and rhythms (e.g. heartbeat, breathing
rate) or story context using self-disclosure (e.g. family vacations,
waves, fear) or empathize with the story’s character (e.g. "It is
normal to be scared when you speak to others" (C10S, fear, Peter)).
Occasionally, they used a combined strategy, using the story context
to justify the character’s tactile behaviour (e.g. "John’s skin had some
ups and downs showing insecurity, fear. He was nervous because of
the cat." (C12S, fear, Spikes_S))

The emotion-tactile strategies justifications have two main high-
lights: 1) shape movement did not affect children’s emotional map-
ping; 2. Wrinkles_S and Concaves_D were harder to justify by
children with VI; that effect did not apply to sighted children. Re-
sults suggest that Concaves are unfamiliar shapes for children with
VI. We hypothesize that Concaves are not commonly encountered
on everyday surfaces. Also, Wrinkles_S need more tactile expres-
siveness, maybe by increasing its rugosity.

The explicit justification rationale in 38% of cases is notably
lower than observed in previous research involving sighted adults
(73% of cases) [43]. Nevertheless, our study reveals a noteworthy
similarity in rationale based on geometric features and everyday ob-
jects between children with and without visual impairment (VI) and
sighted adults [43]. The observed decrease in explicit justifications
among children, compared to adults, suggests that children have
more difficulty expressing mapping strategies, particularly at this
developmental stage [20]. Moreover, these findings also suggest
that articulating the rationale behind tactile-emotion mappings
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poses a challenge for both children and adults [43], indicating the
complexity of this cognitive process.

5.4 Comparing with prior research on
shape-changing emotional mappings
Our findings exhibit similarities and differences compared to a
previous study on mapping shape-changing stimuli to emotions
by adults [29] (N=40 in laboratory experiments). Six tactile stim-
uli were used in the previous work, including two shape units,
i.e., spikes, goosebumps, two movement levels (fast speed vs. slow
speed), and two amplitude levels. Similar to our findings, partic-
ipants associated Spikes stimuli with emotions of high-negative
valence and high-positive arousal, such as fear and anger.

In contrast to the previous findings that mapped the Goosebumps
to positive-valence emotions, our results indicate that children
associate negative-valence emotions with these stimuli. In addition,
prior work highlighted the impact of changes in shape’s speed on
the perception of emotional arousal; however, we did not observe a
significant difference in emotional perception based on variations
in movement. Various reasons could explain these differences.

First, the modality users interacted with differs between the two
studies. In our study, shape units were placed inside a box, and
participants could only rely on their sense of touch to interpret
the stimuli. However, in previous research, shape units were not
concealed; thus, participants may have relied on visual and tactile
features to attribute emotions. This difference in emotional map-
ping, due to the absence or presence of visual cues, is supported
by previous research [4], in which sighted users had a higher cate-
gorization accuracy using visual exploration compared to haptic
exploration.

Second, participants’ demographics varied in age and background
between user studies. Previous work focused on adult participants,
while our study focused on children. Participants also differed in
terms of visual acuity and cultural backgrounds, which may affect
emotional perceptions.

5.5 Broader implications and Design Guidelines

Our work yielded a set of reflections and guidelines for emotional,
tactile expressions, and affective computing studies, especially in
mixed-visual ability environments. Therefore, first, we reflect on
the benefits and compromises of using stories as a methodological
technique to conduct affective computing studies with children.
Second, we reflect on tactile-emotional mappings. Lastly, we rec-
ommend design guidelines for shapes as an emotional medium for
children with and without visual impairment and the trade-offs
needed in mixed-visual ability groups.

5.5.1 Using stories in affective computing studies. Stories can en-
hance tactile experiences; creating an emotional context can greatly
benefit affective computing studies, especially with children. It is
more straightforward for children to identify emotions by enacting
situations while interacting through tactile stimulation, eliciting
different emotions. However, there is also a downside; our results
showed that some children use the context of the story as the pri-
mary cue for emotional recognition. Although the story-driven
strategy was less used than tactile-driven associations, it was the
main reason for 20.3% of all emotion-association justifications.
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5.5.2  Tactile-emotional mapping based on daily "visual” experiences.
Aligned with previous research on affective computing [26], results
showed that tactile stimuli are mapped to different emotions based
on contextual and living experiences. Children did not have diffi-
culty mapping tactile stimuli to distinct emotions as they often used
their memories to classify their responses. However, those living
experiences were not exclusively tactile but also visual. During the
study, all children perceived the holes when exploring Concaves.
For sighted children, it was common to map Concaves to a sad
(self-absorbed) feeling. On the other hand, it was not natural for
children with visual impairment to map concaves with emotions as
they did not associate holes to "self-absorbed feelings"; prior work
suggests that it may be due to their reduced visual experiences [41].
Another example is that Spikes were usually related to aggressive
visual cues like a blowfish [29]. Although Spikes are expressive
because of their sharp and rigid tips, children with blindness had a
less reliable mapping than their sighted or low-vision peers who
consistently selected anger or fear. Results also showed that Goose-
bumps stimuli were unexpectedly related to negative valence, in
contrast to previous tactile-emotion studies [29], possibly because
of our research’s absence of visual cues.

Therefore, designers should consider more than just haptic fea-
tures when designing tactile-based expressions, as children’s visual
experiences also influence their emotional mapping. However, it
is vital to evaluate stimuli with children with and without visual
impairment, especially children with blindness, reducing the risk
of a lack of shared understanding.

5.5.3 Design guidelines for emotional shapes. Results link tactile
stimuli to emotional categories. Notably, children associate Ten-
tacles with happiness, Spikes with anger and fear, Wrinkles, and
concaves with calm. Also, results showed that silicon-based shapes
and movement could provide children comfort and flexibility to
express emotions.

However, when designing tactile interactions, it is key to con-
sider the users’ visual abilities. We suggest specific tactile stimuli
guidelines based on users’ visual abilities - table 3. The best shape to
express happiness is a soft tentacles-like shape (flexible hairy
shape); children with VI preferred the dynamic mode, while sighted
preferred static. To express calm, we suggest a wrinkle-like
shape, a soft material with some roughness; the designer can
opt for a static shape or a slow rhythm to relate to a relaxing heart-
beat or breathing. For fear and anger, our findings suggest using
spikes with a flexible material that can vacuum and inflate
quickly and with multiple rigid tips (or small contact zones),
ideally in dynamic mode. However, a static shape is also a valid
option.

For mixed-visual ability group interactions, we suggest that tac-
tile stimuli balance the shape-expressiveness for skins to be per-
ceived by all users regardless of their visual acuity. For the emo-
tions of calm, anger, and fear, the suggestion is straightforward, as
children with and without visual impairments exhibited the same
shape-emotional mapping. However, the mapping for happiness
presents a more nuanced scenario. While the shape unit selection
for all children is tentacles, sighted children tended to prefer the
static mode, whereas those with visual impairments favored the
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Emotion | Shape ‘ Material ‘ Movement ‘ Sighted ‘ VI ‘ MVA
Happy tentacle | soft and flexible inflate/deflate static dynamic | dynamic
Calm wrinkle | soft with roughness slow inflate/deflate | static static static
Fear spikes | flexible with hard tips | fast inflate/vacuum | dynamic | dynamic | dynamic
Anger spikes | flexible with hard tips | fast inflate/vacuum | dynamic | dynamic | dynamic
Sad none - - - - -

Table 3: Recommended tactile stimulus features per emotion for sighted, children with visual impairment (VI), and mixed-visual

ability groups (MVA)

dynamic mode (refer to Table 2). Recognizing the inherent fluid-
ity of tentacles, even in static mode, we propose a compromise:
advocating for the use of dynamic shapes to express happiness
in mixed-visual ability groups. This recommendation aligns with
findings from prior research [21] on emotions and the mapping of
shape-changing objects. In this study, sighted adults, when classi-
fying dynamic stimuli, demonstrated higher accuracy in reporting
affect compared to static stimuli. Therefore, based on our findings,
we suggest: 1) for happiness, a dynamic tentacles-like shape; 2)
for calm, a static wrinkles-like shape; and 3) for anger and fear, a
dynamic spikes-like shape.

5.6 Future application in children with different
visual abilities

Our results are based on qualitative and quantitative data among
fifty children, categorized into two groups: 26 children with visual
impairment and 24 sighted. Our qualitative exploration extended
to all children showed mapping strategies and children’s classi-
fications of shapes into emotional variables such as valence and
arousal in the two distinct groups. Our quantitative analysis ex-
plored the different emotional categories of shapes and compared
the perception differences among children with and without visual
impairment. The richness of our sample size, permits the use of
our quantitative and qualitative insights into future studies and the
differences between children with and without visual impairment
on emotional and tactile perception. However, it is crucial to note
that when we segmented the qualitative analysis of the twenty-
six children with visual impairment into their visual acuity levels,
the distinct responses between children with blindness and those
with low vision may not be universally applicable. This limitation
arises from the insufficient representation of children across the
different visual impairment levels. Consequently, while our results
catalyze awareness about the emotional-tactile perception that can
be applied when exploring the differences between children with
visual impairment and sighted, our findings in the subgroup of
visual impairment, showing the differences between children with
blindness and low vision, cannot be universally applied due to the
limited number of children in each subgroup (blind, low-vision).

5.7 Limitations and Future Work

One of the limitations of our user study is the poor level of statistical
power, which increases the probability of Type II errors. Although
we did not perform an a priori power analysis to calculate the ideal
sample size, we did a post hoc power analysis to evaluate the proba-
bilities of correctly rejecting the null hypotheses. For the statistical

tests related to H1, H3 and H4, we obtained power values above 0.8,
which endorse the probability that these results will generalize. The
non-significant results related to H2 (chi-square goodness of fit tests
in Table 2) showed power values between 0.2 and 0.7, suggesting
that collecting a bigger sample might show new differences for the
stimuli with non-significant emotion classifications. However, our
results provided enough support to reject the null hypothesis for
H2 and we do not see this issue as problematic. Overall, the main
findings, claims, and broader implications of our study are drawn
from statistically significant differences with moderate effect sizes,
which should not be undermined by the lack of statistical power
[3].

Secondly, this study included children from 8 schools in a single
country. Although results guarantee some consistency regarding
educational background, it needs to explore a broader spectrum
of cultural profiles. Also, the number of children with visual im-
pairment was insufficient to quantitatively confirm the differences
in tactile-emotion associations and mapping strategies between
blind and low-vision perceptions. Further research can replicate the
reported study with more children from different cultures, coun-
tries, and visual abilities. Additionally the presence of the spikes,
concaves and goosebumps on the same shape skin could have im-
pacted their children’s mappings, as our system may not always
completely extract and conceal the spikes inside the cavity. Further
research should explore novel shapes, isolated in separate skins, or
multisensory feedback to express sadness and distinguish between
fear and anger precepts.

Additionally, emotions have subjective and individual factors
that our predefined values of arousal and valence did not express;
also, our work did not evaluate emotional dominance. Further re-
search with children should include a children’s adapted version of
Self-Assessment Manikin (SAM) [10] into a tactile questionnaire
allowing children with and without visual impairment to classify
valence, arousal, and dominance [35]. Lastly, in future work, EEG
or GSR sensors can be explored to easier the emotional mapping
process.

6 CONCLUSION

We presented a systematic exploration of the potential of shape-
changing stimuli to convey emotions to children with and with-
out visual impairment. Results show statistically significant as-
sociations between emotions and tactile stimuli. We also found
differences in these associations according to children’s visual abil-
ities. We provided qualitative data on children’ association strate-
gies, highlighting the previous daily visual experiences and haptic
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training. These results extend prior work on tactile-emotion map-
pings, particularly when using tactile soft shape-based feedback.
We also contribute with a new process to help affective computing
researchers explore emotion mapping with children, by creating a
context-driven procedure. We synthesize the findings into guide-
lines and reflections that can aid designers in creating multisensory
experiences.
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