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a single decomposition, di�erent algorithms often rely on di�er-
ent SpTTN kernels [51]. By developing algorithms and libraries
for arbitrary SpTTN kernels, we provide functionality for contrac-
tion arising (e.g., as a result of a gradient calculation, described in
Section 3) from any decomposition/network consisting of dense
tensors.

The main challenge in implementation of an SpTTN kernel is
�nding the most e�cient loop nest. In line with prior work [31],
we represent such loop nest as a tree, in which each vertex is a loop
and its descendants are the loops contained within it. In Section 4,
we show how to enumerate all loop nests (assuming fusion is done
wherever possible) for a given SpTTN. Since each loop order for any
pair of contracted tensors yields a distinct loop nest, the size of this
space grows factorially in the loop nest depth< and exponentially
in the number of tensors # . We provide a dynamic programming
algorithm to �nd a cost-optimal loop nest with substantially lower

cost, namely $ (# 3
2
<<) instead of $ ((<!)# ). We state the algo-

rithm for a general cost function that can be decomposed according
to the loop nest tree structure, then provide speci�c cost functions
to minimize bu�er size and cache misses.

The new software framework encompassing these SpTTN ker-
nels, SpTTN-Cyclops, is an extension of the CTF [57] library for
sparse/dense distributed tensor contractions. CTF provides routines
for mapping sparse or dense tensor data to multidimensional proces-
sor grids and redistributing data between any pair of grids. Given a
mathematical description of a tensor and a sets of contractions, CTF
automatically �nds a contraction path (sequence of pairs of tensors
to contract) and performs each contraction in parallel on a suitable
grid. SpTTN-Cyclops instead simultaneously contracts the sparse
tensor with all dense tensors in the tensor network, forgoing con-
struction of large (sparse) intermediate tensors required by the CTF
method. This all-at-once contraction method has been shown to be
e�cient in theory and practice for some speci�c SpTTN kernels
such as MTTKRP [3, 4, 53, 56].

The all-at-once contraction approach allows SpTTN-Cyclops
to keep the sparse tensor data in place, and rely on existing CTF
routines for communication of the other operands. Locally, each
processor must then simply execute a loop nest for a smaller SpTTN
of the same type. Our framework leverages the new SpTTN loop
nest enumeration and search algorithms to select the best choice of
loop nest, which is not possible with any previously existing library.
To achieve good performance for the innermost loops, we leverage
the Basic Linear Algebra Subroutines (BLAS) [7], whenever possible,
and incorporate this into our cost function. A similar technique
has been used in Mosaic [5], a sparse tensor algebra compiler that
demonstrates the bene�ts of binding tensor sub-expressions to
external functions of other tensor algebra libraries and compilers.

We evaluate our framework against the single node performance
of TACO and SparseLNR, and the distributed memory implemen-
tation of CTF. We also compare SpTTN-Cyclops with the state-of-
the-art specialized implementation of one of the SpTTN kernels
(SPLATT [56]). Our results demonstrate that we achieve higher per-
formance or close to SPLATT’s speci�cally tuned implementation
of one of the kernels. We outperform all three generalized frame-
works (TACO, SparseLNR, and CTF) by orders of magnitude. Across
some of the kernels, we achieve speedups in the range of 2 to 100x

when compared to these generalized frameworks. We show strong
scaling results in the distributed memory setting using tensors of
various dimensions and sparsity. We also enable the computation
of some of these kernels on larger tensor inputs for which the other
frameworks run out of memory.

2 BACKGROUND

2.1 Tensor Notation

We use calligraphic letters to denote tensors, e.g., T . An order #
tensor corresponds to an # -dimensional array. We denote elements
of tensors in parenthesis, e.g., T (8, 9, :, ;) for an order 4 tensor T .
The indices that do not appear in the output tensor are considered
to be summed (contracted). We use capitalized letters to denote the
dimensions of the respective indices. For example, the dimension
of index 8 in A(8, 9) is denoted as � .

2.2 Tensor Sparsity and Sparse Storage

We use one of the most common ways to store sparse tensors, the
Compressed Sparse Fiber (CSF) format [53]. We refer to the to-
tal number of nonzero elements of a tensor T as nnz(T ). For a
sparse tensor T with 3 dimensions of size �1, . . . , �3 , we represent
the number of non-zeroes in the :th level of the CSF tree for T
(with the �rst index being at the root) as nnz(�1 · · ·�: ) (T ). Equiv-
alently, this nonzero count may be obtained by considering the
number of nonzeros in a reduced tensor obtained by summing

away the remaining modes, i.e., nnz(�1 · · ·�: ) (T ) = nnz(S), where
S(81, . . . , 8: ) =

∑

8:+1,...,83 |T (81, . . . , 83 ) |.

2.3 Tensor Decomposition and Completion
Algorithms

Tensor decomposition [33] and completion [55] refer to the problem
of decomposing a tensor into a combination of smaller tensors and
estimating missing or incomplete values in a tensor, respectively.

The algorithms for both tensor decomposition and completion
focus on a single sparse tensor (the input dataset) and require
computations that factorize or update the tensor by contracting it
with several smaller dense tensors (representing the decomposition).
These computations, which we refer to as kernels, account for a
signi�cant percentage of the overall execution of an algorithm.
They have been the focus of high-performance implementations
and are typically available as specialized libraries [13, 28, 36, 37, 48,
56]. We list some of the kernels below and describe their existing
implementations in the Section 2.4.
1. A standard approach to compute the Canonical Polyadic (CP)
decomposition [30] of a tensor is the alternating least squares (ALS)
algorithm. Matricized-Tensor times Khatri-Rao Product (MTTKRP)
is a key kernel in computing CP-ALS and is the main bottleneck
[8, 14, 26],

A(8, 0) =
∑

9,:

T (8, 9, :) · B( 9, 0) · C(:, 0) . (1)

2. For Tucker decomposition [63], the analogous to ALS is the
higher-order orthogonal iteration (HOOI) algorithm. The primary
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Figure 1: Graphs illustrating loop nests for computing an order 3 TTMc kernel. Sparse loops are shown as dotted vertices.

1 T_c s f = CSF ( T_8 9: )
2 X = 0
3 for ( i , T_ i ) i n T_c s f :
4 for ( j , T _ i j ) i n T_i :
5 for ( k , t _ i j k ) i n T _ i j :
6 for s in range ( S ) :
7 X [ i , j , s ] += t _ i j k ∗ V [ k , s ]
8 for ( i , T_ i ) i n T_c s f :
9 for ( j , T _ i j ) i n T_i :
10 for s in range ( S ) :
11 for r in range ( R ) :
12 S [ i , r , s ] += X [ i , j , s ] ∗ U [ j

, r ]

Listing 2: TTMc kernel computed

via pairwise contractions.

1 T_c s f = CSF ( T_8 9: )
2 for ( i , T_ i ) i n T_c s f :
3 for ( j , T _ i j ) i n T_i :
4 X = 0 / / r e s e t i n t e rm e d i a t e t e n s o r
5 for ( k , T _ i j k ) i n T _ i j :
6 for s in range ( S ) :
7 X [ s ] += t _ i j k ∗ V [ k , s ]
8 for s in range ( S ) :
9 for r in range ( R ) :
10 S [ i , r , s ] += X [ s ] ∗ U [ j , r ]

Listing 3: TTMc kernel computed using the

factorize-and-fuse approach. A single loop

nest of 8, 9 is used to iterate over both the

pairwise contractions.

1 T_c s f = CSF ( T_8 9: )
2 for ( i , T_ i ) i n T_c s f :
3 for ( j , T _ i j ) i n T_i :
4 for s in range ( S ) :
5 X = 0 / / r e s e t i n t e rme d i a t e t e n s o r
6 for ( k , T _ i j k ) i n T _ i j :
7 X += t _ i j k ∗ V [ k , s ]
8 for r in range ( R ) :
9 S [ i , r , s ] += X ∗ U [ j , r ]

Listing 4: TTMc kernel computed using

the factorize-and-fuse approach. Indices

8, 9 ,B are fused.

kernel in HOOI is the tensor-times-matrix chain (TTMc) [44, 54],

S(8, A , B) =
∑

9,:

T (8, 9, :) · U( 9, A ) · V(:, B) . (2)

3. A common generic multi-tensor kernel in tensor completion is
the tensor-times-tensor-product (TTTP) [51]. TTTP generalizes
the sampled dense-dense matrix multiplication (SDDMM) kernel
[11, 43], and is also useful for CP decomposition of sparse tensors,

S(8, 9, :) =
∑

A

T (8, 9, :) · U(8, A ) · V( 9, A ) · W(:, A ). (3)

Note that S has the same sparsity pattern as that of T .
4. Tensor-Times-Tensor-chain (TTTc) kernel used in sparse tensor
train decomposition [69] to decompose a higher order sparse tensor
using �rst-order optimization methods,

Z(4, =) =
∑

8, 9,:,;,<,=,0,1,2,3

T (8, 9, :, ;,<, =) · A(8, 0) · B(0, 9, 1)

·C(1, :, 2) · D(2, ;, 3) · E(3,<, 4) . (4)

We restrict attention to sparse tensor kernels where the output is
dense or has the exact same sparsity as the sparse input tensor.
This precludes some common kernels, such as tensor times matrix
(TTM) [2] and contraction of two sparse tensors (e.g., SpGEMM
[19]), since these generally produce a sparse output.

2.4 Computation of Tensor Kernels in
Decomposition and Completion Algorithms

In this section we describe the existing approaches to compute the
kernels listed in Section 2.3.

2.4.1 Unfactorized Contraction.

To compute a kernel, we can iterate over all the indices and simul-
taneously contract all the input tensors in the innermost loop. We
refer to this approach as unfactorized. This unfactorized loop nest
has a depth equal to the number of unique indices. For example,
consider an order 3 TTMc kernel in Equation 2. The number of
operations is 3 nnz(T ) · ' · ( to leading order. In compiler driven
frameworks such as TACO [31] and COMET [62], the schedule
generated by default is unfactorized.

The unfactorized approach is optimal in cost for computing
certain kernels. For example, the MTTKRP kernel in Equation 1
can be computed using the unfactorized approach with an optimal
loop depth of 4. But this approach is asymptotically suboptimal for
many other kernels, such as the TTMc.

2.4.2 Pairwise Contraction.

A kernel can be computed with minimal asymptotic complexity
(loop depth) by contracting the input tensors pairwise. We refer
to this approach as pairwise contraction. It is typically used in li-
braries designed for dense tensor contractions, such as CTF [57],
Tensor Computation Engine (TCE) [6], and DEinsum [72]. For
example, consider the TTMc kernel in Equation 2. One way in
which the tensors can be contracted pairwise is to �rst contract
T with V , and then its result with U. Each pairwise contrac-
tion has an independent loop nest as shown in Listing 2. Both
the loop nests have a depth of 4, and the computational cost is

2 nnz(T ) · ( + 2 nnz(� � ) ·( · ' to leading order. Even though an un-
factorized approach for computing the MTTKRP kernel (Equation
1) has an optimal loop depth, up to a third of the operations can
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be eliminated by using pairwise contraction. The unfactorized ap-
proach requires 3 · nnz(T ) ·� scalar operations, while the pairwise

approach requires 2 nnz(� �  ) (T ) · � + 2 nnz(� � ) ·� operations.
For contractions involving only dense tensors, the pairwise ap-

proach can provide an optimal schedule. But for sparse tensors,
whose dimensions are often large, this approach can lead to un-
manageable memory requirements for storing dense intermediate
tensors. In practice, pairwise contraction with sparse storage of
such an intermediates has been observed to be much slower than
hand-tuned or even unfactorized implementations for SpTTN ker-
nels [51].

2.4.3 Factorize-and-Fuse.

The size of the intermediate tensors can be reduced by loop fusion.
Loop nests that share a common index can be nested together
with an outer loop that iterates over the shared index. The loop
nests that compute the pairwise contractions in Listing 2 can be
fused together as shown in Listing 3. We refer to this approach
as factorize-and-fuse. A single loop nest of 8 , 9 is used to iterate
over both the pairwise contractions and hence the indices are not
bu�ered. The computation cost remains the same as in the pairwise
case (in fact, the same set of operations is computed). The size of
the intermediate tensorX is reduced from � × � ×( to ( . Specialized
libraries for some of these kernels use a similar approach in their
hand-tuned implementations [13, 26, 28, 36, 37, 48, 54, 56].

3 SPTTN KERNELS

In Section 2.3, we listed several kernels for tensor decomposition
and completion. We now aim to de�ne these generally. To moti-
vate this de�nition, consider any tensor decomposition or comple-

tion of tensor T given by a model T̃ composed of dense tensors
A1, . . . ,A= (factors), the objective function, denoted by 5 is ex-
pressed as,

5 (A1, . . . ,A=) = ∥T − T̃ (A1, . . . ,A=)∥
2

� .

The optimization methods generally leverage all or parts of the
gradient of the residual error norm, which yields a contraction of
the sparse tensor, with subsets (all but one of the) tensors from
the decomposition. The terms involving T when computing the
gradient of 5 are cost-dominant. Similarly, when computing the
residual error (d) for tensor completion, which is often employed,
e.g., in coordinate descent methods, the terms involving the sparse

tensor are cost-dominant. d = T − Ω ∗ T̃ (�1, . . . , �=), where ∗ is
the Hadamard (pointwise product), the sparse tensor Ω represents

the set of observed entries in the input tensor T and S̃ is the output
tensor obtained by contracting Ω with a network of dense factors.

In general, we de�ne an SpTTN kernel as a contraction of a sparse
tensor with a set of dense tensors resulting in an output with a
dense representation or a sparse tensor with the same sparsity as the
sparse input tensor. Hence, in any SpTTN, a subset of the indices in
the contraction has a �xed/known sparsity pattern (associated with
the input sparse tensor), while the remaining indices iterate only
over dense tensors. We generally assume the dense tensors in the
SpTTN are fairly small (in comparison to the input sparse tensor).

3.1 Loop Nests and Loop Nest Forests

The computation of a tensor contraction generally involves loop
nests of some form. Any loop nest can be represented by an or-
dered tree or forest, each vertex of which is a loop, and its ordered
children are the loop nests contained directly in that loop. Each
leaf corresponds to a contraction term (a pair of tensors contracted
together). For example, the loop nest in Listing 2 is represented by
the tree in Figure 1a. We refer to a tree with a single leaf as a path
graph. A similar representation is used in TACO [31].

The leaves of the loop nest tree de�ne the order in which the
contraction terms are executed. We refer to this order as the con-
traction path. A contraction path for a kernel is valid if we can
obtain the output tensor by executing the contraction terms in the
order speci�ed by it.

Definition 3.1 (Contraction Path). For a contraction of # + 1

tensors, a contraction path is given by a depth-�rst postordering of a

2# +1-node binary tree) where the # +1 leaves are the input tensors,

and each internal node corresponds to the contraction of a pair of

input tensors and/or intermediates, so all non-leaf nodes have exactly

two children. We represent a contraction path by the tree ) and an

ordered collection of index set 3-tuples, ! = (!1, . . . , !# ), where each

!8 contains the indices of the tensor operands and output at each of

the # internal tree nodes.

Note that while a contraction path is de�ned above based on a
tree, this tree is di�erent tree from a loop nest tree. In a loop nest
tree, each node corresponds to a loop and each leaf is a term in
the contraction path. Hence, a node in the contraction path tree
corresponds to a leaf in the loop nest tree. Figure 5(a) shows a
contraction path tree for an order 4 TTMc kernel.
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Figure 5: An order 4 TTMc kernel S8ABC = T8 9:; ·U9A ·V:B ·W;C ,

where (a) represents the contraction path tree () ) with ! =

((8 9:;, ;C, 8 9:C), (8 9:C, :B, 8 9BC), (8 9BC, 9A, 8ABC)), and (b) shows the

path graphs corresponding to the contraction path terms,

fused to obtain a fully fused loop nest tree.

In a valid loop nest forest, all indices in a contraction term should
be loop indices on the path between the corresponding leaf and the
tree root, and the path should contain no additional or repeated
indices. We refer to this order of loop indices as the loop order of
the contraction term. For example, in Figure 5(b), the loop order
of the �rst term, T8 9:; · W;C → X8 9:C , is (8, 9, :, ;, C). If a vertex has
multiple leaves in its subtree, the loop associated with that vertex
contains all the contraction terms in that subtree.

Definition 3.2 (Loop Order). A loop order for a contraction

path (), !), ! = (!1, . . . , !# ) is de�ned by an ordered collection
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� = (�1, . . . , �# ), where each�8 is an ordered collection of the union

of the indices in the 3 index sets contained in !8 .

We say a loop nest tree is fully-fused if no vertex has two con-
secutive children that correspond to the same index. A fully-fused
loop nest and the corresponding tree is obtained by fusion of the
path graphs (loop nests) corresponding to each term in �. In Figure
5(b), the path graphs corresponding to the contraction path terms
are fused to obtain a fully-fused loop nest tree. A loop nest forest is
fully-fused if adding a dummy vertex and connecting it to all roots
in the forest yields a fully-fused loop nest tree.

3.2 Intermediate Tensors

Every contraction term except the last, writes its output to an inter-
mediate tensor (bu�er). Let the term that generates an intermediate
tensor and the term that consumes it be !G and !~ , respectively.
The indices of the intermediate tensor I!G!~ are given by

inds(I!G!~ ) = (inds(!G ) ∩ inds(!~)) \ (, (5)

where ( is the set of common ancestors of the two terms in the loop
nest graph.

3.3 Contraction Path and Loop Order

The contraction path a�ects the asymptotic complexity (loop depth)
and memory requirements (intermediate tensor sizes) of the com-
putation. For example, consider the various ways to compute the
TTMc kernel as shown in Figure 1. In one of the chosen contrac-
tions paths, tensors T andV are contracted �rst and the result is
then contracted with U. The computation has a maximum loop
depth of 4 (Figures 1a, 1b and 1c). A di�erent contraction path of
the same kernel, where tensorsU andV are contracted �rst and
then the result is contracted with T , yields a maximum loop depth
of 5 (Figure 1d).

Similarly, for a given contraction path, the ordering of vertices in
the path graphs before fusing them, a�ects the intermediate tensor
sizes and other cost metrics of interest. In the previous example of
the TTMc kernel, consider the iteration graph in Figure 1a and its
fully-fused variant in Figure 1b. Indices 8 , 9 and B are common across
the two trees in the iteration graph. We are able to fuse vertices
8 and 9 but not B (loop order in the �rst path graph is (8, 9, :, B)).
This results in an intermediate tensor of size ( in Figure 1b (see
Listing 3). But if the loop order in the �rst path graph is (8, 9, B, :),
we can fuse vertices 8 , 9 and B in the iteration graph and obtain
a fully-fused loop nest tree with an intermediate tensor of size 1
(scalar) (see Figure 1c and its corresponding loop nest in Listing 4).
In the next section, we seek to �nd cost-optimal loop nests for a
given SpTTN kernel, where the cost is de�ned by a cost model, for
example, the intermediate tensor size.

4 FINDING OPTIMAL SPTTN KERNELS

To determine an e�cient loop nest for an SpTTN kernel, we �rst
present an approach to enumerate fully-fused trees and later present
e�cient algorithms to �nd an optimal tree for simple cost metrics.

4.1 Enumeration of Loop Nests

We seek to �nd cost-optimal loop nests for a given SpTTN kernel
by enumerating only fully-fused loop nest forests and restrict our

attention to dense multidimensional bu�ers (intermediate tensors).
We decouple the enumeration into two steps: (1) enumeration of
valid contraction paths for a given set of tensors and (2) enumer-
ation of loop orders in the path graphs for a given contraction
path.

4.1.1 Enumeration of Contraction Paths.

Let the number of input tensors in the SpTTN be =. To enumerate
contraction paths, we employ a function to pick and contract all
combinations of two tensors from the list of input tensors. We
then recurse over a new list constructed by replacing each pair of
contracted tensors with the contraction output. This approach has
been studied in the context of �nding an optimal contraction path
for dense tensor networks [47]. The cost can be analyzed by the
recurrence relation,) (=) =

(=
2

)

·) (= − 1) and) (2) = 1 (when there
are two tensors to contract). The number of valid contraction paths

for = tensors is $
(

(=!)2

=·2=

)

.

In [24], dynamic programming is used to �nd the cost-optimal
contraction path (tree) given a �xed order of dense tensors to be
contracted. This approach is analogous and complementary to our
work of �nding a cost-optimal loop nest tree for a given contraction
path, which we present in Section 4.2.

4.1.2 Enumeration of Loop Orders for a Given Contraction Path.

For a given contraction path, we construct a path graph for each
term by picking a loop order for that term. The path graphs are
then fused to obtain a fully fused loop nest tree. Each choice of loop
order yields a di�erent fused loop nest.

Let the set of indices in the 8th term be �8 . The set of indices in
the SpTTN is given by � =

⋃=−1
8=1 �8 . We do an exhaustive search by

enumerating all loop orders independently for each path graph and
then considering all possible combinations of these orders. Since
we do not allow any repeated indices in our path graphs, the loop
nests generated in such an enumeration are unique and span all the
possible loop nests for a given contraction path. The cardinality of
this exhaustive search is given by

∏=−1
8=1 |�8 |!. We later restrict the

search to only those loop orders that are consistent with the order
of the indices of the sparse tensor, so if a term involves : sparse
indices, the number of possible orders for the term is only |�8 |!/:!.

4.1.3 Upper Bound on Loop Nests.

For a given SpTTN, the number of loop nests we enumerate has
an upper bound given by the product of the number of contraction
paths and the number of loop orders for a given contraction path, i.e.,

$
(

(=!)2 ·
∏=−1

8=1 |�8 |!
=·2=

)

. In the following section, we present a dynamic

programming algorithm to prune the search space for loop order
enumeration.

4.2 Algorithm to Find Cost-Optimal Loop Nests

Enumeration enables autotuning, but for analytic metrics of per-
formance such as bu�er size, more e�cient search schemes are
possible. Di�erent contraction paths yield di�erent fully-fused loop
nests, hence we focus our attention to enumeration and search
of loop nests for a particular contraction path. In TCE [20, 35],
dynamic programming is used to �nd the cost-optimal loop nest
for dense tensor contractions, with one of the cost metrics being
the intermediate tensor size. Our e�cient search algorithm also
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employs dynamic programming, after decoupling order of terms
from the tree structure. Given a �xed contraction path order (or a
subsequence of the terms, which de�nes a subproblem), we seek to
�nd a loop nest tree that minimizes a chosen cost metric.

We introduce a peeling primitive for fully fused loop nests to
formally de�ne the tree structure. Peeling a fully fused loop nest
removes the �rst outermost loop nest. In a fully-fused loop nest,
the outermost loop should iterate over an index that appears in the
�rst contraction, and include within it all subsequent contractions
in the contraction path order until one does not include the index.

Definition 4.1 (Peeling of Loop Order). Given loop order

� = (�1, . . . , �# ), choose A ∈ {1, . . . , # } to be the largest such that

�1 [1] = �2 [1] = · · · = �A [1]. Peeling � yields two loop orders

�(1) = (�1 [2 : ], . . . , �A [2 : ]) and �(2) = (�A+1, . . . , �# ) (where

�G [2 : ] denotes the subsequence of all elements in �G except the �rst

element and is omitted if �G has size 1).

The loop nest tree or forest can then be constructed from the rep-
resentation � = (�1, . . . , �# ) by peeling � iteratively and adding
vertices for the two resulting loop orders (if not empty).

Definition 4.2 (Fully-fused Loop Nest Forest). Given an loop

order � = (�1, . . . , �=), the corresponding fully-fused loop nest forest

F (�) = (+ , �) is constructed as follows. Initialize + as one vertex

corresponding to loop index �1 [1], then apply peeling iteratively. At

each peeling step, add vertices to+ for�(1) and�(2) (unless they are

zero-sized) connecting �(1) to the vertex representing � and �(2) to

its parent (if any).

To work with analyzing loop nest forests, it also helps to think
about the e�ect of peeling the loop order on the loop nest tree
associated with the loop order.

Definition 4.3 (Peeling of Fully-fused Loop Nest Tree).

Given a loop nest loop order � for contraction path (), !) and the

corresponding fully-fused loop nest tree F (�) = (+ , �), peeling re-

moves the root vertex (index A ) of the tree. If the root has : children,

the resulting independent subtrees are associated with loop orders

� (1) , . . . , � (: ) , each of which computes a contraction path for distinct

subsets of terms ! (1) , . . . , ! (: ) ⊆ !̂, where !̂ is de�ned by removing

the index A from all index sets in !. The contraction path tree for the

8th loop order, ) (8 ) , is given by removing all vertices from ) except

those corresponding to terms computed in ! (8 ) and their children

(inputs).

4.2.1 General Cost Function.

In general, the execution time of a particular fully-fused loop nest
treemay depend on architecture or data sparsity in ways that are im-
practical to fully model and require enumeration and execution. On
the other hand, for a simple cost function, e.g., computational cost1

or intermediate bu�er size, the search space can be explored more
systematically and e�ciently. However, more sophisticated cost
functions, which take into account metrics such as cache-e�ciency
or parallelizability are also of clear interest. We now de�ne a class of
functions which we can optimize e�ciently, requiring separability
of cost according to the structure of the loop nest tree.

1Since the same contraction path is being considered, all fully-fused loop nest trees
have the same asymptotic complexity in tensor size, but order and fusion have an
a�ect on lower-order cost terms.

Definition 4.4 (Tree-separable Cost Function). Consider a

loop nest order � for a contraction path (), !). Let � (1) , . . . , � (: )

be the loop nest orders for subtrees obtained after peeling root A of

tree F (�) and () (8 ) , ! (8 ) ) be the corresponding contraction path for

each � (8 ) . A cost function 5i,⊕ for this loop nest is tree-separable if it

satis�es,

5i,⊕ (), !,�) = i),!,A

(

5i,⊕ ()
(1) , ! (1) , � (1) ) ⊕ · · · ⊕

5i,⊕ ()
(: ) , ! (: ) , � (: ) )

)

,

where i),!,A : '+ → '+ is nondecreasing and ⊕ is an associative

semigroup operator on '+ that is nondecreasing in both variables. If

F (�) is a forest, 5i,⊕ (), !,�) is given by combining the costs of the

independent trees with ⊕.

This de�nition is quite general as i is parameterized by the con-
traction path, and so could be de�ned at each loop level with full
information of the indices/terms involved in the nested loops it
contains. At the same time, we observe that 5 can be evaluated
on � recursively, as i does not depend on all of �, but only the
contraction path and the root vertex of F (�). We could also al-
low the same parameterization for ⊕ without overhead in search
complexity, but do not do so for simplicity and due to lack of need.

4.2.2 Maximum Bu�er Size.

We now provide a tree-separable cost function to compute the
maximum dimension of the intermediate tensors/bu�ers produced
in the execution of a fully fused loop nest. We interchangeably use
the terms intermediate tensor and bu�er.

Definition 4.5 (Cost Function for Maximum Buffer Dimen-

sion). Consider a fully fused loop nest tree F (�) for loop order �

with contraction path (), !), where ) = (+ , �). Let � (1) , . . . , � (: )

be the loop nest orders for subtrees obtained after peeling F (�) and

() (8 ) , ! (8 ) ) be the corresponding contraction path for each � (8 ) . Let

/ ⊆ � be the set of edges in the contraction path (oriented towards the

root) connecting a node that corresponds to a term !D ∈ �
(8 ) to an-

other, !E ∈ �
( 9 ) with 8 ≠ 9 . The maximum bu�er dimension used in

the fully fused loop nest is given by 5i,max (), !,�) where 5i,max is a

tree-separable cost function de�ned as i),!,A (G) = max(d (), !, A ), G),

with d (), !, A ) = max(!D ,!E ) ∈/,!D=( 1, 2, 3 ) | 3 |.

The above function is tree-separable since i),!,A andmax satisfy
the properties in De�nition 4.4 and because / (and consequently i)
depends only on ) , !, A and not on the rest of �. This metric accu-
rately computes the maximum bu�er dimension passed through the
root loop nest (d (), !)), since the size of any bu�er used in the fully
fused loop nest tree is determined by the indices not yet iterated
over (Equation 5), namely those in  3. Further, since ⊕ is a max
operator, the maximum bu�er dimension needed within any inner
loops is also considered by 5 in a recursive manner. This model
can be modi�ed to account for bu�er size instead of dimension, by
changing A (�) to be the product of the dimensions of the indices
in  3.

4.2.3 Total Number of Cache Misses.

To compute cost as the total number of cache misses for a given con-
traction path, we consider a simple cache model where the cache

can hold # subtensors of size �� , where � is the tensor dimension
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size and # < � . For example, if � = 1 and if the same column or
row of a matrix is accessed consecutively, we assume the column
or row is kept in cache. We then model the number of cache misses
incurred within each loop, by taking into any misses in contained
(inner) loops and counting the number of tensors (inputs and out-
puts/intermediates computed) that are indexed by the loop index
of this loop and still have at least � other indices that need to be

iterated over. For each such tensor, at least �� distinct data from
this tensor is loaded in each iteration of the loop, which incurs 1
cache miss. Note that each cache miss in this model is associated
with moving �� tensor data between memory and cache.

Definition 4.6 (Cost Function for Total Number of Cache

Misses). Consider a fully fused loop nest tree F (�) for loop order �

with contraction path (), !). Given a cache of size �� , the number of

cache misses is modeled by 5i,+ (), !,�), where 5i,+ is a tree-separable

cost function de�ned using i),!,A (G) = � (A ) (g (), !, A ) + G), where

� (A ) is the dimension of the root index A and

g (), !, A ) =| ( |,

( ={E : E ∈ (E1, E2, E3) = !D ,∀!D ∈ !,

s.t. A ∈ E and |E | > �}.

Again, it is easy to check that the de�ned cost function is tree-
separable by properties ofi),!,A and +. The cost function accurately
captures the proposed cache miss model by multiplying the number
of cache misses incurred in any loop iteration or its sub-loops by the
number of loop iterations. This model can be extended to consider
other cache sizes, sparsity, multiple levels of cache, and cache line
size.

Algorithm 1 provides a fast search algorithm to �nd a cost opti-
mal order for tree-separable cost functions. In the pseudocode of
the algorithm, for brevity, we use notation such as ) \ !1 to denote
the tree obtained by removing the vertex in the contraction tree
) associated with the contraction term !1. We also use [G,. ] to
describe an item or list G being prepended to list . .

We now provide a proof of correctness and show how the sub-
problems of Algorithm 1 can be memoized to reduce its complexity.
For both, it is helpful to enumerate the subproblems (calls to func-
tion ORDER) in terms of

(1) the subsequence of terms included in the subproblem (size
of ) and !),

(2) the set of indices excluded from the terms (already iterated
over), we refer to this set as ( .

We use induction on the size of these subproblems to prove correct-
ness.

Theorem 4.7 (Proof of Correctness of Algorithm 1). Con-

sider a contraction path (), !) and a tree-separable cost function 5

speci�ed by i),! and ⊕. ORDER(), !, i),!,A ) (Algorithm 1) returns

two loop orders, � and �, for (), !), so that � has minimal cost

(5i,⊕ (), !,�)) among all loop orders for (), !) and � has minimal

cost among all loop orders for (), !) that yield a loop nest tree F (�)

with a di�erent root than F (�).

Proof. We prove the theorem statement by induction on the
size of !. If there are no indices/terms remaining (! = ∅), only
the null order is valid. By inductive hypothesis, we assume the

Algorithm 1 Algorithm to �nd cost-optimal loop order for terms
in a given contraction path

Global Input: Loop nest cost function 5 specified for

contraction path (), !) via parameterized scalar function

i and binary operator ⊕.

Input: A contraction path (), !), with ! = (!1, . . . , !# ), where

each !8 is a 3-tuple of index sets and ) is a binary

contraction tree.

Output: Two loop orders, � and �, for (), !), so that �

has minimal cost (5i,⊕ (), !,�)) among all loop orders for

(), !) and � has minimal cost among all loop orders for

(), !) that yield a loop nest tree F(�) with a different

root than F(�).

1: procedure ORDER(), !)

2: X� ←∞; X� ←∞; �← ∅; � ← ∅

3: if ! = ∅ then

4: return (∅, ∅)

5: if ![1] = ∅ then

6: return ORDER() \ !1, ! \ !1, i) \!1,!\!1)

7: (D, E, F ) = !1
8: for @ ∈ D ∪ E ∪ F do

9: X� ←∞; � ← ∅

10: : ← max
:∈1,...,# , s.t. @∈!1,· · · ,@∈!:

:

11: for B ← 1 to : do

12: Let () (- ) , ! (- ) ) be the contraction path

restricted to the terms !1, . . . , !B with index @

removed.

13: Let () (. ) , ! (. ) ) be the contraction path restricted

to the terms !B+1, . . . , !# .

14: (�(- ) ,★) ← ORDER() (- ) , ! (- ) )

15: (�̄(. ) , �̄ (. ) ) ← ORDER() (. ) , ! (. ) )

16: ⊲ If . tree has @ as root index, the resulting

tree would be treated as not fully fused, so

take second best tree.

17: if �̄
(. )
1
[1] = @ then

18: �(. ) ← �̄ (. )

19: else

20: �(. ) ← �̄(. )

21: ⊲ Compute cost of loop order.

22: X ← i) ,!,@

(

5i,⊕ ()
(- ) , ! (- ) , �(- ) )

)

⊕

5i,⊕ ()
(. ) , ! (. ) , �(. ) )

23: ⊲ Update lowest cost loop orders

24: if X < X� then

25: � ← [[@,�
(- )
1
], . . . [@,�

(- )
B ], �(. ) ]

26: X� ← X

27: if X� < X� then

28: X� ← X�; � ← �; X� ← X�; �← �

29: else if X� < X� then

30: X� ← X�; � ← �

31: return (�, �)

theorem statement holds for any subsequence of terms in ! and the
associated part of ) with any subset of indices removed from all
terms in ! (the set of indices already iterated over contains (). If
the theorem statement does not hold, there must exist some order
�′ for (), !) with 5i,⊕ (), !,�

′) < 5i,⊕ (), !,�). Let A be the root

of the �rst tree in F (�′), � (1) be the �rst tree in the forest F (�′),

and � (2) be the remainder of the forest, with and () (1) , ! (1) ) and

() (2) , ! (2) ) being the associated contraction paths. Since 5i,⊕ is
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separable, we have that

5i,⊕ (), !,�
′) =i),!,A (5i,⊕ ()

(1) , ! (1) , � (1) ))

⊕ 5i,⊕ ()
(2) , ! (2) , � (2) ) .

Since () (1) , ! (1) ) and () (2) , ! (2) ) are contained and smaller (as
de�ned in our inductive hypothesis) than (), !), Algorithm 1, when
considering root vertex A , would return the minimal cost loop order
for both subproblems. Further, the cost of �′ would be computed
correctly on line 22 of the Algorithm. Since the algorithm instead
found � to have a lower cost, we have derived a contradiction.
Given optimality of �, its trivial to check that the given optimality
condition for � is maintained. □

We now consider the execution cost of Algorithm 1, with the cost
of each subproblem memoized. For # ordered terms and< total

indices, there are $ ((<!)# ) loop orders (loop nests). Algorithm 1
needs to consider all subsequences of the # terms and all subsets
of the< indices, yielding$ (# 2

2
<) subproblems. Each subproblem

considers all choices of root index and pre�xes of terms that contain
that index to iterate over. Thus the cost per subproblem is $ (<# )
and the overall complexity of the algorithm is $ (# 3

2
<<).

5 SPTTN-CYCLOPS FRAMEWORK

We build a runtime framework for SpTTN kernels, which searches
for cost-optimal loop nests using the methodology/algorithm intro-
duced in Section 4 and executes the resulting loop nests. Speci�cally,
the framework �rst considers all contraction paths with optimal
asymptotic complexity. For each contraction path, we restrict loop
orders to those in which the indices of the sparse tensor are iterated
over in the order in which they are stored in the CSF tree. We select
the minimum cost loop nest among these using Algorithm 1. If the
framework cannot �nd a loop nest that �ts within the constraints
set by the cost model, it iterates over the contraction paths with
suboptimal asymptotic complexity until it �nds a loop nest that
adheres to the constraints. While the framework may use di�erent
cost functions and employ autotuning, in the experiments, we use
a tree-decomposable cost metric that selects the loop nest with the
maximum number of independent dense loops with bounded bu�er
dimension. This choice is made to use BLAS kernels as much as
possible while maintaining a bounded amount of storage.

5.1 Algorithm to Generate and Execute Loop
Nests

Given a fully fused loop nest tree, in Algorithm 2 we present a run-
time algorithm to generate loop nests and execute the contractions.
We represent the tree with a sequence of terms (leaves) and a list
per term representing the loop order (vertices). This representation
is su�cient for the algorithm to infer the structure of a fully fused
loop nest tree. We use Algorithm 2 in two stages. In the �rst stage,
we preprocess the fully fused loop nest tree and add hooks to (1)
generate nested loops for the dense indices using metaprogram-
ming, (2) identify independent dense loops that can be o�oaded to
BLAS like kernels. We also allocate memory for the intermediate
tensors in this stage. In the second stage, we compute the kernel
by executing the preprocessed fully fused loop nest tree. We check
for hooks in Line 2 and o�oad the computation accordingly.

Algorithm 2 Algorithm to generate loop nests

Input: Sequence of terms that represent the

contraction path. Each term is a set of three

tensors, inp1, inp2 and op.

Input: Depth initially set to 0.

Output: Loop nest to compute the given kernel.

1: procedure LOOP_NEST(sequence_of_terms,

depth)

2: if depth = |sequence_of_terms[0] .idx_order| then

3: C ← sequence_of_terms[0]

4: contract(C .inp1, C .inp2, C .op)

5: idx← sequence_of_terms[0] .idx_order[depth]

6: buf_terms← ∅

7: for 2 ∈ sequence_of_terms do

8: if idx = 2.idx_order[depth] then

9: buf_terms← buf_terms ∪ 2

10: else

11: if |buf_terms| ≥ 1 then

12: for 8 ← 1, |buf_terms| do

13: 1 ← buf_terms[8]

14: reset← True

15: for 9 ← 8 + 1, buf_terms do

16: if 1.op = buf_terms[ 9] .inp1 or

1.op = buf_terms[ 9] .inp2 then

17: reset← False

18: if reset = True then

19: 1.op← 0

20: ⊲ generate a loop for idx

21: LOOP_NEST(buf_terms, depth + 1)

22: buf_terms← ∅

23: idx← 2.idx_order[depth]

24: if |buf_terms| ≥ 1 then

25: ⊲ generate a loop for idx

26: LOOP_NEST(buf_terms, depth + 1)

5.2 Data Distribution

We leverage CTF’s [57] data distribution strategy, which uses a
cyclic data layout on multidimensional processor grids to achieve
load balance and scalability for sparse tensor computations. We
continue to hold the main sparse tensor in the same layout for
the entire duration of the execution. Each dimension of the tensor
is distributed across the processor grid in a cyclic fashion. We
redistribute the dense tensors, including the output tensor (if it
is dense), along the dimensions it shares with the sparse tensor.
Let {81, . . . , 8A } be the indices of a dense tensor D with dimensions
�1 × . . . × �A . Assume a single index of D, 8: , is shared with the
sparse tensor. Let the processor grid be %1× . . .×%= and assume 8: is
mapped to % 9 . Then, � is partially replicated so that all processors
@1, . . . , @ 9 with a �xed index @ 9 own all elements of D, or which
8: ≡ @ 9 mod % 9 . Note that in tensor decomposition and completion
algorithms these replicated dimensions are often relatively small.
Each processor can now perform local kernel computation without
any further data exchange. After the computation we reduce the
output tensor and redistribute it to its original mapping on the
processor grid.
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1 T_c s f = CSF ( T_8 9:; )
2 for ( i , T_ i ) i n T_c s f :
3 for ( j , T _ i j ) i n T_i :
4 Y = 0 / / r e s e t i n t e rm e d i a t e t e n s o r
5 for ( k , T _ i j k ) i n T _ i j :
6 X = 0 / / r e s e t i n t e rme d i a t e t e n s o r
7 for l i n T_ i j k :
8 xAXPY ( T , t _ i j k l , W [ l , : ] , 1 , X , 1 )
9 xGER ( T , S , 1 , X , 1 , V [ k , : ] , 1 , Y , T ) }
10 for r in range ( R ) : / / dense loop
11 xAXPY ( ( S ∗ T ) , Y , U [ j , r ] , 1 , S [ i , r , : , : ] , 1 )

Figure 6: Loop nest for an order 4 TTMc kernel. Loop A of contraction 3 is not via recursion but is generated as a loop by

metaprogramming. Contractions 1 and 3 are o�loaded to BLAS-1, and contraction 2 is o�loaded to a BLAS-2 kernel.

5.3 Example SpTTN Execution

In Figure 6, we show a fully fused loop nest for the order 4 TTMc
kernel, S(8, A , B, C) =

∑

9,:,; T (8, 9, :, ;) · U( 9, A ) · V(:, B) · W(;, C).

6 RELATEDWORK

General tensor algebra compilers: TACO [31] and COMET [62]
consist of Domain Speci�c Language (DSL) compilers to generate
kernels for both sparse and dense tensors. The default schedules
of these frameworks are unfactorized and can be suboptimal for
SpTTN kernels.

SparseLNR [16] and ReACT [71] extend TACO and COMET, re-
spectively, with kernel distribution/fusion to support the factorize-
and-fuse approach. The contraction path and loop orders for these
loop nests are user-speci�ed. Our main contribution is in fully
enumerating the space of loop nests and �nding a cost-optimal
schedule automatically. Furthermore, in our evaluation (in Section
7), we show that SpTTN-Cyclops outperforms SparseLNR by orders
of magnitude. For example, across various input tensors considered,
SpTTN-Cyclops outperforms SparseLNR by 1.3x to 3.4x and 4x to
110.5x on MTTKRP and TTMc kernels, respectively.
Auto-scheduler: Tensor Contraction Engine (TCE) [6] automat-
ically generates sequence of tensor contractions that minimize
intermediate tensor sizes. It primarily focuses on dense tensor oper-
ations that are common in quantum chemistry computations. The
dynamic programming approach in TCE [20, 35] adopts a bottom-
up approach i.e., to �nd an optimal loop structure, the subtrees of
the loop nest tree are evaluated �rst and memoized. Subsequently,
at the root node, various loop structures including the possibility of
fusing the subtrees are evaluated to pick the optimal loop structure.
Furthermore, in TCE, the tree is partitioned into sub-problems by
identifying a set of cut-points. There can be multiple cut-points at
a given level. In SpTTN-Cyclops, at any given iteration, we split
the problem into two sub-problems, i.e., only the �rst cut-point is
considered, and the cost of the sub-problems is memoized. So a
subproblem is a choice for the root index and pre�xes of terms that
contain that index to iterate over. This approach of SpTTN-Cyclops
reduces the cost (for �nding an optimal loop nest) when compared
to choosing an index for each subtree at a given level and translates
into better search complexity.

Protocolized Concrete Index Notation (CIN-P) [1], proposes an
automated scheduler that enumerates every schedule of minimum
depth and relies on the kernel being small. CIN-P focuses solely on
asymptotic costs and CIN-P for TACO discards schedules involving

intermediate tensors of more than one dimension. SpTTN-Cyclops
on the other hand tunes over both contraction path and loop order-
ings. WACO [64] co-optimizes the format and schedule of sparse
tensor kernels using a sparse convolutional neural network tomodel
and predict the runtime performance based on the sparsity patterns,
formats, and schedules. SparseAuto [15] prunes the search space of
schedules for sparse tensor contractions based on both time and
intermediate tensor memory requirements. It uses Satis�ability
Module Theory (SMT) solvers to pick the smallest number of pos-
sible schedules based on user-de�ned constraints. In CoNST [50],
the authors use a constraint-based approach with a Z3 SMT solver
to optimize schedules for sparse tensor contractions.

Inspector-executor models incorporated in the compiler
transformation frameworks such as Sparse Polyhedral Framework
(SPF) [60, 61] enable optimization of sparse computations. In [70],
the authors extend SPF to generate optimized sparse tensor codes.
They focus on kernels that handle multiple sparse tensors and not
SpTTN kernels.
General distributed-memory frameworks: DISTAL [66]
extends TACO to target distributed systems. SpDISTAL [67] adopts
single-node transformations of TACO and extends DISTAL with
new constructs for describing distributions of sparse tensors.
SpDISTAL inherits the limitations of TACO in terms of �nding an
optimal code path for SpTTN kernels. Also, our framework provides
automatic distributed memory parallelization without any user
intervention. Deinsum [72] provides automatic distributed-memory
parallelization of operations on dense tensors. TiledArray [9, 10] is
a distributed-memory framework for block-sparse tensors.
Specialized library implementation for SpTTN ker-

nels: SPLATT [56] provides an optimized implementation of
MTTKRP on shared and distributed memory systems. GigaTensor
[26] implements MTTKRP as a series of Hadamard products and
uses the MapReduce paradigm. A parallel algorithm for TTMc
which leverages multiple CSF representations is proposed in [54].
Parallel Tensor Infrastructure (ParTI!) [37] is a library for sparse
tensor operations (including MTTKRP) and tensor decompositions
on multicore CPU and GPU architectures. In [39], as part of ParTI!,
the authors propose techniques to reorder the sparse tensor to
improve the performance of MTTKRP.

7 EVALUATION

All results are collected on the Stampede2 supercomputer. Each
node has an Intel Xeon Phi 7250 CPU (“Knights Landing”) with
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