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Massively parallel reporter assays (MPRAs) are powerful
tools for quantifying the impacts of sequence variation
on gene expression. Reading out molecular phenotypes
with sequencing enables interrogating the impact of se-
quence variation beyond genome scale. Machine learning
models integrate and codify information learned from
MPRAs and enable generalization by predicting sequenc-
es outside the training data set. Models can provide a
quantitative understanding of cis-regulatory codes con-
trolling gene expression, enable variant stratification,
and guide the design of synthetic regulatory elements
for applications from synthetic biology to mRNA and
gene therapy. This review focuses on cis-regulatory
MPRAs, particularly those that interrogate cotranscrip-
tional and post-transcriptional processes: alternative
splicing, cleavage and polyadenylation, translation, and
mRNA decay.

Introduction and historical perspective

A key challenge in the postgenomic era is understanding
the relationship between genomic sequence and biologi-
cal function. In particular, a thorough understanding of
how cis-regulatory codes govern protein production is
critical to linking genetic variation to gene expression
changes or designing synthetic regulatory elements for ap-
plications from mRNA therapy to synthetic biology. Al-
though significant progress has been made constructing
these sequence-to-function links, many challenges re-
main. Gene expression is a multistep process, and cis-reg-
ulatory information controlling it is densely encoded,
making it difficult to disentangle regulatory codes con-
trolling different processes. Simultaneously, regulatory
information controlling a process is often spread across
multiple coding and noncoding regions.Moreover, the hu-
man genome contains a finite number of genes to learn

cis-regulatory codes from. Although human population
genetic variation can provide additional data, there is a
high degree of sequence similarity between individuals,
severely limiting sequence representation (Starita et al.
2017).
Massively parallel reporter assays (MPRAs) are a power-

ful approach for studying gene regulation, overcoming
some of the limitations above (Kinney and McCandlish
2019; Trauernicht et al. 2020; Gallego Romero and Lea
2023). In an MPRA, the activity of a biological process of
interest is monitored based on reporter expression. A
high degree of sequence variation is introduced into this
reporter to generate a reporter library. Libraries are deliv-
ered into cell extracts, cells, or animals where reporter ex-
pression results in a molecular phenotype. Finally, the
reporters and their associated molecular phenotypes are
quantified by high-throughput sequencing.
The two defining features of an MPRA are that (1) se-

quence variation is targeted to a region/regions within a
reporter gene (e.g., a UTR, intron, or exon) or close to it
on the same plasmid or vector (e.g., an enhancer), whereas
other features of the reporter construct remain fixed, and
(2) the molecular phenotype of interest is read out by se-
quencing, often using the abundance of a separately en-
coded barcode as a proxy. Limiting variation to one part
of the gene makes it possible to isolate that region’s con-
tribution to the process of interest. The parallelism of
modern sequencing technologies enables screening of
thousands to millions of reporter variants in a single ex-
periment, potentially exceeding the degree of variation
found in the genome.
The concepts underlying MPRAs can be traced back

to in vitro mutagenesis and selection studies where pools
of partially randomized DNA or RNA molecules were
synthesized in vitro and subjected to selection based
on ligand binding or in vitro biochemical activities (Oli-
phant and Struhl 1989; Ellington and Szostak 1990;
Tuerk andGold 1990). Given the sequencing capacity lim-
itations of the Sanger sequencing era, it was necessary
to select a small number of “winners” for sequencing[Keywords: gene regulation;machine learning; massively parallel reporter

assays]
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through multiple rounds of amplification and selec-
tion (Ellington and Szostak 1990; Tuerk and Gold 1990).
The concept of coupling mutagenesis with selection was
later adapted to in-cell reporter assays and found even
broader applications (Chen and Chasin 1993; Wang et al.
2004). These methods have significantly contributed to
characterizing protein–DNA/RNA binding specificities
and identifying regulatory DNA/RNA cis-regulatory ele-
ments (CREs).

The advent of next-generation sequencing technology
unleashed the potential of functional library screening
andmadeMPRAs possible. Early assays targeted sequence
variation to promoters (Patwardhan et al. 2009; Kinney
et al. 2010; Kwasnieski et al. 2012; Sharon et al. 2012;
Mogno et al. 2013; Van Arensbergen et al. 2017), enhanc-
ers (Melnikov et al. 2012; Patwardhan et al. 2012; Arnold
et al. 2013; Kheradpour et al. 2013), and exons (Ke et al.
2011), aiming to map the influence of cis-regulatory se-
quences on transcription and cassette exon inclusion.
Soon after, MPRAs were adapted to characterize variation
in protein-coding sequences (Kosuri et al. 2013), 5′ UTRs
(Dvir et al. 2013; Noderer et al. 2014; Cuperus et al.
2017; Cambray et al. 2018), and 3′ UTRs (Fig. 1A; Oikono-
mou et al. 2014; Zhao et al. 2014). Foreshadowing the
broad applicability of MPRAs but also the requirement
for systems compatible with efficient delivery of large li-
braries, early experiments were performed in cell-free set-
tings (Patwardhan et al. 2009), the bacterium Escherichia
coli (Kinney et al. 2010; Kosuri et al. 2013), the yeast Sac-
charomyces cerevisiae (Sharon et al. 2012; Dvir et al.
2013), human cell lines (Melnikov et al. 2012; Oikonomou
et al. 2014; Zhao et al. 2014), and mouse retina (White

et al. 2013) and through tail vein injection in mice (Fig.
1B; Patwardhan et al. 2012).

MPRA data, with their scale and ability to evenly cover
a sequence space of interest, are highly suited for training
machine learning models. Breakthroughs in artificial in-
telligence (AI) and machine learning (ML) applied to natu-
ral language processing or image recognition showed that
increasing the size and quality of training data sets is as
vital to improving performance as model architecture
(Hoffmann et al. 2022).MPRAdata can similarly drive im-
provements in the quality of sequence-to-functionmodels
in genomics. Machine learning models are powerful tools
for learning relationships in the data, allowing generaliza-
tion beyond sequences characterized in the MPRAs. Even
earlyMPRA publications were sometimes specifically de-
signed to facilitate modeling efforts, highlighting the op-
portunity that such data sets provide for model training
but also underscoring that large-scale data sets can be un-
wieldy to understand without a quantitative model (Kin-
ney et al. 2010; Dvir et al. 2013; Mogno et al. 2013;
Rosenberg et al. 2015). In practice, models and experi-
ments progressed from focusing on individual regulatory
elements (Kinney et al. 2010; Melnikov et al. 2012; Pat-
wardhan et al. 2012; Mogno et al. 2013; Noderer et al.
2014) to classical machine learning (Dvir et al. 2013; Ro-
senberg et al. 2015) and then neural network models
(Cuperus et al. 2017; Paggi et al. 2017; Bogard et al.
2019; Movva et al. 2019; Sample et al. 2019; Vainberg
Slutskin et al. 2019), aiming to capture generalizable cis-
regulatory codes.

Here, we review MPRA studies investigating pre-
mRNA processing, mRNA stability, and translation (Fig.

A B C

Figure 1. MPRA formats: sequence variants. (A) Targeting sequence variation to a specific part of a reporter gene makes it possible to
comprehensively map the relationship between sequence variation and molecular phenotype. In this review, we focus on MPRAs de-
signed to characterize the impact of variation in the 5′ and 3′ UTR sequences on stability and translation. Moreover, we discuss the
MPRAs aimed at understanding the cis-regulatory codes controlling alternative splicing and polyadenylation. We only tangentially dis-
cuss enhancer or promoter MPRAs or assays focused on measuring variant impact on protein function and folding. (B) MPRAs are being
performed in awide variety of settings, but amajority of thework discussed here has been performedwith human cell lines and, to a lesser
extent, yeast cells. However, we also highlight work with primary cells and model organisms but cannot cover the field of bacterial
MPRAs. (C ) Sequence variation tested in MPRAs can come from a range of sources including random sequences, genomic common
and variant sequences, or sequences that were designed manually or using design algorithms.
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1A). We explain workflows developed in each context and
discussmajor experiments and results.We less comprehen-
sively review enhancer and promoter MPRAs or those
aimed at characterizing CDS variants that influence pro-
tein folding, stability, and interactions, given thatmany ex-
cellent reviews are available for these topics (Kinney and
McCandlish 2019; Trauernicht et al. 2020;GallegoRomero
and Lea 2023). Still, we highlight innovations such as sin-
gle-cell MPRAs, in vivo MPRAs, or MPRAs for studying
position effects introduced for enhancer and promoter anal-
ysis that provide a blueprint for similar experiments char-
acterizing other processes. We concentrate on MPRAs
exploring highly diverse sequence spaces rather than those
performing saturation mutagenesis in a few gene contexts.
Our focus is on MPRAs exploring human gene regulation,
and we emphasize the utility of MPRA data sets for train-
ing ML models. We provide a detailed discussion of the
practical applications and potential medical relevance of
approaches that combine MPRAs and ML. In particular,
we discuss the utility of suchmethods for variant stratifica-
tion through variant impact measurement and prediction.
We then argue that combiningmodels and sequence design
algorithms provides a powerful framework for generating
synthetic sequences with the potential to improve the per-
formance of mRNA and gene therapies.

Principles and methodology of MPRA design

This section describes key elements and underlying prin-
ciples in designing anMPRA study. Herewe use extensive
examples to illustrate how these principles are imple-
mented in different contexts.

Designing sequence variants

MPRAs can be broadly categorized by the type of se-
quence variation tested,with the two extremes being fully
random sequences and genomic sequence fragments. Var-
iation can also be generated by random or saturation mu-
tagenesis of natural sequences, by testing specific genetic
variants occurring in the human population, or by design-
ing synthetic sequences (Fig. 1C). Many MPRAs, includ-
ing some referenced in this section, do not neatly fall
into one category or the other but instead test multiple
types of sequences, such as a library of genome-derived
fragments togetherwith performing saturationmutagene-
sis for a subset of the tested sequences.
Completely random sequences are often used, provid-

ing a large-scale and unbiased interrogation of the se-
quence space (Ke et al. 2011; Noderer et al. 2014;
Rosenberg et al. 2015; De Boer and Taipale 2024). Con-
struction costs for random sequence libraries are low,
with sequencing cost becoming the main limitation. Ex-
periments routinely test millions of reporters (Rosenberg
et al. 2015; Bogard et al. 2019; De Boer et al. 2020). Even
so, as degenerate sequence length increases, it becomes
impossible to screen all possible n-mers. The premise of
randomized approaches is that cis-regulatory codes have
a vocabulary of “words” (i.e., CREs) whose meanings

and syntax can be learned if they are encountered in
many different contexts.
Alternatively, MPRAs aiming to uncover cis-regulatory

codes can screen genomic sequence fragments. For exam-
ple, sequences can be selected because their accessibility
profilesmake themputative enhancers (White et al. 2013),
because high conservation suggests a regulatory function
(Oikonomou et al. 2014), or because they derive from a
specific gene element (e.g., the 5′ UTR) (Zhao et al.
2014). Genomic DNA can also be randomly fragmented
to create genome-covering libraries to screen for a specific
regulatory function (Arnold et al. 2013; Van Arensbergen
et al. 2017). Such libraries can reach the genome scale
(e.g., screening all possible 5′ UTRs annotated in the ge-
nome) and are likely enriched for biologically “meaning-
ful” sequences due to their genomic origin. However,
due to natural selection, genomes—and consequently ge-
nome-derived MPRAs—are depleted for content that neg-
atively affects survival, resulting in blind spots in the
sequence to function mapping.
A third, closely related, class of MPRAs uses sequences

derived from common genomic variants (Kinney et al.
2010; Kwasnieski et al. 2012;Melnikovet al. 2012; Patward-
han et al. 2012); these assays typically compare the molec-
ular phenotype of a sequence fragment containing the
variant with that of a reference sequence. Alternatively,
through random or designed mutagenesis of specific genes
or CREs, MPRAs may test variants not yet observed in se-
quencing studies to flag putative high-impact variants or
map the cis-regulatory information encoded in a specific
gene. MPRAs focused on variants in CREs are closely relat-
ed to deep mutational scanning (DMS) assays, which tend
to focus on coding sequences and variants that disrupt pro-
tein folding, structure, or function but similarly quantify
the impact or variants at a high level of saturation. Cis-reg-
ulatoryMPRA andDMSworkflows are sometimes grouped
together asmultiplexed assays of variant effect (Starita et al.
2017; Weile and Roth 2018; Kinney andMcCandlish 2019).
Finally, MPRAs have been designed to screen synthetic

sequences enriched for specific cis-regulatory motifs or
motif combinations to test hypotheses about the impor-
tance of motif multiplicity, distance, or orientation (Sha-
ron et al. 2012; Verfaillie et al. 2016; Cottrell et al. 2018;
Vainberg Slutskin et al. 2018). Alternatively, synthetic se-
quences may be generated to achieve specific function
rather than motif content (Cuperus et al. 2017; Bogard
et al. 2019; Sample et al. 2019; De Almeida et al. 2024;
Taskiran et al. 2024). Sequences can be designed by mod-
els or manually, but we expect generative AI to come to
dominate the design of synthetic sequences for testing
in MPRA formats. Synthetic sequence libraries can easily
reach beyond genomic limits: Even in the simple case of
manual motif embeddings, it is easy to see how variation
in motif combinations, multiplicity, distance, or se-
quence context can result in very large libraries.

Assay formats

ManyMPRAs have been describedwith variation targeted
at different gene regions (enhancer, core promoter, 5′
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UTR, exon, intron, and 3′ UTR) and designed to interro-
gate different regulatory processes (transcription, transla-
tion, splicing, stability, and cleavage and polyadenylation)
(Fig. 1A). Although each combination of region and pro-
cess requires adapting the experimental workflow, a few
general assay formats have proven widely applicable.
Here, we review key technological concepts, while appli-
cations to understanding gene regulation are discussed in
”High-Throughput Data Analysis, Modeling, and Model
Applications.”

Quantifying gene expression by flow sorting and DNA
sequencing The first group of assays relies on fluores-
cence-activated flow sorting followed byDNAsequencing
(Fig. 2A; Kinney et al. 2010; Sharon et al. 2012). In these
MPRAs, variation is targeted to a fluorescent reporter
gene, and the reporter library is delivered to cells. Cells
are sorted into bins based on fluorescence, DNA in each
bin is sequenced, and each librarymember’s activity is in-
ferred from its distribution across the bins. Reporters are
often integrated into a host cell at a single copy number
because in that case, cellular fluorescence is proportional
to the activity of the specific integrated construct
(Noderer et al. 2014; Oikonomou et al. 2014; Zhao et al.
2014; Chong et al. 2019). Single copy integration is likely

necessary when working with mammalian cells, which
can take up hundreds of plasmid upon transient transfec-
tion. However, flow sorting-based MPRAs have been per-
formed successfully with multicopy plasmids in bacteria
and yeast (Kinney et al. 2010; Sharon et al. 2012), presum-
ably because the contribution from each individual se-
quence can still be estimated correctly if only limited
plasmid mixing occurs. A second fluorescent protein is
sometimes used as a reference to correct for cell size var-
iation and similar reporter-independent effects. In differ-
ent contexts and with minor modifications, this
workflow has been referred to as flow-seq (Kosuri et al.
2013), FACS-seq (Noderer et al. 2014), or sort-seq (Peter-
man and Levine 2016). Below, we use the term flow-seq
to refer to all assays of this type.

The need for genomic integration in mammalian flow-
seq assays can make flow-seq more time-consuming
than workflows relying on transient DNA delivery but
provides the advantage that the reporter gene is chromati-
nized akin to an endogenous gene. By design, this assay
type connects DNA sequence to reporter protein levels
and can be adapted to interrogate processes from tran-
scription to protein stability. However, the assay provides
an aggregate measurement of gene expression, requiring
additional work to pinpoint the observed variation effects

A B C

Figure 2. MPRA formats: assay variants. (A) Flow-seq MPRA. In the example, variation is targeted to the 5′ UTR of a reporter gene. A
single copy of the DNA construct is often integrated into each cell such that fluorescence intensity is proportional to the activity of
that construct. Cells are then sorted based on the normalized fluorescence (citrine/mCherry ratio), and DNA in each bin is sequenced.
The activity of each variant is inferred from its distribution across the bins. (B) RNA-seq MPRA. The example shows a splicing MPRA
where variation is targeted to an alternative exon. A 3′ UTRbarcode is associatedwith each variable exon. After RNA extraction, sequenc-
ing across the barcode and an intron–exon junction can be used to map each transcript back to a reporter gene of origin and determine the
splice isoform. (C ) RNA-seqMPRA to quantify translation. In the example, variation is targeted to the 5′ UTR, and the library is delivered
as in vitro transcribed (IVT) RNA. Centrifugation in a sucrose gradient is used to fractionatemRNAaccording to the number of ribosomes
occupying them. Sequencing of 5′ UTRs found in each fraction is used to estimate the potential of each sequence for ribosome loading.
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to a specific step. For example, several MPRAs have ex-
plored the impact of 5′ UTR variation on gene expression
(Dvir et al. 2013; Noderer et al. 2014). Although many
findings extracted from these data sets (for example, the
strong dependence of reporter activity on out-of-frame
start codons and upstream open reading frames) suggest
translation modulation as a major source of the observed
expression variation, 5′ UTR sequences can alsomodulate
mRNA stability or create new transcription start sites
that may affect reporter activity.
A closely related workflow uses cell growth rather than

fluorescence as a readout (Kim et al. 2013; Liachko et al.
2013). In this setting, variation is targeted to an auxotro-
phicmarker gene, and fitness is proportional tomarker ex-
pression. Strongly expressed constructs result in faster
growth under selection, and individual construct fitnesses
can be obtained by comparing their frequency before and
after selection.

Counting transcripts with RNA-seq The second broad
class of MPRAs uses RNA sequencing to read out tran-
script or isoform abundance (Fig. 2B; Patwardhan et al.
2009, 2012; Ke et al. 2011; Melnikov et al. 2012). Tran-
script sequences do not necessarily contain information
about all regulatory elements present at the DNA level;
variation in upstream enhancers, promoters, introns,
and alternative exons may not be captured. Because of
this, a separate barcode sequence is often used to map
transcripts to a reporter gene of origin. Barcodes can be
random or designed and are associated with the regulatory
sequence of interest through sequencing or DNA synthe-
sis. Multiple barcodes are often associated with each reg-
ulatory sequence to ensure that the observed effect is not
an artifact of the barcode sequence, which might contain
information modulating transcript levels (Wissink et al.
2016). Of course, such redundancy also increases the li-
brary size and, therefore, synthesis and sequencing costs.
The strength of each regulatory element is determined
by counting the associated RNA barcodes. These counts
are normalized to counts of the corresponding reporters
(enhancerMPRAs), counts of an alternative isoform (alter-
native splicing MPRAs), or counts of the same barcode at
different time points (stability MPRAs). Because all quan-
tities of interest in RNA-seq-based MPRAs are counted
directly by sequencing, these MPRAworkflows do not re-
quire copy number control and are compatible with tran-
sient delivery of plasmids or with random integration
using lentiviral delivery.Moreover, for stability or transla-
tion MPRAs, libraries of in vitro transcribed (IVT) RNA
can be used (Sample et al. 2019),making such experiments
compatible with chemically modified mRNA. Below,
we discuss the specifics of MPRAs designed for quantify-
ing splicing, polyadenylation isoform abundance, and
mRNA stability.
Translation MPRAs based on polysome profiling are

RNA-seq MPRAs with conceptual similarities to flow-
seq (Fig. 2C; Cottrell et al. 2018; Sample et al. 2019; Nie-
derer et al. 2022). Built on work aimed at characterizing
translation of native transcript isoforms (Sterne-Weiler
et al. 2013; Floor and Doudna 2016), reporter transcripts

are stratified by ribosome occupancy through centrifuga-
tion in a sucrose gradient, and fractions (ribosome-free,
monosome, two ribosomes, etc.) are collected and se-
quenced. Metrics of translational efficiency can be calcu-
lated for all sequences from counts of each transcript in
each fraction. Currently, there is no common standard
for which fractions to collect and how to calculate trans-
lation metrics, which can make comparison between ex-
periments difficult. Workflows may also be sensitive to
reporter length and the presence of out-of-frame (OOF)
stop codons in the CDS that halt (or do not halt) transla-
tion initiated at upstream OOF start codons.

High-throughput data analysis, modeling, and model
applications

One of the first challenges in learning regulatory informa-
tion from MPRA data is to account for measurement
noise, which can either impact each reporter activitymea-
surement individually (e.g., variation introduced during
PCR amplification, sequencing errors, etc.) or result in
global differences between replicates (e.g., different se-
quence coverage, transfection efficiency, growth condi-
tions, etc.). Below, we briefly reference approaches for
MPRA data error correction and normalization.
A second challenge in learning fromMPRA data is that

their scalemay allow the detection of higher-order cis-reg-
ulatory relationships beyond simple motif enrichment if
they are present. However, doing so is not straightforward.
Thus, we cover model-guidedMPRA data analysis. Train-
ing ML models on MPRA data has become popular
because these models can learn complex data relation-
ships and can be used to predict activities even for se-
quences not yet tested experimentally. Moreover,
models can be applied to stratify rare or de novo variants,
guide the design of synthetic sequences, or be coupled
with interpretation methods to provide insights into
CRE relationships.

Error correction and model-free analysis

Proper error correction and normalization are key to learn-
ing regulatory information from MPRAs. The exact nor-
malization and error correction details depend on the
assay structure, though there are commonalities. General-
ly, flow-seq MPRAs count the sequences per bin and nor-
malize each sequence’s counts relative to the bin’s total
(Mikl et al. 2019; May et al. 2023). These per-bin values
can be averaged together for a single number. RNA-seq
MPRAs require comparing DNA and RNA counts or
counts of different isoforms. Differential expression anal-
ysis programs such as DeSeq2 and edgeR can process
RNA-seq data, with other in-depth reviews covering these
pipelines (Rosati et al. 2024). Typically, these programs
compare RNA expression between two conditions (e.g.,
no drug and drug), whereas in RNA-seq MPRAs they are
used to compare, for example, DNA and RNA barcode
counts. However, some of the key assumptions of these
differential analysis programs, such as that most features
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will not be differentially expressed, may not hold true for
MPRAs. MPRA-specific (Ashuach et al. 2019; Myint et al.
2019; Gordon et al. 2020; Letiagina et al. 2021) and closely
related DMS-specific (Rubin et al. 2017; Faure et al. 2020)
programs for normalization and error correction programs
have been developed for RNA-seq MPRAs. Still, custom
approaches remain common, and a lack of standardization
can complicate tasks like merging MPRA results.

After normalization and averaging as necessary, analy-
sis for common motifs in sequences can be carried out.
Quantifying effect sizes associated with specific n-mers
provides an intuitive approach to identifying putative
CREs (Ke et al. 2011; Rosenberg et al. 2015). Alternatively,
sequence motifs represented as position weight matrices
(PWMs) can be scanned against anMPRA library to create
putative links between known trans-acting regulators and
their impact (Kheradpour et al. 2013). Finally, postpro-
cessingMPRA data can be added to databases ofMPRA re-
sults, such as MPRAbase (Zhao et al. 2023a).

Modeling MPRA data

Early work in learning cis-regulatory codes from MPRA
data fit equations, often inspired by biophysics, to ob-
served trends in data (Sharon et al. 2012; Mogno et al.
2013). Classical ML models using sequence features
(such as k-mer counts) as input were also common, in-
cluding linear and logistic regression models (Melnikov
et al. 2012; Noderer et al. 2014; Rosenberg et al. 2015; Sha-
lem et al. 2015; Shen et al. 2016), and decision trees (Soe-
medi et al. 2017). At times, such relatively simple ML
models can effectively capture the behavior being investi-
gated and lend themselves to easy interpretability by
examination of model weights. Regression remains a rele-

vant modeling technique for investigating processes from
stability (Leppek et al. 2022) to splicing determinants
(Chiang et al. 2022). Likewise, ensemble models of deci-
sion trees remain popular, such as using gradient-boosted
regressors for predicting splicing (Mikl et al. 2019) and
mRNA stability and localization (Mikl et al. 2022) or us-
ing random forests for predicting 5′ UTReffects on protein
production (Cao et al. 2021).

With their many parameters, deep learning models are
adept at modeling nonlinearities. The development of
neural network models using DNA sequences as inputs
(Alipanahi et al. 2015; Kleftogiannis et al. 2015; Zhou
and Troyanskaya 2015) has paved the way for these ap-
proaches to be applied to MPRA data (Cuperus et al.
2017; Paggi et al. 2017; Bogard et al. 2019; Cheng et al.
2019; Movva et al. 2019; Sample et al. 2019; Vainberg
Slutskin et al. 2019). Deep learning models for genomics
have been reviewed in detail elsewhere (Eraslan et al.
2019; Zou et al. 2019), but we briefly cover a few key
concepts. A network architecture often used with
MPRA data is the convolutional neural network (CNN)
(Fig. 3A, left). CNNs include convolutional layers, which
consist of pattern-detecting filters that are scanned
across inputs to evaluate how well each position match-
es the filter. The final layers in a CNN compress prior
layer information into a set number of outputs. Recent
MPRA modeling work has exploited architectural chang-
es to enhance model performance and interpretability.
For example, deeper networks and layer-skipping con-
nections have improved alternative polyadenylation
(APA) and promoter activity predictions (Linder et al.
2022a; Penzar et al. 2023). By structuring networks
around our knowledge of processes like splicing, they
can be forced to be interpretable, and testable hypotheses

A

B C

Figure 3. Models and sequence design. (A) CNNs have become widely used to model MPRA data. The convolutional filters in the first
layer are scanned along the one hot encoded sequence. Additional convolutional layers help capture nonlinear interactions between the
filters in the first layer. CNN/recurrent neural network (RNN) hybrid networks have been developed to handle longer or variable input
sequences. They typically have CNN-like layers followed by recurrent layers. Nucleotide language models (LMs) are very large unsuper-
visedmodels trained to reconstruct input sequences. Once trained, layer(s) can be removed and connected to a predictor network instead,
before supervised training on labeled data. (B) Sequence design algorithms. For these, it is assumed that the design goal is to maximize
some score. The lock symbol corresponds to models with frozen weights or models/sequences that are free to update their values and
weights. (C ) Approaches to neural network interpretation. In filter visualization, the weights of a convolutional filter can be represented
like a PWM,which can be visualized as a sequence logo. In feature attribution, an attributionmethod is used to determine numeric values
for the importance of each feature in an input sequence to a pretrained model.
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about RNA features can be extracted from models (Liao
et al. 2023; Gupta et al. 2024).
Initially, CNNs trained onMPRA datawere designed to

operate on inputs matching the size of the varied regions
in an assay. However, given the premise that what is
learned about regulatory processes using MPRAs extends
beyond said assays, applying MPRA-trained models to
longer sequences is attractive. Multiple operations and
network structures can be used for this goal. For example,
global pooling operations can summarizeCNN layers into
fixed-length vectors regardless of input lengths. Such op-
erations have been used to train a model on translation
MPRA data to predict the ribosome loading of native tran-
scripts (Karollus et al. 2021). Non-CNN architectures like
recurrent neural networks (RNNs), which accept long in-
puts, can also be used. In RNNs, information moves side-
ways through layers and forward from input to output,
allowing recurrent layer nodes to have internal memory
states that allow the preceding and following nucleotides
in a sequence to influence the current state. Genomic
models often also combine CNN and RNN elements
(Fig. 3A, middle; Quang and Xie 2016; Angermueller
et al. 2017). When training multilength predictors, data
are often combined from multiple sources, including
MPRAs (Agarwal and Kelley 2022; Li et al. 2022).
A final class of models becoming relevant to MPRAs is

large language models (LLMs) (Fig. 3A, right). LLMs have
yielded promising results in protein sequence-to-function
prediction tasks (Rives et al. 2021; Lin et al. 2023), where
they are trained on databases of protein sequences to fill in
masked positions with the most likely amino acid. These
models can then be used to generate sequence embed-
dings for a downstream model, with the assumption that
the LLM will already contain protein sequence distribu-
tion knowledge to build off of (Biswas et al. 2021). Similar
foundational LLMs have begun to be trained on genomic
data (Ji et al. 2021; Consens et al. 2023; Karollus et al.
2024), with some geared toward specific regions such as
5′ UTRs (Chu et al. 2024) or splicing sites (Chen et al.
2024). However, recent work found that pretraining
schemes and training data sets can heavily affect genomic
LLM performance (Tang and Koo 2024; Vilov and Heinig
2024).

Sequence design using MPRA-trained models

The most direct approach to model-guided sequence de-
sign is to perform an in silico evolution experiment (Fig.
3B, left) where a sequence is iterativelymutated,withmu-
tations resulting in predicted activity values closer to a
target value being kept. This approach has been used to
engineer 5′ UTRs for yeast (Cuperus et al. 2017) and hu-
man genes (Sample et al. 2019; Cao et al. 2021), and en-
hancers for Drosophila cell lines (De Almeida et al.
2022). However, stochastic search can be computationally
expensive becausemanymutations do not result in higher
activity but still need to be scored before rejection.
A more efficient approach for differentiable predictors

like neural networks is optimizing the input pattern by
gradient ascent, an approach also termed “activationmax-

imization” (Fig. 3B, middle). Gradient ascent is often used
in machine learning to numerically find the local maxi-
mum of a continuous and differentiable function: Rather
than randomly exploring the coordinate space, each step
is taken in the direction of the function’s largest increase.
Because nucleic acid sequences are discrete, they must be
approximated by a continuous representation to enable
gradient ascent (Lanchantin et al. 2016; Killoran et al.
2017). This approximation often resembles a PWMwhere
each nucleotide occurs with some probability per posi-
tion. Initially introduced for sequence visualization (Lan-
chantin et al. 2016), a variety of improvements have been
made to this approach to enable fast design of DNA and
protein sequences (Killoran et al. 2017; Bogard et al.
2019; Linder and Seelig 2021; Norn et al. 2021). Gradient
design algorithms have been used with MPRA-trained
models to generate various regulatory sequences (Bogard
et al. 2019; Gosai et al. 2023; Castillo-Hair et al. 2024).
Still, activation maximization, like stochastic search, is
not guaranteed to find globally optimal sequences.
Generative approaches like generative adversarial neu-

ral networks (GANs) (Goodfellow et al. 2014) and varia-
tional autoencoders (VAEs) (Kingma and Welling 2013)
have been adapted to sequence design (Killoran et al.
2017; Brookes and Listgarten 2018; Costello and Martin
2019; Gupta and Zou 2019; Linder et al. 2020; Repecka
et al. 2021; Shin et al. 2021; Zrimec et al. 2022; Uehara
et al. 2024). In these approaches, a pretrained predictor is
used to train a separate model that learns to generate se-
quences that maximize a target, often with additional
penalties to prevent generated sequences from becoming
too diverged from predictor training sets (Fig. 3B, right).
Although training generators can be computationally
costly, sequences can be efficiently generated once train-
ing is complete. Additionally, genomic autoregressive
LLMs can generate sequences for tasks like promoter
and enhancer design (Lal et al. 2024). In autoregressive
LLM generation, a sequence is built by choosing nucleo-
tides to lengthen it based on the existing sequence and
the information about sequence space that the LLM has
learned. Diffusion models have also recently gained trac-
tion for the design of synthetic regulatory elements. Diffu-
sionmodels are generativemodels where noise is added to
the training data and the model learns to “denoise” the
data and recover the underlying information (Avdeyev
et al. 2023; Penzar et al. 2023; DaSilva et al. 2024; Sarkar
et al. 2024; Stark et al. 2024). For generation, the model is
fed randomly generated inputs, which it denoises to create
sequences that should be similar to the training data and
thus are plausibly regulatory elements.
Finally, we note that design quality, regardless of the al-

gorithm used, is constrained by the quality of the predic-
tor. Common approaches to attempt to improve a model
for specific cis-regulatory processes involve collecting
more training data. For example, sequences that align
with a specific design task can be generated, assayed
with an MPRA, and used to update a model. An example
of this iterative approach used basemodels trained on pre-
vious enhancerMPRA and chromatin accessibility data to
generate initial designs for cell type-specific enhancers,
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which were measured with an MPRA. These initial de-
signs were used to update the models, and a second round
of dramatically improved cell type-specific enhancer de-
signs was created (Yin et al. 2024). Active learning offers
an alternative guide for collecting data to improve general
model performance. In active learning, a base predictor is
iteratively improved bymeasuring data pointswith uncer-
tainmodel predictions. ForMPRAmodeling, this involves
a cycle of generating sequences to assay, measuring them
with anMPRA, and using the new data to update themod-
el. Recently, active learning was used to train a classifier
of enhancer/silencer activity for sequences containing
bindingmotifs for the retina-specific TF cone–rod homeo-
box. Starting from a near-random classifier trained on as-
sayed genomic sequences and a set of likely disruptive
mutants, by round four of active learning, top classifier
performance nearly doubled (Friedman et al. 2023). Addi-
tionally, recent work exploring how data set size, diver-
sity, and model complexity relate when training cis-
regulatory predictors found that the amount of data need-
ed for training CNNs may be similar to that needed to
train simple models in some cases (Nikolados et al. 2022).

Interpreting MPRA trained models to learn
cis-regulatory rules

The nonlinearities thatmake neural networks so computa-
tionally powerful make it challenging to understand how
they arrive at their predictions. Methods for interpreting
genomic regulatory predictors have been reviewed else-
where (Novakovsky et al. 2023), but we summarize rele-
vant approaches here. For CNNs, it is possible to
visualize what filters have learned using their weights, re-
sulting in sequence motifs similar to position weight ma-
trices, which sometimes match known cis-regulatory
motifs or parts of known motifs (Fig. 3C, left; Alipanahi
et al. 2015). Visualization has been used to create filter
PWMs for the first-layer filters in many MPRA-trained
CNNs (Cuperus et al. 2017; Vainberg Slutskin et al. 2019;
Park et al. 2022; Klie et al. 2023; Reimão-Pinto et al.
2023). It is possible to generalize this approach to visualize
filters in deeper CNN layers, some of which have been
mapped to combinations of motifs (Bogard et al. 2019). By
manipulating CNN training (Koo et al. 2019), structure
(Koo and Eddy 2019), and activation functions (Koo and
Ploenzke 2021), the filters of shallow CNN layers can be
encouraged to be more motif-like for visualization.

Understanding what models have learned beyond mo-
tifs and motif combinations extracted from CNN filters
is critical for deciphering more complex regulatory gram-
mars. Neural network interpretation techniques that
assign values to features representing how much they
contribute to a network prediction for each sequence
were developed to address this limitation (Fig. 3C, right;
Shrikumar et al. 2019; Carter et al. 2020; Lundberg et al.
2020; Avsec et al. 2021; Linder et al. 2022b). Interpretation
methods can be useful in comparingwild-type and variant
cis-regulatory sequence predictions, potentially finding
features beyond the mutated position(s) contributing to
the prediction (Minnoye et al. 2020).

Although examining solitary sequence attributions is
useful, attribution methods focusing on relationships
between important features across a data set can help
discover new regulatory rules (Greenside et al. 2018; Wei
et al. 2023; Seitz et al. 2024). One such tool is TF-
MoDISco, which searches for common motifs in a data
set using model importance scores (Shrikumar et al.
2018). These attribution-based motifs can then be exam-
ined for distance-dependent or cooperative effects (Avsec
et al. 2021; Agarwal and Kelley 2022). For example, a
CNN trained to predict fly enhancer activity used TF-
MoDISco to find motifs associated with development or
housekeeping enhancers and then examined the effects
of flanking sequence and distance between motifs on pre-
dicted activity (De Almeida et al. 2022). These intermotif
patterns were validated by screening sequences with an
MPRA swapping motif flanking nucleotides and differing
distances between motifs.

Learning cis-regulatory codes governing
RNA processing, stability, and translation

This section focuses onMPRAs for learning cis-regulatory
codes governing splicing, polyadenylation, stability, or
translation from variations targeted to 5′ UTRs, exons, in-
trons, and 3′ UTRs. MPRAs aimed at identifying disease-
relevant variants will be discussed in a later section.

Learning how the 5′ UTR sequence modulates
translation

Regulatory elements in the 5′ UTR are the main determi-
nants of mRNA translation initiation. Translation begins
when the 43S preinitiation complex (PIC) is recruited to
the 5′ cap. The PIC then scans the 5′ UTR until it encoun-
ters a start codon, commonly AUG, where ribosome as-
sembly is finished (Sonenberg and Hinnebusch 2009).
Sequence elements in the 5′ UTR alter the scanning rate
and start codon recognition. Upstream start codons are
present in 50% of human 5′ UTRs (McGillivray et al.
2018) and compete with the start codon of the main
open reading frame for the PIC. Secondary structure also
affects translation initiation, with strong stem–loops neg-
atively impacting translation (Leppek et al. 2018). The
role of 5′ UTRs in modulating mRNA stability is not fully
understood, and CDS and 3′ UTR elements may be more
important in determining stability (Agarwal and Kelley
2022). Still, mRNA translation and stability are tightly
coupled, and the 5′ UTR sequence is likely to impact
mRNA stability at least indirectly by modulating transla-
tion (Wu and Bazzini 2023).

MPRAs have contributed substantially to furthering
our knowledge of these processes, especially by enabling
us to quantitatively characterize the impact of specific
CREs. Two foundational reports studied how the se-
quence context around a start codon modulates expres-
sion using flow-seq MPRAs in yeast (Dvir et al. 2013)
and human cell lines (Noderer et al. 2014). They quanti-
fied requirements for efficient reporter expression,
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including the importance of a purine at the −3 position
and the negative impact that out-of-frame (OOF) start
codons have on reporter fluorescence. These observa-
tions agree with the notion that translation regulation is
the primary, though not only (Dvir et al. 2013), mecha-
nism responsible for the observed fluorescence variation.
Similarly, MPRAs weremade to explore the impact of up-
stream open reading frames (uORFs) on reporter expres-
sion (Lin et al. 2019; Jia et al. 2020; May et al. 2023). By
randomizing a 10 bp stretch upstream and overlapping
the start codon of a short uORF, an IVT mRNA MPRA
found that RNA stability correlated negatively with
uORF translation and positively with CDS translation
(Jia et al. 2020). An MPRA of uORF-containing native
yeast 5′ UTRs found that uORFs with an AUG start are
more repressive than those with non-AUG starts (May
et al. 2023). Additionally, MPRAs have enabled the dis-
covery of CREs modulating translation. An in vitro trans-
lation MPRA of native yeast 5′ UTRs identified C-rich
motifs as translation inhibitors while validatingU-rich se-
quences as translation enhancers (Niederer et al. 2022).
Further advancements in understanding 5′ UTRs’ roles

in translation regulation have come frommodelingMPRA
data. Dvir et al. (2013) trained a linear regression model
on MPRA data that explained two-thirds of the observed
protein level variation using relatively few features. How-
ever, the small scale and narrow sequence variation win-
dow of the data set limited the model’s applications
(Dvir et al. 2013). To learn models of the cis-regulatory
code beyond the vicinity of the start codon, Cuperus
et al. (2017) randomized 50 bp upstream of the start of a
yeast auxotrophic marker and quantified the fitness of
500,000 5′ UTRs using growth selection followed by se-
quencing. Sample et al. (2019) performed a randomized
5′ UTR MPRA of similar scale in human cell lines using
IVT RNA and a polysome profiling RNA-seq assay.
CNNs trained on these data sets predicted the translation
impacts of native (yeast or human) 5′ UTR fragments, sug-
gesting that the underlying cis-regulatory grammar is
learnable from random sequences alone. Filter visualiza-
tion supported this, as some filter PWMsmatched known
translation-affecting motifs. Using the same data, Karol-
lus et al. (2021) introduced a reading frame-sensitive
CNN architecture with global pooling capable of predict-
ing the translation effects of human 5′ UTRs of arbitrary
lengths.
As the availability ofMPRA5′ UTR translation efficien-

cy data sets increased, models began to be trained on com-
bined data sets. For example, Zheng et al. (2023) trained a
model on human and yeastMPRAdata, which yielded im-
proved predictions on the yeast 5′ UTR data set from
Cuperus et al. (2017). LLMs are trained on large, multispe-
cies data sets and have been used for inputs to models
trained on MPRA 5′ UTR data that performed better
than simpler models (Chen et al. 2022; Chu et al. 2024).
MultipleMPRAs investigating cell type-specific 5′ UTR

translation effects have found few differences between dif-
ferent cell lines or activated T cells (Ferreira et al. 2013;
Noderer et al. 2014; Lim et al. 2021; Castillo-Hair et al.
2024). Polysome profiling and sequencing experiments

used to characterize the differentiation of hESCs into neu-
rons support the robustness of 5′ UTR-mediated transla-
tion regulation to different cellular environments (Blair
et al. 2017). Still, theseMPRAs were done in proliferating,
efficiently translating cells. Different translation regula-
tion patterns might be observed in nonproliferating cells
or in cell states characterized by different ribosome levels
or composition. Two recent studies reported on using
IVT mRNA MPRAs to understand translation regulation
in developing zebrafish embryos (Strayer et al. 2023;
Reimão-Pinto et al. 2023). Both studies observed dif-
ferential regulation of translation between subsets of 5′

UTRs derived from maternal and zygotic transcripts,
suggesting dynamic regulation of translation during
development.

Deciphering the cis-regulatory code of alternative
splicing

Alternative splicing (AS) is a major source of proteome
diversity and is regulated by cis-regulatory sequences pre-
sent in pre-mRNA and the trans-acting RNA binding pro-
teins (RBPs) that recognize them (Wright et al. 2022;
Marasco and Kornblihtt 2023; Rogalska et al. 2023). The
core splicing signals, the 5′ splice donor (SD), 3′ splice ac-
ceptor (SA), branch point, and polypyrimidine tract are re-
quired to recognize intron–exon boundaries and intron
removal. The next level of regulation is formed by splice
regulatory elements (SREs) in exons or introns recognized
by cognate RBPs.
Alternative splicing is well suited for RNA-seq MPRAs

because targeted sequencing can easily determine the
identity and abundance of isoforms of interest. Although
details vary, AS MPRAs typically target variation to
intronic and exonic regions expected to modulate usage
of nearby splice sites. Sequencing across exon–exon or
exon–intron boundaries reveals the splice isoform of
each transcript. A 3′ UTR barcode can link transcripts
to reporter genes even when the variable exon or intron
is spliced out (Rosenberg et al. 2015). Alternatively,
spliced-in read counts can be normalized to input DNA
counts to estimate splicing efficiency (Ke et al. 2011).
The use of random sequences to identify SREs at scale

has a long tradition in the splicing field (Wang et al.
2004; Yu et al. 2008; Culler et al. 2010). Ke et al. (2011)
quantified the impact of all hexamers in five different po-
sitions in two exon-skipping reporters. A similar approach
was taken by Wong et al. (2018), who tested all possible 5′

SD sequences in three different exon-skipping contexts.
Findlay et al. (2014) used CRISPR/Cas9-mediated genome
editing and homology-directed repair to substitute a hex-
amer in exon 18 of BRCA1 in a haploid cell line with all
possible hexamers. They observed strong effects on the
RNA/DNA ratio due to nonsense-mediated decay and
the insertion of exonic SREs (Findlay et al. 2014). These
experiments both succeeded at characterizing the impact
of all n-mers in different splicing contexts and highlighted
context dependencies, including the impact of neighbor-
ing sequences and the importance of position relative to
the SD and SA. Overall, they suggest that it is not always
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possible to capture n-mer impacts on AS by a single, uni-
versal score.

To generalize beyond single motifs in fixed contexts,
Rosenberg et al. (2015) created reporter libraries with
more extensive sequence variation (25 nt) targeted to an
alternative exon between two competing SDs or two com-
peting SAs. Over 2 million reporters were assayed in hu-
man cell lines, and a linear regression model was trained
on these data. Although the model was trained on 5′ and
3′ AS, it generalized to predict exonic variant impact on
cassette exon inclusion, supporting the idea of a universal
exon definition code shared between different types of AS.
Rather than generalizing predictions from other contexts,
Regev and colleagues (Liao et al. 2023) developed a large-
scale random MPRA to directly characterize the impact
of exonic sequence variation on cassette exon inclusion.
A CNN with an architecture constrained to promote in-
terpretability performed well using only 13 filters, most
of which could be mapped to known splicing regulatory
motifs.

To generalize splicing beyond exonic variants, Mikl
et al. (2019) tested panels of endogenous and synthetic
splice regulatory sequences (e.g., SDs and SAs) in the
contexts of intron retention, exon skipping, 5′ AS, and
3′ AS reporters and trained a gradient-boosting regression
model that showed generalization ability to other data
sets. Other work focused on combining data sets to im-
prove splicing predictions. Gagneur and colleagues
(Cheng et al. 2019) trained a modular model architecture
on MPRAs and other data sources . A later version of this
modular model was fine-tuned on human RNA-seq data
to capture tissue-specific AS (Cheng et al. 2021). An ex-
plicitly interpretable splice prediction model trained on
transcriptomic data used data from a random MPRA
for validation (Gupta et al. 2024).

Similarly, work has focused on using MPRAs to study
intronic variation in yeast. Schirman et al. (2021) created
synthetic intron libraries through combinatorial assem-
bly of naturally occurring splice site variants to study
constitutive splicing in yeast. They found that splicing
efficiency is positively correlated with RNA abundance
(Schirman et al. 2021). Complementary work used a large
library of random intron sequences to characterize yeast
splicing determinants, finding that over two-thirds of in-
tron sequence decreased splicing efficiency, with high
G/C content and secondary structure having a particular-
ly negative effect (Perchlik et al. 2024).

Decoding the polyadenylation code

The 3′ ends of most eukaryotic mRNAs are formed by
cleavage and polyadenylation (CPA), an essential step in
mRNA maturation that directly impacts transcription
termination, transcript export, translation, and stability.
CPA is controlled through the interplay between CREs
at the poly(A) site (PAS) and a large number of trans-acting
factors, including the core CPAmachinery and regulatory
factors (Chan et al. 2011; Tian andManley 2017;Mitschka
and Mayr 2022). Mammalian mRNA PASs are typically
defined by a conserved AAUAAA hexamer, a variable

U/GU-rich downstream element, and other auxiliary se-
quences. These CREs are recognized by the core CPA fac-
tors to assemble the mRNA 3′ processing complex. CPA
occurs ∼20 nt downstream from a core hexamer, but cut
positions further downstream are observed in many tran-
scripts (Gruber et al. 2016; Gruber and Zavolan 2019). Up-
ward of 50% of human genes produce multiple mRNA
isoforms by using alternative PASs (Derti et al. 2012;
Hoque et al. 2013; Lianoglou et al. 2013). Different APA
isoforms from the same gene can encode different proteins
or be differentially regulated (Tian and Manley 2017;
Mitschka and Mayr 2022).

In contrast to splicing, for which core sequences are of-
ten physically separated by long distances, the essential
sequence motifs for pre-mRNA 3′ processing are located
together in a short region, making APA highly amenable
to study with MPRAs. Two complementary RNA-seq
MPRAs were used to interrogate the cis-regulatory
poly(A) code. The first approach tested >3 million PASs
with random regions in an APA MPRA (Bogard et al.
2019). The strength of each PAS was quantified relative
to a strong competing PAS. A second approach tested a
library of 12,000 human and viral PASs and their vari-
ants (Vainberg Slutskin et al. 2019). Each reporter con-
struct contained only a single PAS, and PAS strength
was inferred from RNA abundance, given that only tran-
scripts that undergo CPA are stabilized and exported to
the cytoplasm.

APARENT and PolyApredictor, two CNNs trained on
these data sets, accurately predicted PAS usage and cleav-
age position in the MPRA data and generalized to predict
the strengths of independently measured human polyade-
nylation events (Bogard et al. 2019; Vainberg Slutskin
et al. 2019). APARENT2, a deep residual CNN subse-
quently trained on the random APA MPRA data set, im-
proved generalization to native transcripts and also
accurately predicted the relative strength of the PASs test-
ed in the nonalternative MPRA, suggesting that the same
cis-regulatory code governs APA and nonalternative poly-
adenylation (Linder et al. 2022a). Moreover, although
trained on MPRA data, APARENT2 predictions agreed
well with in vitro pre-mRNA 3′ processingmeasurements
(Liu et al. 2023). PolyaStrength, amodel trained on human
transcriptomic data that performed well at predicting
APA MPRA data, supports the notion that cis-regulatory
rules governing APA are shared between different con-
texts (Stroup and Ji 2023).

In addition to the core sequence motifs, MPRAs have
been applied to investigate the contribution of auxiliary
regulatory sequences to CPA. To understand the determi-
nants of distal CPA events, Wu and Bartel (2017) created
an MPRA with random sequences downstream from the
core hexamer and assayed the cleavage position. Distal
cuts were found to be enabled by secondary structure for-
mation, which likely shortens the physical distance be-
tween the core hexamer and the cleavage site (Wu and
Bartel 2017). These structures may also directly stimulate
pre-mRNA 3′ processing efficiency, as suggested by an
early in vitro mutagenesis and selection study (Graveley
et al. 1996).
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3′ UTR MPRAs for learning the cis-regulatory codes
governing mRNA stability and translation

Sequence elements in the 3′ UTR can recruit RBPs and
miRNAs, influencing ribosome recruitment, elongation,
stability, and subcellular localization in addition to CPA
(Mayr 2017). For example, Pumilio binding sites (Van
Etten et al. 2012) and AU-rich elements (Barreau 2005)
are both major determinants of mRNA stability (Agarwal
and Kelley 2022). Regulatory elements that allow for cell
type-specific translation are also found in 3′ UTRs, where-
as 5′ UTRs mostly control translation at a global level
(Floor and Doudna 2016).
Because of the important role that 3′ UTR elements

have in regulating mRNA stability, many MPRAs have
focused on quantifying the relationship between 3′ UTR
sequence and mRNA stability or abundance. Stability
MPRAs track the degradation of an mRNA population af-
ter a transient pulse of mRNA delivery or inhibition of
transcription (Zhao et al. 2014). mRNAhalf-lives are com-
monly calculated by fitting the data to an exponential de-
cay model, though more complex models are sometimes
necessary to capture the observed decay kinetics (Rabani
et al. 2017; Castillo-Hair et al. 2024).
Alternatively, mRNA stability can sometimes be in-

ferred from steady-state measurements, assuming that
the mRNA production rate is constant. Steady-state mea-
surements are convenient because RNA (and reference
DNA) can be collected just once. The assumption of a
constant production rate is justifiable if all reporter con-
structs use an identical, strong promoter. In at least one
case where such a comparison was made, mRNA steady-
state abundance and half-lives were well correlated (R =
0.62), though outliers were observed (Zhao et al. 2014).
Still, it is important to note that we cannot generally
equate abundance with stability. The STARR-seq work-
flow demonstrates that sequences embedded in the 3′

UTR of a reporter construct can act as enhancers of amin-
imal promoter and, in that case, the primary mechanism
for varying RNA abundance is through regulation of tran-
scription (Arnold et al. 2013).
Early 3′ UTR MPRAs focused on characterizing librar-

ies of human 3′ UTR fragments and on identifying puta-
tive CREs from (steady-state) flow-seq measurements
(Oikonomou et al. 2014) or from a combination of flow
sorting with an mRNA decay time course (Zhao et al.
2014). Subsequently, such workflows were adapted to
quantify the impact of random 8-mer sequences (Wissink
et al. 2016), AU-rich elements, and knownRBP binding se-
quences (Siegel et al. 2022). These experiments found
CREs modulating gene expression: Some mapped to
known RBP and microRNA binding sites, whereas others
were novel.
Measurements of mRNA stability or abundance gener-

ally correlate well with protein reporter levels measured
in flow-seq MPRAs, suggesting that CREs in the 3′ UTR
primarily modulate mRNA stability rather than transla-
tion (Zhao et al. 2014; Wissink et al. 2016). Still, direct
translationmeasurements are necessary to explain the re-
sidual between measurements of mRNA stability and re-

porter protein expression. Recent MPRAs of human 3′

UTR fragments (Schuster et al. 2023), synthetic 3′ UTRs
containing miRNA and RBP binding sites (Cottrell et al.
2018), and fragments from 143 viral genomes (Seo et al.
2023) used polysome profiling and fraction sequencing
to quantify translation. Overall, these experiments found
less pronounced variation in translation efficiency than in
mRNA stability but still identified many CREs modulat-
ing translation. Intriguingly, Seo et al. (2023) identified
CREs that enhanced both processes compared with a
strong control sequence, which could have mRNA and
gene therapy applications.
MPRAs performed across developmental stages have re-

vealed global and sequence-specific stability differences.
Two MPRAs investigated mRNA stability during the
maternal-to-zygotic transition in developing zebrafish
(Rabani et al. 2017; Yartseva et al. 2017). IVT mRNA con-
taining native 3′ UTR fragments was injected at the 1 cell
stage, and RNA was collected at later time points. These
experiments revealed two distinct mRNA populations:
“early” and “late” onset. Early-onset mRNA is sensitive
to degradation bymaternally deposited factors and decays
exponentially upon IVT mRNA injection. Conversely,
late-onset mRNA is stable until the zygotic degradation
machinery, includingmiR-430 and Pumilio, are expressed
(Rabani et al. 2017).
Similarly, 3′ UTR MPRAs have looked for stability reg-

ulation differences between cell lines. In MPRAs with
synthetic 3′ UTRs containing high-affinity miRNA or
RBP targets, varying miRNA and RBP expression levels
accurately explained the observed reporter activities in
cell lines (Cottrell et al. 2018; Vainberg Slutskin et al.
2018). Still, in other cell line experiments focusing on
human 3′ UTR sequences, reporter mRNA expression is
often highly correlated between contexts (Zhao et al.
2014; Griesemer et al. 2021). The lack of extensive cell
type-specific mRNA stability regulation in native se-
quence libraries instead of synthetic, CRE-enriched se-
quences may not be surprising: Only a small subset of
miRNAs or RBPs is expressed in a given cell type, and
only a small subset of CREs is expected to respond to
them (Alles et al. 2019; McGeary et al. 2019).
As in other contexts, 3′ UTR MPRAs are used to train

and validate computational models. A linear regression
model usingn-mer featureswas trained to predict stability
from sequence on zebrafish stability MPRA data and
could capture both early- and late-onset decay (Rabani
et al. 2017). No similar model has been trained on
MPRA data from human cells, but MPRA data have
been used to validate a model trained on stability mea-
surements for native transcripts (Agarwal and Kelley
2022). The model achieved Spearman correlations of r=
0.63, r = 0.49, and r = 0.26–0.50 onMPRA data from Litter-
man et al. (2019), Griesemer et al. (2021), and Siegel et al.
(2022). These values are worse than the model’s perfor-
mance on native stability test data, possibly due to differ-
ences in how stability is measured in the MPRAs.
Additionally, MPRAs have investigated the impact of 3′

UTR sequences on gene expression in yeast, with one fo-
cusing on native 3′ UTRs and their variants (Shalem et al.
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2015) and the other using random sequences (Savinov
et al. 2021). Both studies identified the efficiency element,
similar to the human core polyadenylation hexamer, as a
primary cis-regulatory determinant of protein expression
even though neither set out specifically to study CPA
(Shalem et al. 2015; Savinov et al. 2021). Recently, inmod-
eling the random 3′ UTR MPRA data, a linear regression
model trained on DNA LLM representations of sequences
outperformed models trained on k-mer representations of
the same sequences (Karollus et al. 2024). This success
highlights the potential of LLM embeddings to help ex-
plain MPRA data and the utility of said data for validating
and testing advanced cis-regulatory machine learning
models.

Applications and medical relevance

Variant impact measurements and prediction

A practical application for MPRAs is stratifying human
genetic variants. Various tools, including genome-wide
association studies (GWASs) (Uffelmann et al. 2021),
quantitative trait locus analysis, and conservation-based
pathogenicity predictors (e.g., PolyPhen-2 [Adzhubei et
al. 2013] and CADD [Kircher et al. 2014]) are available to
identify putative pathogenic variants. However, these
tools either rely on statistical associations and struggle
with rare variants (Bomba et al. 2017), fail to separate
causal from bystander variants, or cannot propose amech-
anism of action.

MPRAs directly measure a variant’s molecular pheno-
type and thus can suggest a mechanism by which it can
change protein expression. In order to be transferable
from the reporter setting, variant effects are quantified rel-
ative to a reference. Variant-focused MPRAs have been
performed for translation, stability, polyadenylation, and
splicing. Studies focused on splicing are the most com-
mon because splice-disrupting variants can significantly
affect protein sequence and could explain how synony-
mous pathogenic variants operate.

Saturation mutagenesis of disease-relevant exons and
UTRs SeveralASMPRAs have characterized variant im-
pacts on splicing in the context of disease-relevant exons.
These include exon 6 of FAS/CD95 (Julien et al. 2016),
WT1 exon 5 (Ke et al. 2018), RON exon 11 (Braun et al.
2018), CD19 exons 1–3 (Cortés-López et al. 2022), and
exon 2 of POU1F1 (Gergics et al. 2021). Furthermore,
saturation mutagenesis screens have been performed for
∼20 PASs in human disease-associated genes, including
ACMG genes BRCA1, BRCA2, PTEN, and TPMT (Bogard
et al. 2019), and for the CXCL2 3′ UTR (not including the
PAS), which destabilizes its mRNA (Zhao et al. 2014).
Such mutagenesis data sets provide clinical practitioners
with lookup tables of variant impacts and are useful
benchmarks for model performance, as shown in the
case of splicing predictors (Smith and Kitzman 2023).
However, such focused assays are ill suited for training
models expected to generalize beyond their target exon
or gene. We also note that this review focuses on a small

subset of mutagenesis MPRAs: Many studies have been
performed characterizing the impact of CDS variants on
protein folding, function, or interactions (Starita et al.
2017; Weile and Roth 2018; Kinney and McCandlish
2019).

High-throughput testing of variants from ClinVar, ExAC,
HGMD, and patient cohorts Complementary work has
taken a variant- or disease-centric approach, testing vari-
ants from public databases such as ClinVar (Landrum
et al. 2018), HGMD (Stenson et al. 2003), ExAC (Lek
et al. 2016), and gnomAD (Karczewski et al. 2020) or
from patient cohorts. Soemedi et al. (2017) tested almost
5000 disease-associated exonic variants in a splicing
MPRA in cell-free and cell line settings. Adamson et al.
(2018) screened 2059 genetic variants from ExAC occur-
ring in 110 alternative exons. Chong et al. (2019) further
scaled up variant characterization by testing the impact
of almost 28,000 ExAC variants in 2198 human exons us-
ing reporters integrated at a defined locus. Chiang et al.
(2022) performed an MPRA focused on intronic variants
selected fromClinVar, HGMD, and similar sources occur-
ring near branch points or in intronic regions upstream of
5′ splice sites.

Different AS MPRAs found frequencies of splice-dis-
rupting variants ranging from 70% (Ke et al. 2011) to
3.8%of variants (Chong et al. 2019). A priori, this is unsur-
prising because each experiment uses a different reporter
system and tests different variant classes and exons. Addi-
tionally, variants are expected to impact splicing more if
the exon is commonly alternatively spliced than if the
common exon is constitutively spliced (Baeza-Centurion
et al. 2019; Glidden et al. 2021). We also note that
MPRA isoform ratios may not represent that of the native
context. Still, variant-induced change in isoform abun-
dance in the native context can be estimated from
MPRAmeasurements and knowledge of the isoform ratio
for the reference sequence in the genomic context (Baeza-
Centurion et al. 2020).

Variant MPRAs have not been limited to splicing. A
screen of 3577 5′ UTR variants from ClinVar identified
several that substantially impact ribosome loading,
many of which inserted or deleted uORFs (Sample et al.
2019). Hsieh and coworkers (Lim et al. 2021; Schuster
et al. 2023) used MPRAs to quantify the impact of thou-
sands of 5′ and 3′ UTR variants from prostate cancer
patient genomes and found many that substantially al-
tered either translation or stability. Interestingly, analysis
of the 3′ UTR data revealed that mutations in highly
conserved regions were more likely to impact mRNA
stability than translation and that stability-modulating
variants had a larger effect on patient outcomes. An
MPRA was used to characterize the impact of variants
that disruptmiRNA seed sites (Ipe et al. 2018). Two recent
studies used MPRAs to measure the impact of tens of
thousands of 3′ UTR variants onmRNA abundance (Grie-
semer et al. 2021; Fu et al. 2024). Variants were selected
because of their potential disease relevance: They are in
strong linkagewithGWAS tag single-nucleotide polymor-
phisms, occur in regions under positive selection, are rare
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in the human population (<0.1% allele frequency in
gnomAD) (Karczewski et al. 2020), or are somatic muta-
tions in cancer-related genes from the COSMIC database
(Tate et al. 2019). Complementary work characterized
the impact of ClinVar, HGMD, or GWAS variants that oc-
cur in 3′ UTRs near PASs and thus potentially disrupt
CPA (Bogard et al. 2019; Linder et al. 2022a). Overall,
these studies identified a notable number of variants
that significantly impact RNA levels or processing. For ex-
ample, 38% of rare gnomAD variants were reported to be
functional in at least one of two cell lines used for one of
the MPRAs (Fu et al. 2024).
Finally, MPRAs and models have been used to stratify

variants from the Simons Simplex Collection of genome
sequencing data from autism spectrum disorder cases
and healthy siblings and parents. MPRAs have identified
exonic variants that disrupt splicing (Rhine et al. 2022),
3′ UTR variants that modulate polyadenylation (Linder
et al. 2022a), and 5′ UTR variants that impact translation
and mRNA abundance (Plassmeyer et al. 2023) related to
autism spectrum disease. Although further follow-up is
required, the results from these assays provide a valuable
resource for clinical practitioners and contribute to un-
covering the genetic underpinnings of autism.
Even with MPRAs, it remains impossible to experi-

mentally measure the effects of all possible variants, as
the human genome supports billions of potential single-
nucleotide variants and even more deletions and inser-
tions. Models trained on MPRA data can bypass experi-
mental throughput limits and bring variant analysis to
the genome scale. Highlighting such scalability, Linder
et al. (2022a) performed computational saturation muta-
genesis of all human PASs, resulting in >40 million vari-
ant impact predictions and the identification of variants
capable of disrupting polyadenylation.

Machine learning-guided sequence design for
mRNA and gene therapy

Many therapeutic applications can benefit from rationally
designed sequence elements. For example, engineered en-
hancers could increase gene therapy specificity and reduce
side effects. Recent studies reported using machine learn-
ing-guided design to generate synthetic, cell type-specific
enhancers (Gosai et al. 2023; De Almeida et al. 2024; Tas-
kiran et al. 2024; Yin et al. 2024), often relying onMPRAs
for model training or enhancer validation.
Similarly, synthetic UTRs for mRNA vaccines could

increase protein expression compared with transcripts
relying on human gene-derived sequence elements. Dif-
ferent design approaches using MPRAs and ML were
used to generate 5′ UTRs for yeast and human mRNAs
(Cuperus et al. 2017; Sample et al. 2019; Cao et al.
2021; Castillo-Hair et al. 2024), and synthetic UTRs
were successful at driving high levels of protein pro-
duction as desired for gene editing and other practical
applications. However, 5′ UTRs could also be designed
to target intermediate expression levels, demonstrating
that the models comprehensively capture the underlying
sequence–function relationship. Outside of potential

gene and mRNA therapy applications, two comple-
mentary studies describe using MPRAs and ML to
understand and engineer conditional translation control
through toehold switches in bacteria (Angenent-Mari
et al. 2020; Valeri et al. 2020).
To develop a conditional gene therapy using splic-

ing, North et al. (2022) designed synthetic introns to be
spliced in cancer cells with core splicing factor 3B1
(SF3B1) mutations but not in wild-type cells (North
et al. 2022). Mutation-sensitive introns were identified
fromRNA sequencing data and low-throughput assays be-
fore characterization with a splicing MPRA. Synthetic in-
trons were inserted into the herpes simplex virus–
thymidine kinase (HSV-TK) system, such that functional
HSV-TK would only be produced in cancer cells. Treat-
ment of HSV-TK-expressing cells with the prodrug ganci-
clovir resulted in cytotoxic metabolite production and
conditional cell death.
Given the importance of efficient CPA for generating

stable transcripts, engineering PASs encouraging higher
gene expression and targeted cleaving could have many
applications in gene therapy. Linder et al. (2020) intro-
duced novel sequence design algorithms and validated
them by engineering polyadenylation signals in the 3′

UTR. PASs were designed to produce specific levels of 3′

end processing or to cleave a transcript at a defined dis-
tance from the core hexamer (Bogard et al. 2019; Linder
et al. 2020).

Using MPRAs to characterize responses to drugs
and perturbations

An intriguing application for MPRAs and ML is studying
the cis-regulatory response to perturbations like drug
treatments or varying expression of trans-regulators. Re-
cent work used a cell-free polyadenylation MPRA and a
CNN trained on these data to understand why some
PASs are sensitive to treatment with the small molecule
drug JTE-607 while others are not (Liu et al. 2023). Drug
sensitivity was found to derive from a competition for
binding to the polyadenylation machinery between the
drug molecule and the mRNA sequence flanking the
cleavage site. The model learned to accurately predict
drug sensitivity of sequences not seen during training,
and model interpretation identified features in the cleav-
age sequence conferring drug sensitivity.
An exon-skipping MPRA was used to map the 5′ SD

sequence determinants of two splice-modifying small
molecule drugs, risdiplam and branaplam, which were
developed to treat spinal muscular atrophy by promoting
the inclusion of SMN2 exon 7 (Ishigami et al. 2024). A
biophysical model building on the MPRA data suggested
a novel mechanism of drug–SD interactions and could
explain the specificity differences between the two
drugs. Additionally, two recent studies took advantage
of MPRAs to characterize splicing changes in response
to mutations in the SF3B1 (Gupta et al. 2019; North
et al. 2022), highlighting the utility of MPRAs to map
regulatory responses to changes in the trans-regulatory
environment.
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Challenges and future directions

Integration across processes and regions

What is next forMPRAs andmodels trained on them?One
exciting direction for future MPRAs is learning to inte-
grate information from different gene regions and process-
es through experiments and modeling, adding back some
of the complexity removed in traditional MPRA designs.
For example, it is increasingly clear that translation is cou-
pled to mRNA stability (Wu and Bazzini 2023), with re-
cent MPRA work finding that the presence of uORFs (Jia
et al. 2020; Musaev et al. 2024)—but also features of the
main ORF such as its length (Musaev et al. 2024)—im-
pacts mRNA stability and not just translation. An
MPRA combining flow-seq and RNA-seq to study the im-
pact of transcript leader sequences on transcription effi-
ciency found that splice donor sequences could increase
transcript abundance, providing another example of cou-
pling between multiple processes (Vlaming et al. 2022).
One way that combined processes can be modeled is
with multitask architectures with multiple outputs per
input, such as those that can take in a single sequence
and predict its translation efficiency and stability. Still,
further work is necessary to comprehensively model and
explain such observations.

Several MPRAs have already been designed to interro-
gate the interplay between multiple regulatory regions
with the goal of developing transcript or gene-wide
models (Leppek et al. 2022; O’Connell et al. 2023). A fun-
damental challenge for experiments aiming to varymulti-
ple gene regions simultaneously is the explosive growth of
possible combinations. For example, testing every core
promoter with every putative enhancer or testing every
5′ UTR with every 3′ UTR in the human genome would
require libraries of 108–1010 constructs. Still, this could
be addressed if combinations are carefully selected. For in-
stance, naturally co-occurring sequence motifs could be
tested because they are more likely to exhibit nonlinear
interactions than random motif combinations. Undoubt-
edly, as technology progresses, the availability of in-
creased computing and sequencing capacity will aid
these efforts. We also foresee continued development of
modular models trained on large-scale region-specific
MPRA data but fine-tuned with transcriptomic data or
smaller customized MPRAs explicitly varying more
than one functional gene region.

A second challenge intrinsic to MPRA design is that
regulatory interactions beyond certain scales, approxi-
mately set by the length of available synthetic DNA,
are not easily captured. These limitations mean that
most splicing MPRAs focus on short exons, and enhanc-
er or UTR MPRAs test fragments rather than full-
length sequences. Long-read sequencing and gene syn-
thesis methods can address some of these limitations
but might still struggle with characterizing longer-range
interactions, like those between enhancers and their
cognate promoters. Genomically integrated MPRAs, pos-
sibly with perturbations made to nearby genomic regula-
tory elements, could help us better understand such
interactions.

Finally, there are exciting possibilities for nucleotide
LLMs and MPRAs. These nucleotide foundation models
have a more stringent alphabet to work with than their
protein counterparts, but promising work has shown
that they have the potential to provide pretrained, multi-
species starting points for modeling cis-regulatory pro-
cesses (Consens et al. 2023; Dalla-Torre et al. 2023; Chu
et al. 2024; Karollus et al. 2024; Nguyen et al. 2024). Im-
portantly, such models can capture long-range dependen-
cies in sequence space and could help bridge the gap
between MPRA and genomic data modalities. We expect
the development of nucleotide LLMs to continue, with
specialized LLMs per regulatory region being a strong pos-
sibility given recent results (Tang and Koo 2024; Vilov and
Heinig 2024).

Exploring additional modalities

Another future direction is applying MPRAs to explore
novel regulatory mechanisms and contexts. For example,
a recentMPRAwasmade to discern how 3′ UTR sequence
controls subcellular mRNA localization in neuron-
like cells (Mikl et al. 2022), and we expect to see more
spatial MPRAs in the coming years. Future protein-
sequencing approaches may enable direct, multiplexed
proteinmeasurements. Potentially soon, protein barcodes
and nanopore sequencing might enable protein-level
quantification (Cardozo et al. 2022), akin to using DNA
and RNA barcodes in current MPRAs.

Chemical mRNAmodifications such asN6-methylade-
nosine (m6A) or pseudouridine (Ψ) affect all aspects of the
mRNA life cycle (Gilbert and Nachtergaele 2023; Delau-
nay et al. 2024). Given the importance of such modifica-
tions for native mRNA function and metabolism, it is
likely that MPRAs will be performed to interrogate the
cis-regulatory codes governing both their deposition and
interpretation. Modified nucleotides, including Ψ and
N1-methylpseudouridine (N1Ψ), are widely used to re-
duce unwanted innate immune activation of mRNA ther-
apies and vaccines (Delaunay et al. 2024; Metkar et al.
2024). MPRAs are well suited to interrogate how such
modifications might change stability, translation, or im-
mune responses compared with “naked” IVT mRNA
(Sample et al. 2019).

Similarly, we anticipate learningmore about the impact
of genomic position and chromatin state on gene expres-
sion and processing from MPRA experiments. Genomi-
cally integrated reporter systems are likely necessary for
fully understanding cotranscriptional processing, whereas
episomes or IVT RNA may be better suited for character-
izing post-transcriptional regulation. Prior studies using
integrated promoter and enhancer MPRAs suggest that
physiological chromatinization impacts MPRA results
while remaining consistent with the idea that episomal
MPRAs accurately capture relative enhancer or promoter
activities. Specifically, an MPRA testing the same en-
hancers on episomes and randomly integrated into the ge-
nome (Inoue et al. 2017) found that activities were well
correlated between the two settings (Spearman r = 0.79).
However, the activity range observed for integrated
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reporterswaswider, and reporter activity correlated better
with genomic annotations for the enhancer sequences in
their original genomic context. An MPRA comparing
the same library of enhancers inserted at multiple geno-
mic locations and on plasmids found that relative promot-
er strength was maintained across contexts, whereas
absolute expression levels varied (Maricque et al. 2019).
In complementary work, a few reporter constructs con-
taining either an enhancer or a promoter were randomly
integrated into thousands of genomic loci to comprehen-
sivelymap the impact of genome position onCRE activity
(Akhtar et al. 2013, 2014; Leemans et al. 2019).Mapping of
insertion sites revealed large variations in expression lev-
els linked to chromatin state and intrinsic promoter char-
acteristics. In the future, we expect such approaches to be
generalized to splicing and polyadenylation, allowing
us to discover whether chromatin directly modulates
these processes or does so indirectly through transcription
regulation.

MPRAs in primary cells and tissues

Most MPRAs have been performed in a small number of
cell lines. It is critical to answer to what extent cis-regula-
tory codes learned in one cell line can generalize to others
and to cell types in the human body. Overall, a picture has
emerged in whichMPRAs in cell lines can effectively and
quantitatively reveal aspects of shared, core regulatory
codes but only capture some cell type-specific regulation.
Determining how additional data sources can augment

MPRA measurements to allow predictions to generalize
to new contexts may help solve this issue. One approach
is to fine-tune models trained on high-quality MPRA
data sets with other cell- or tissue-specific RNA-seq data
sets. This approach was used successfully to predict the
tissue-specific impact of variants on AS and APA (Bogard
et al. 2019; Cheng et al. 2021; Linder et al. 2022a). Still,
only relativelyminor differences are observed at the tissue
level, with more extensive variation likely occurring at
the single-cell level. However, fine-tuning MPRA-trained
modelswith single-cell RNA-seq data sets tomake predic-
tions for primary cell types remains an open challenge.
A complementary approach is performing MPRAs in

primary cells and animal models, often with AAV or len-
tivirus delivery. Examples include enhancer MPRAs in
mouse hepatocytes (Bravo González-Blas et al. 2024), pri-
mary cell types from the developing human cortex (Deng
et al. 2024), human cortical organoids (Noack et al. 2023),
lipopolysaccharide-activated B cells (Chaudhri et al.
2020), or mouse brains (Shen et al. 2016; Lambert et al.
2021; Noack et al. 2022). Nonenhancer examples include
translationMPRAs performedwith activated T cells (Cas-
tillo-Hair et al. 2024) and translation or stability MPRAs
in developing zebrafish embryos (Rabani et al. 2017; Stray-
er et al. 2023; Reimão-Pinto et al. 2023). Such assays are
sometimes combined with cell sorting to ensure that
MPRA activity represents the cell type of interest.
Single-cell MPRA (scMPRA) technologies will enable

us to resolve differences in gene regulation between cell
types (Zhao et al. 2023b; Lalanne et al. 2024; Yin et al.

2024). In scMPRAs, native transcriptomics data can be
used to group cells into cell types, whereas MPRA data
from the same set of cells can resolve cis-regulatory gram-
mar specific to each cell type. Although scMPRAs have
only been used to study enhancers, adapting them to in-
vestigate other regulatory processes holds promise. Gen-
eralization of scMPRAs to splicing, polyadenylation, or
mRNA abundance seems relatively straightforward, but
developing stability time-course and translation assays
may be more technically challenging.
Still, scMPRAs are not a panacea for resolving cell type-

specific cis-regulatory codes. Although we expect to see
moreMPRAs in primary cells, tissues, and organs, deliver-
ing large, diverse libraries will remain challenging in
many contexts. Moreover, single-cell readouts still face
a problem of scale, as the diversity of the library that
can be tested is likely inversely proportional to the diver-
sity of cell types being interrogated, assuming a fixed se-
quencing budget and requirement to see each variant
multiple times.
As such, a final critical long-term challenge is learning

to predict how a cis-regulatory sequence will respond in a
given cell type, even those inaccessible for MPRA experi-
ments. Could we combine cis-regulatory MPRAs with li-
braries of trans-acting regulators such as transcription
factors (Ng et al. 2021; Joung et al. 2023) to learn specific
regulatory relationships that can be generalized to novel
cell types, given knowledge of the trans-regulatory envi-
ronment in that cell type?Given these exciting opportuni-
ties, MPRAs andmodels trained on themwill continue to
grow and play an increasingly important role in future
studies of gene regulation in health and disease.
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